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chapter 1
...................................................................................................................................................

THE PUBLIC AND ITS
POLICIES

...................................................................................................................................................

robert e. goodin
martin rein

michael moran

ThisOxford Handbook of Public Policy aspires to provide a rounded understanding of
what it is to make and to suVer, to study and to critique, the programs and policies by
which oYcers of the state attempt to rule. Ruling is an assertion of the will, an
attempt to exercise control, to shape the world. Public policies are instruments of this
assertive ambition, and policy studies in the mode that emerged from operations
research during the Second World War were originally envisaged as handmaidens in
that ambition.1 There was a distinctly ‘‘high modernist’’ feel to the enterprise, back
then: technocratic hubris, married to a sense of mission to make a better world;
an overwhelming conWdence in our ability to measure and monitor that world;

* We are grateful to Rod Rhodes for invaluable comments on an earlier draft.

1 In recommending continuation of wartime research and development eVorts into the postwar era,
Commanding General of the Army Air Force H. H. (‘‘Hap’’) Arnold had reported to the Secretary of War
in the following terms: ‘‘During this war the Army, Army Air Forces and the Navy have made
unprecedented use of scientiWc and industrial resources. The conclusion is inescapable that we have
not yet established the balance necessary to insure the continuance of teamwork among the military,
other government agencies, industry and the universities.’’ Just hear the high modernist ring in the bold
mission statement adopted by Project RAND in 1948, as it split oV from the Douglas Aircraft Company:
‘‘to further and promote scientiWc, educational and charitable purposes, all for the public welfare and
security of the United States of America’’ (RAND 2004).



and boundless conWdence in our capacity actually to pull oV the task of control
(Scott 1997; Moran 2003).
Highmodernism in theUS and elsewhere have amounted to rule by ‘‘the best and the

brightest’’ (Halberstam 1969). It left little room for rhetoric and persuasion, privately
muchlesspublicly.Policyproblemswere technicalquestions, resolvableby thesystematic
application of technical expertise. First in the Pentagon, then elsewhere across the wider
policy community, the ‘‘art of judgment’’ (Vickers 1983) gaveway to the dictates of slide-
rule eYciency (Hitch 1958; Hitch andMcKean 1960; Haveman andMargolis 1983).
Traces of that technocratic hubris remain, in consulting houses and IMF missions

and certain other important corners of the policy universe. But across most of that
world there has, over the last half-century, been a gradual chastening of the boldest
‘‘high modernist’’ hopes for the policy sciences.2 Even in the 1970s, when the high
modernist canon still ruled, perceptive social scientists had begun to highlight the
limits to implementation, administration, and control.3 Subsequently, the limits of
authority and accountability, of sheer analytic capacity, have borne down upon us.4
Fiasco has piled upon Wasco in some democratic systems (Henderson 1977; Dunleavy
1981, 1995; Bovens and ’t Hart 1996). We have learned that many of tools in the ‘‘high
modernist’’ kit are very powerful indeed, within limits; but they are strictly limited
(Hood 1983).We have learned how to supplement those ‘‘highmodernist’’ approaches
with other ‘‘softer’’ modes for analyzing problems and attempting to solve them.
In trying to convey a sense of these changes in the way we have come to approach

public policy over the past half-century, the chapters in thisHandbook (and still more
this Introduction to it) focus on the big picture rather than minute details. There are
other books to which readers might better turn for Wne-grained analyses of current
policy debates, policy area by policy area.5 There are other books providing more
Wne-grained analyses of public administration.6 ThisHandbook oVers instead a series
of connected stories about what it is like, and what it might alternatively be like, to
make and remake public policy in new, more modest modes.
This Introduction is oVered as a scene setter, rather than as a systematic overview

of the whole Weld of study, much less a potted summary of the chapters that follow.
Our authors speak most ably for themselves. In this Introduction, we simply do
likewise. And in doing so we try to tell a particular story: a story about the limits of
high ambition in policy studies and policy making, about the way those limits have
been appreciated, about the way more modest ambitions have been formulated, and
about the diYculties in turn of modest learning. Our story, like all stories, is
contestable. There is no single intellectually compelling account available of the
state of either policy making or the policy sciences; but the irredeemable fact of
contestability is a very part of the argument of the pages that follow.

2 For a remarkable early send-up, see Mackenzie’s (1963) ‘‘The Plowden Report: a translation.’’
3 Pressman and Wildavsky 1973; Hood 1976; van Gunsteren 1976.
4 Majone and Quade 1980; Hogwood and Peters 1985; Bovens 1998.
5 The best regular update is probably found in the Brookings Institution’s ‘‘Setting National Priorities’’

series; see most recently Aaron and Reischauer (1999).
6 Lynn and Wildavsky 1990; Peters and Pierre 2003.

4 robert e. goodin, martin rein & michael moran



1. Policy Persuasion
.......................................................................................................................................................................................

We begin with the most important of all limits to high ambition. All our talk of
‘‘making’’ public policy, of ‘‘choosing’’ and ‘‘deciding,’’ loses track of the home truth,
taught to President Kennedy by Richard Neustadt (1960), that politics and policy
making is mostly a matter of persuasion. Decide, choose, legislate as they will, policy
makers must carry people with them, if their determinations are to have the full force
of policy. That is most commonly demonstrated in systems that attempt to practice
liberal democracy; but a wealth of evidence shows that even in the most coercive
systems of social organization there are powerful limits to the straightforward power
of command (Etzioni 1965).

To make policy in a way that makes it stick, policy makers cannot merely issue
edicts. They need to persuade the people who must follow their edicts if those are to
become general public practice. In part, that involves persuasion of the public at
large: Teddy Roosevelt’s ‘‘bully pulpit’’ is one important lever. In part, the persuasion
required is of subordinates who must operationalize and implement the policies
handed down to them by nominal superiors. Truman wrongly pitied ‘‘Poor Ike,’’
whom he envisaged issuing orders as if he were in the army, only to Wnd that no one
would automatically obey: as it turned out, Ike had a clear idea how to persuade up
and down the chain of command, even if he had no persuasive presence on television
(Greenstein 1982). Indeed Eisenhower’s military experience precisely showed that
even in nominally hierarchical institutions, persuasion lay at the heart of eVective
command.

Not only is the practice of public policy making largely a matter of persuasion. So
too is the discipline of studying policy making aptly described as itself being a
‘‘persuasion’’ (Reich 1988; Majone 1989). It is a mood more than a science, a loosely
organized body of precepts and positions rather than a tightly integrated body of
systematic knowledge, more art and craft than genuine ‘‘science’’ (Wildavsky 1979;
Goodsell 1992). Its discipline-deWning title notwithstanding, Lerner and Lasswell’s
pioneering book The Policy Sciences (1951) never claimed otherwise: quite the con-
trary, as successive editors of the journal that bears that name continually editorially
recall.

The cast of mind characterizing policy studies is marked, above all else, by an
aspiration toward ‘‘relevance.’’ Policy studies, more than anything, are academic
works that attempt to do the real political work: contributing to the betterment of
life, oVering something that political actors can seize upon and use. From Gunnar
Myrdal’s American Dilemma (1944) through Charles Murray’s Losing Ground (1984)
and William Julius Wilson’s Truly Disadvantaged (1987), policy-oriented research on
race and poverty has informed successive generations of American policy makers on
both ends of the political spectrum, to take only one important example.

Beyond this stress on relevance, policy studies are distinguished from other sorts of
political science, secondly, by being unabashedly value laden (Lasswell 1951; Rein
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1976; Goodin 1982). They are explicitly normative, in embracing the ineliminable role
of value premisses in policy choice—and often in forthrightly stating and defending
the value premisses from which the policy prescriptions that they make proceed.
They are unapologetically prescriptive, in actually recommending certain programs
and policies over others. Policy studies, Wrst and foremost, give advice about policy;
and they cannot do that (on pain of the ‘‘naturalistic fallacy’’) without basing that
advice on some normative (‘‘ought’’) premisses in the Wrst place.
Policy studies are distinguished from other sorts of political science, thirdly, by

their action orientation. They are organized around questions of what we as a
political community should do, rather than just around questions of what it should
be. Whereas other sorts of political studies prescribe designs for our political insti-
tutions, as the embodiments or instruments of our collective values, speciWcally
policy studies focus less on institutional shells and more on what we collectively do
in and through those institutional forms. Policy studies embody a bias toward acts,
outputs, and outcomes—a concern with consequences—that contrasts with the
formal-institutional orientation of much of the rest of political studies.
These apparently commonplace observations—that policy studies is a ‘‘persuasion’’

that aspires to normatively committed intervention in the world of action—pose
powerful challenges for the policy analyst. One of the greatest challenges concerns
the language that the analyst can sensibly use. The professionalization of political
science in the last half-century has been accompanied by a familiar development—the
development of a correspondingly professional language. Political scientists know
whom they are talking towhen they report Wndings: they are talking to each other, and
they naturally use language with which other political scientists are familiar. They are
talking to each other because the scientiWc world of political science has a recursive
quality: the task is to communicate with, and convince, like-minded professionals, in
terms that make sense to the professional community. Indeed some powerful tradi-
tions in purer forms of academic political science are actually suspicious of ‘‘rele-
vance’’ in scholarly enquiry (Van Evera 2003). The Wndings and arguments of
professional political science may seep into the world of action, but that is not the
main point of the activity. Accidental seepage is not good enough for policy studies. It
harks back to an older world of committed social enquiry where the precise object is to
unify systematic social investigation with normative commitment—and to report
both the results and the prescriptions in a language accessible to ‘‘non-professionals.’’
These can range from engaged—or not very engaged—citizens to the elite of policy
makers. Choosing the language in which to communicate is therefore a tricky, but
essential, part of the vocation of policy analysis.
One way of combining all these insights about how policy making and policy studies

are essentially about persuasion is through the ‘‘argumentative turn’’ and the analysis of
‘‘discourses’’ of policy in the ‘‘critical policy studies’’ movement (Fischer and Forrester
1993; Hajer 1995; Hajer and Wagenaar 2003). On this account, a positivist or ‘‘high
modernist’’ approach, either to the making of policy or to the understanding of
how it is made, that tries to decide what to do or what was done through vaguely
mechanical-style causal explanations is bound to fail, or anyway be radically incomplete.

6 robert e. goodin, martin rein & michael moran



Policy analysts are never mere ‘‘handmaidens to power.’’ It is part of their job, and a
role that the best of them play well, to advocate the policies that they think right
(Majone 1989). The job of the policy analyst is to ‘‘speak truth to power’’ (Wildavsky
1979), where the truths involved embrace not only the hard facts of positivist science
but also the reXexive self-understandings of the community both writ large (the
polity) and writ small (the policy community, the community of analysts).

It may well be that this reXexive quality is the main gift of the analyst to
the practitioner. In modern government practitioners are often forced to live in
an unreXective world: the very pressure of business compresses time horizons,
obliterating recollection of the past and foreshortening anticipation of the
future (Neustadt and May 1986). There is overwhelming pressure to decide, and
then to move on to the next problem. Self-consciousness about the limits of decision,
and about the setting, social and historical, of decision, is precisely what the
analyst can bring to the policy table, even if its presence at the table often seems
unwelcome.

Of course, reason giving has always been a central requirement of policy applica-
tion, enforced by administrative law. Courts automatically overrule administrative
orders accompanied by no reasons. So, too, will their ‘‘rationality review’’
strike down statutes which cannot be shown to serve a legitimate purpose within
the power of the state (Fried 2004, 208–12). The great insight of the argumentative turn
in policy analysis is that a robust process of reason giving runs throughout all stages of
public policy. It is not just a matter of legislative and administrative window dressing.

Frank and fearless advice is not always welcomed by those in positions of power.
All organizations Wnd self-evaluation hard, and states Wnd it particularly hard: there
is a long and well-documented history of states, democratic and non-democratic,
ignoring or even punishing the conveyor of unwelcome truths (Van Evera 2003).
Established administrative structures that used to be designed to generate dispas-
sionate advice are increasingly undermined with the politicization of science and the
public service (UCS 2004; Peters and Pierre 2004). Still, insofar as policy analysis
constitutes a profession with an ethos of its own, the aspiration to ‘‘speak truth to
power’’—even, or especially, unwelcome truths—must be its prime directive, its
equivalent of the Hippocratic Oath (ASPA 1984).

2. Arguing versus Bargaining
.......................................................................................................................................................................................

Our argument thus far involves modest claims for the ‘‘persuasion’’ of policy studies,
but even these modest ambitions carry their own hubristic dangers. Persuasion; the
encouragement of a reXexive, self-conscious policy culture; an attention to the
language used to communicate with the world of policy action: all are important.
But all run the risk of losing sight of a fundamental truth—that policy is not only

the public and its policies 7



about arguing, but is also about bargaining. A policy forum is not an academic
seminar. The danger is that we replicate the fallacy of a tradition which we began by
rejecting.
Policy analysts, particularly those who see themselves as part of a distinct high

modernist professional cadre, often take a technocratic approach to their work. They
see themselves as possessing a neutral expertise to be put to the service of any
political master. They accept that their role as adviser is to advise, not to choose;
and they understand that it is in the nature of advice that it is not always taken.
Accepting all this as they do, policy advisers of this more professional, technocratic
cast of mind inevitably feel certain pangs of regret when good advice is overridden
for bad (‘‘purely political’’) reasons.
Politics may rightly seem disreputable when it is purely a matter of power in the

service of interests. When there is nothing more to be said on behalf of the outcome
than that people who prefer it have power enough to force it, one might fatalistically
accept that outcome as politically inevitable without supposing that there is anything
at all to be said for it normatively. Certainly there is not much to be said for it
normatively, anyway, without saying lots more about why the satisfaction of those
preferences is objectively desirable or why that distribution of power is proper.
Nor is this account necessarily incompatible with some conception of democratic

policy making. Indeed some democratic theorists try to supply the needed normative
glue by analogizing political competition to the economic market. The two funda-
mental theorems of welfare economics prove Adam Smith’s early speculation
that, at least under certain (pretty unrealistic) conditions, free competition in the
marketplace for goods would produce maximum possible satisfaction of people’s
preferences (Arrow and Hahn 1971). Democratic theorists after the fashion of
Schumpeter (1950) say the same about free competition in the political marketplace
for ideas and public policies (Coase 1974). ‘‘Partisan mutual adjustment’’—between
parties, between bureaucracies, between social partners—can, bargaining theorists of
politics and public administration assure us, produce socially optimal results (Lind-
blom 1965).
Of course there are myriad assumptions required for the proofs to go through, and

they are met even less often in politics than economics. (Just think of the assumption
of ‘‘costless entry of new suppliers:’’ a heroic enough assumption for producers in
economic markets, but a fantastically heroic one as applied to new parties in political
markets, especially in a world of ‘‘cartelized’’ party markets (Katz and Mair 1995).)
Most importantly, though, the proofs only demonstrate that preferences are max-
imally satisWed in the Pareto sense: no one can be made better oV without someone
else being made worse oV. Some are inevitably more satisWed than others, and who is
most satisWed depends on who has most clout—money in the economic market, or
political power in the policy arena. So the classic ‘‘proof ’’ of the normative legitimacy
of political bargaining is still lacking one crucial leg, which would have to be some
justiWcation for the distribution of power that determines ‘‘who beneWts’’ (Page
1983). The early policy scientists clearly knew as much, recalling Lasswell’s (1950)
deWnition of ‘‘politics’’ in terms of ‘‘who gets what, when, how?’’

8 robert e. goodin, martin rein & michael moran



The success of that enterprise looks even more unlikely when reXecting, as
observers of public policy inevitably must, on the interplay between politics and
markets (Lindblom 1977; Dahl 1985). The point of politics is to constrain markets: if
markets operated perfectly (according to internal economic criteria, and broader
social ones), we would let all social relations be determined by them alone. It is only
because markets fail in one or the other of those ways, or because they fail to provide
the preconditions for their own success, that we need politics at all (Hirsch 1976; OVe
1984; Esping-Andersen 1985; World Bank 1997). But if politics is to provide these
necessary conditions for markets, politics must be independent of markets—whereas
the interplay of ‘‘political money’’ and the rules of property in most democracies
means that politics is, to a large extent, the captive of markets (Lindblom 1977).

Tainted though the processes of representative democracy might be by political
money, they nonetheless remain the principal mechanism of public accountability
for the exercise of public power. Accountability through economic markets and
informal networks can usefully supplement the political accountability of elected
oYcials to the electorate; but can never replace it (Day and Klein 1987; Goodin 2003).

Another strand of democratic theory has recently emerged, reacting against the
bargaining model that sees politics as simply the vector sum of political forces and the
aggregation of votes. It is a strand which is easier to reconcile with the ‘‘persuasive’’
character of policy studies. Deliberative democrats invite us to reXect together on our
preferences and what policies might best promote the preferences that we reXectively
endorse (Dryzek 2000). There are many arenas in which this might take place. Those
range from small-scale forums (such as ‘‘citizen’s juries,’’ ‘‘consensus conferences,’’ or
‘‘Deliberative Polls’’ involving between 20 and 200 citizens) through medium-sized
associations (Fung and Wright 2001). Ackerman and Fishkin (2004) even make a
proposal for a nationwide ‘‘Deliberation Day’’ before every national election.

Not only might certain features of national legislature make that a more ‘‘delibera-
tive’’ assembly, more in line with the requirements of deliberative democracy (Steiner
et al. 2005). And not only are certain features of political culture—traditions of free
speech and civic engagement—more conducive to deliberative democracy (Sunstein
1993, 2001; Putnam 1993). Policy itself might be made in a more ‘‘deliberative’’ way, by
those chargedwith the task of developing and implementing policy proposals (Fischer
2003). That is the aim of advocates of critical policy studies, with their multifarious
proposals for introducing a ‘‘deliberative turn’’ into the making of policies on every-
thing from water use to urban renewal to toxic waste (Hajer and Wagenaar 2003).

Some might say that this deliberative turn marks a shift from reason to rhetoric in
policy discourse. And in a way, advocates of that turn might embrace the description,
for part of the insight of the deliberative turn is that reason is inseparable from the
way we reason: rhetoric is not decoration but is always ingrained in the intellectual
content of argument. Certainly they mean to disempower the dogmatic deliverances
of technocratic reason, and to make space in the policy-making arena for softer and
less hard-edged modes of communication and assessment (Young 2000; Fischer
2003). Reframing the problem is, from this perspective, a legitimate part of the
process: it is important to see that the problem looks diVerent from diVerent
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perspectives, and that diVerent people quite reasonably bring diVerent perspectives
to bear (March 1972; Schön and Rein 1994; Allison and Zelikow 1999). Value clariW-
cation, and re-envisioning our interests (personal and public), is to be seen as a
legitimate and valued outcome of political discussions, rather than as an awkward-
ness that gets in the way of technocratic Wtting of means to pre-given ends. Thus the
deliberative turn echoes one of the key features of the ‘‘persuasive’’ conception of
policy studies with which we began: reXexivity is—or should be—at the heart of both
advice and decision.
These conceptions, true, are easier to realize in some settings than in others. The

place, the institutional site, and the time, all matter. National traditions clearly diVer
in their receptivity to deliberation and argument. The more consultative polities of
Scandinavia and continental Europe have always favoured more consensual modes of
policy making, compared to the majoritarian polities of the Anglo-American world
(Lijphart 1999). Votes are taken, in the end. But the process of policy development
and implementation proceeds more according to procedures of ‘‘sounding out’’
stakeholders and interested parties, rather than majorities pressing things to a vote
prematurely (Olsen 1972b). Of course, every democratic polity worth the name has
some mechanisms for obtaining public input into the policy-making process: letters
to Congressmen and congressional hearings, in the USA; Royal Commissions and
Green Papers in the UK; and so on. But those seem to be pale shadows of the
Scandinavian ‘‘remiss’’ procedures, inviting comment on important policy initiatives
and actually taking the feedback seriously, even when it does not necessarily come
from powerful political interests capable of blocking the legislation or derailing its
implementation (Meijer 1969; Anton 1980).
Sites of governance matter, as well. The high modernist vision was very much one

of top-down government: policies were to be handed down not just from superiors
to subordinates down the chain of command, but also from the governing centre to
the governed peripheries. New, and arguably more democratic, possibilities emerge
when looking at governing as a bottom-up process (Tilly 1999). The city or neigh-
borhood suddenly becomes the interesting locus of decision making, rather than the
national legislature. Attempts to increase democratic participation in local decision
making have not met with uniform success, not least because of resistance from
politicians nearer the center of power: the resistance of mayors was a major hin-
drance to the ‘‘community action programs’’ launched as part of the American War
on Poverty, for example (Marris and Rein 1982). Still, many of the most encouraging
examples of new deliberative processes working to democratize the existing political
order operate at very local levels, in local schools or police stations (Fung 2004).
Meshing policy advice and policy decision with deliberation is therefore easier

in some nations, and at some levels of government, than others. It also seems easier at
some historical moments than others: thus, time matters. Until about a quarter-
century ago, for example, policy making in Britain was highly consensual, based
on extensive deliberation about policy options, albeit usually with a relatively
narrow range of privileged interests. Indeed, the very necessity of creating
accommodation was held to be a source of weakness in the policy process (Dyson
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1980; Dyson and Wilks 1983). Since then the system has shifted drastically away from
a deliberative, accommodative mode. Many of the characteristic mechanisms asso-
ciated with consultation and argument—such as Royal Commissions—are
neglected; policy is made through tiny, often informally organized cliques in the
core executive.

The shift is partly explicable by the great sense of crisis which engulfed British
policy makers at the end of the 1970s, and by the conviction that crisis demanded
decisive action free from the encumbrances of debates with special interests. The
notion that crisis demands decision, not debate, recurs in many diVerent times and
places. Indeed ‘‘making a crisis out of a drama’’ is a familiar rhetorical move when
decision makers want a free hand. Yet here is the paradox of crisis: critical moments
are precisely those when the need is greatest to learn how to make better decisions;
yet the construction of crisis as a moment when speed of decision is of the essence
precisely makes it the moment when those advocating persuasion and reXexivity are
likely to be turned away from the policy table.

All is not gloom even here, however. The analysis of crises—exactly, particular
critical events—can be a powerful aid to institutional learning (March, Sproull,
and Tamuz 1991). Moreover, there are always multiple ‘‘tables’’—multiple forums—
in which policies are argued out and bargained over. ‘‘Jurisdiction shopping’’ is a
familiar complaint, as lawyers look for sympathetic courts towhich to bring their cases
and polluting industries look for lax regulatory regimes in which to locate. But policy
activists face the same suite of choices. Policies are debated, and indeedmade, inmany
diVerent forums. Each operates according to a diVerent set of rules, with a diVerent
agenda, and on diVerent timelines; each responds to diVerent sets of pressures
and urgencies; each has its own norms, language, and professional ethos. So when
you cannot get satisfaction in one place, the best advice for a policy activist is
to go knocking on some other door (Keck and Sikkink 1998; Risse, Ropp, and
Sikkink 1999).

Place, site, and moment often obstruct the ‘‘persuasive’’ practice of the vocation
of policy studies. Yet, as we show in the next section, there is overwhelming evidence
of powerful structural and institutional forces that are dragging policy makers in
a deliberative direction. These powerful forces are encompassed in accounts of
networked governance.

3. Networked Governance
.......................................................................................................................................................................................

Policy making in the modern state commonly exhibits a contradictory character.
Under the press of daily demands for action, often constructed as ‘‘crises,’’ decision
makers feel the need to act without delay. Yet powerful forces are pushing systems
increasingly in more decentralized and persuasion-based directions.
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Of course, even in notionally rigid high modernist hierarchies, the ‘‘command
theory’’ of control was never wholly valid. ‘‘Orders backed by threats’’ were never a
goodway to get things done, in an organization anymore than in governing a country.
Complex organizations can never be run by coercion alone (Etzioni 1965). An eVective
authority structure, just like an eVective legal system, presupposes that the people
operating within it themselves internalize the rules it lays down and critically evaluate
their own conduct according to its precepts (Hart 1961). That is true even of the most
nominally bureaucratic environments: for instance, Heclo and Wildavsky (1974)
characterize the relations among politicians and public oYcials in the taxing
and spending departments of British government as a ‘‘village community’’ full of
informal norms and negotiated meanings: an anthropologically ‘‘private’’ way of
governing public money.
Thus there have always been limits to command. But the argument that, increas-

ingly, government is giving way to ‘‘governance’’ suggests somethingmore interesting,
and something peculiarly relevant to our ‘‘persuasive’’ conception of policy studies:
that governing is less and less a matter of ruling through hierarchical authority
structures, and more and more a matter of negotiating through a decentralized series
of Xoating alliances. The dominant image is that of ‘‘networked governance’’ (Heclo
1978; Rhodes 1997; Castels 2000). Some actors are more central, others more periph-
eral, in those networks. But even those actors at the central nodes of networks are not
in a position to dictate to the others. Broad cooperation from a great many eVectively
independent actors is required in order for any of them to accomplish their goals.
To some extent, that has always been the deeper reality underlying constitutional

Wctions suggesting otherwise. Formally, the Queen in Parliament may be all powerful
and may in Dicey’s phrase, ‘‘make or unmake any law whatsoever’’ (Dicey 1960/1885,
39–40). Nonetheless, Wrm albeit informal constitutional conventions mean there are
myriad things that she simply may not do and retain any serious expectation of
retaining her royal prerogatives (unlike, apparently, her representative in other parts
of her realm) (Marshall 1984). Formally, Britain was long a unitary state and local
governments were utterly creatures of the central state; but even in the days of
parliamentary triumphalism the political realities were such that the center had to
bargain with local governments rather than simply dictate to them, even on purely
Wnancial matters (Rhodes 1988).
But increasingly such realities are looming larger and the Wctions even smaller.

Policy increasingly depends on what economists call ‘‘relational contracts:’’ an
agreement to agree, a settled intention to ‘‘work together on this,’’ with details left
to be speciWed sometime later (Gibson and Goodin 1999). Some fear a ‘‘joint decision
trap,’’ in circumstances where there are too many veto players (Scharpf 1988). But
Gunnar Myrdal’s (1955, 8, 20) description of the workings of the early days of the
Economic Commission for Europe is increasingly true not just of intergovernmental
negotiations but intragovernmental ones as well:

If an organization acquires a certain stability and settles down to a tradition of work,
one implication is usually that on the whole the same state oYcials come together at
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regular intervals. If in addition it becomes repeatedly utilized for reaching inter-governmental
agreements in a given Weld, it may acquire a certain institutional weight and a momentum.
Certain substitutes for real political sanctions can then gradually be built up. They are
all informal and frail. They assume a commonly shared appreciation of the general usefulness
of earlier results reached, the similarly shared pride of, and solidarity towards, the ‘‘club’’ of
participants at the meetings, and a considerable inXuence of the civil servants on the home
governments in the particular kind of questions dealt with in the organizations. . . . Not
upholding an agreement is something like a breach of etiquette in a club.

And so it has gone in the later life of the European Community, and now the
European Union (Héritier 1999).7

Within these networks, none is in command. Bringing others along, preserving the
relationship, is all. Persuasion is the way policy gets made, certainly in any literal
‘‘institutional void’’ (Hajer 2003) but even within real institutions, where authority is
typically more Wctive than real (Heclo and Wildavsky 1974).

If this is bad news for titular heads of notionally policy-making organizations, it is
good news for the otherwise disenfranchised. The history of recent successes in
protecting human rights internationally is a case in point. Advocacy coalitions are
assembled, linking groups of powerless Nigerians whose rights are being abused by
the Nigerian government with groups of human rights activists abroad, who bring
pressure to bear on their home governments to bring pressure to bear in turn on
Nigeria (Risse, Ropp, and Sikkink 1999; Keck and Sikkink 1998). Networking across
state borders, as well as across communities and aVected interests within state
borders, can be an important ‘‘weapon of the weak’’ (Scott 1985).

The change has invaded areas hitherto thought of as the heartland of hierarchy and
of authoritative decision by the rich and powerful.

Bureaucratic organizations, paradigms of Weberian hierarchy, are yielding to ‘‘soft
bureaucracy’’ (Courpasson 2000). And in the world of globally organized business,
Braithwaite and Drahos (2000) paint a picture of a decentered world, where networks
of bewildering complexity produce regulation often without the formality of any
precise moment of decision.

The rise of networked governance in turn accounts for a related turn that is central to
the practice of the ‘‘persuasive’’ vocation: the self-conscious turn to government as
steering.

7 For example, ‘‘it is rare in [European] Community environmental policy for negotiations to fail. . . .
An important factor seems to be the dynamics of long-lasting negotiations: i.e., the ‘entanglement’ of the
negotiations which ultimately exerts such pressure on the representatives of dissenters (especially where
there is only one dissenting state) that a compromise can be reached . . . [O]n the whole, no member state
is willing to assume the responsibility for causing the failure of negotiations that have lasted for years and
in which mutual trust in the willingness of all negotiators to contribute to an agreement has been built
up’’ (Rehbinder and Stewart 1985, 265).
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4. Rowing versus Steering
.......................................................................................................................................................................................

High modernist models of policy making were, Wrst and foremost, models of central
control. On those models, policy makers were supposed to decide what should be
done to promote the public good, and then to make it happen.
This ambition became increasingly implausible as problems to which policy was

addressed became (or came to be recognized as) increasingly complex. Despite brave
talk of ways of ‘‘organizing social complexity’’ (Deutsch 1963; La Porte 1975), a sense
soon set in that government was ‘‘overloaded’’ and society was politically ungovern-
able (King 1975; Crozier, Huntington, and Watanuki 1975). Despite the aspiration of
constantly improving social conditions, producing generally good outcomes for
people without fail, a sense emerged that society is now characterized by increasingly
pervasive risks, both individually and collectively (Beck 1992).
Even when policy makers thought they had a Wrm grip on the levers of power at the

center, however, they long feared that they had much less of a grip on those
responsible for implementing their policies on the ground. ‘‘Street-level bureau-
crats’’—police, caseworkers in social service agencies, and such like—inevitably
apply oYcial policies in ways and places at some distance from close scrutiny by
superiors (Lipsky 1980). Substantial de facto discretion inevitably follows, however
tightly rule bound their actions are formally supposed to be. But it is not just
bureaucrats literally on the streets who enjoy such discretion. Organization theorists
have developed the general concept of ‘‘control loss’’ to describe the way in which the
top boss’s power to control subordinates slips away the further down the chain of
command the subordinate is (Blau 1963; Deutsch 1963). It can never be taken for
granted that policies will be implemented on the ground as intended: usually they
will not (Pressman and Wildavsky 1973; Bardach 1977, 1980).
One early response to appreciation of problems of control loss within a system of

public management was to abandon ‘‘command-and-control’’ mechanisms for evok-
ing compliance with public policies, in favor of a system of ‘‘incentives’’ (Kneese and
Schultze 1975; Schultze 1977). The thought was that, if you structure the incentives
correctly, people will thereby have a reason for doing what you want them to do,
without further intrusive intervention from public oYcials in the day-to-day man-
agement of their aVairs. This thinking persisted into the 1980s and 1990s: it lay, for
instance, behind the mania for ‘‘internal markets’’ in so many of the state-funded
health care systems of Europe (Le Grand 1991; Saltman and von Otter 1992). The
trick, of course, lies in setting the incentives just right. Allowing the Nuclear
Regulatory Commission to Wne unsafe nuclear power plants only $5,000 a day for
unsafe practices, when it would cost the power company $300,000 a day to purchase
substitute power oV the grid, is hardly a deterrent (US Comptroller General 1979).
Appreciation of the incapacity of the center to exercise eVective control over what

happens on the ground through command and control within a hierarchy has also
led to increasing ‘‘contracting out’’ of public services, public–private partnerships,
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and arm’s-length government (Smith and Lipsky 1993; Commission on Public–
Private Partnerships 2001). The image typically evoked here is one of ‘‘steering, not
rowing’’ (Kaufmann, Majone, and Ostrom 1985; Bovens 1990).

Twin thoughts motivate this development. The Wrst is that, by divesting themselves
of responsibility for front-line service delivery, the policy units of government will be
in a better position to focus on strategic policy choice (Osborne and Gaebler 1993;
Gore 1993). The second thought is that by stipulating ‘‘performance standards’’ in the
terms of contract, and monitoring compliance with them, public servants will be
better able to ensure that public services are properly delivered than they would have
been had those services been provided within the public sector itself.

This is hardly the Wrst time such a thing has happened. In the early history of the
modern state, under arrangements that have come to be called ‘‘tax farming,’’ rulers
used to subcontract tax collections to local nobles, with historically very mixed
success. Fix the incentives as the prince tried, the nobles always seemed to be able
to Wgure out some way of diddling the crown (Levi 1988). Those committed to
steering, by monitoring others’ rowing, would like to think they have learned how
better to specify and monitor contract compliance. But so too has every prince’s new
adviser.

The history of ‘‘steering and rowing’’ crystallizes the contradictory character of the
modern ‘‘governance’’ state, and illuminates also the complex relations between
‘‘governance’’ and the conception of policy studies as a persuasive vocation. On the
one hand, powerful, well-documented forces are pushing policy systems in the
direction of deliberation, consultation, and accommodation. ‘‘High modernism’’ is
accompanied by high complexity, which requires high doses of voluntary coordin-
ation. And high modernism has also helped create smart people who cannot simply
be ordered around: rising levels of formal education, notably sharp rises in partici-
pation in higher education, have created large social groups with the inclination, and
the intellectual resources, to demand a say in policy making. These are some of the
social developments that lie behind the spread of loosely networked advocacy
coalitions of the kind noted above.

Modern steering may therefore be conceived as demanding a more democratic
mode of statecraft—one where the practice of the persuasive vocation of policy
studies is peculiarly important. But as we have also just seen, ‘‘steering’’ can have a
less democratic face. It echoes the ambitions of princes, and a world of centralized
scrutiny and monitoring preWgured in Bentham’s (1787) Panopticon. The earliest
images of the steering state, in Plato’s Republic, are indeed avowedly authoritarian;
and the greatest ‘‘helmsman’’ of the modern era was also one of its most brutal
autocrats, Mao Zedong.

As the language of ‘‘steering’’ therefore shows, the legacy of ‘‘networked govern-
ance’’ is mixed, indeed contradictory, inscribed with both autocracy and democracy.
This helps explain much of the Wxation of the new public management on monitor-
ing and control.

For all the borrowing that new public management, with its privatization and
outsourcing, has done from economics, the one bit of economics it seems steadfastly
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to ignore is the one bit that ought presumably to have most relevance to the state as
an organized enterprise: the economic theory of the Wrm (Simon 2000).
Two key works emphasize the point. One is Ronald Coase’s (1937) early analysis of

why to internalize production within the same Wrm, rather than just buying the
components required from other producers on the open market—the ‘‘produce/buy
decision.’’ The answer is obvious as soon as the question is asked. You want to
internalize production within the Wrm if, but only if, you have more conWdence in
your capacity to monitor and control the quality of the inputs into the production
process than the quality of the outputs (the components you would alternatively have
to buy on the open market). You produce in-house only when you are relatively
unconWdent of your capacity to monitor the quality of the goods that external
producers supply to you.
One implication of this analysis for contracting out of public services to private

organizations is plain: for the same reason that a private organization is formed to
provide the service, the public should be hesitant to contract to them. For the same
reason the private organization does not buy in the outputs it promises to supply,
preferring to produce them in-house, so too should the public organization: con-
tracts are inevitably incomplete, performance standards underspeciWed, and
the room for maximizing private proWts at the cost of the public purposes is too
great. Indeed this problem of what may summarily be called ‘‘opportunism’’ lies at
the heart of the way the new institutional economics addresses the Wrm (Williamson
1985, 29–32, 281–5). There then follows another obvious implication: if we do contract
out public services, it is better to contract them out to non-proWt suppliers who are
known to share the goals that the public had in establishing the program than it is to
contract them out to for-proWt suppliers whose interests clearly diverge from the
public purposes (Smith and Lipsky 1993; Rose-Ackerman 1996; Goodin 2003).
The second contribution to the theory of the Wrm that ought to bear on current

practices of outsourcing and privatizing public services is Herbert Simon’s (1951)
analysis of the ‘‘employment relationship.’’ The key to that, too, is the notion of
‘‘incomplete contracting.’’ The reason we hire someone as an employee of our Wrm
is that we cannot specify, in detail in advance, exactly what performances will be
required. If we could, we would subcontract the services: but not knowing exactly
what we want, we cannot write the relevant performance contract. Instead we write an
employment contract, of the general form that says: ‘‘The employee will do whatever
the employer says.’’ Rudely, it is a slavery contract (suitably circumscribed by labour
law); politely, it is a ‘‘relational contract,’’ an agreement to stand in a relationship the
precise terms of which will be speciWed later (Williamson 1985). Indeed as North
points out, there are even elements of the relational in the master–slave relationship
(1990, 32). But the basic point, once again, is that we cannot specify in advance what is
wanted: and insofar as we cannot, that makes a powerful case for producing in-house
rather than contracting out. And that is as true for public organizations as private, and
once again equally for public organizations contracting with private organizations. For
the same reasons that the private contractors employ people at all, for those very same
reasons the state ought not to subcontract to those private suppliers.
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The more general way in which these insights have been picked up among policy
makers is in the slogan, ‘‘privatization entails regulation.’’ A naive reading of the
‘‘downsizing government’’ program of Reagan and Thatcher and their copyists world-
wide might lead one to suppose that it would have resulted in ‘‘less government:’’
speciWcally, among other things, ‘‘less regulation’’ (after all, ‘‘deregulation’’ was one of
its Wrst aims). But in truth privatization, outsourcing, and the like actually requires
more regulation, not less (Majone 1994; Moran 2003). At a minimum, it requires
detailed speciWcation of the terms of the contract and careful monitoring of contract
compliance. Thus, we should not be surprised that the sheer number of regulations
emanating from privatized polities is an order of magnitude larger (Levi-Faur 2003;
Moran 2003).

The paradoxes of privatization and regulation thus just bring us back to the
beginning of the growth of government in the nineteenth century. That came as a
pragmatic response to practical circumstances, if anything against the ideological
current of the day. No political forces were pressing for an expansion of government,
particularly. It was just a matter of one disaster after another making obvious the
need, across a range of sectors, for tighter public regulation and an inspectorate to
enforce it (MacDonagh 1958, 1961; Atiyah 1979). Over the course of the next century,
some of those sectors were taken into public hands, only then to be reprivatized. It
should come as no surprise, however, that the same sort of regulatory control should
be needed over those activities, once reprivatized, as proved necessary before they
had been nationalized. There was a ‘‘pattern’’ to government growth identiWed by
MacDonagh (1958, 1961); and there is likely a pattern of regulatory growth under
privatization.

5. Policy, Practice, and Persuasion
.......................................................................................................................................................................................

To do something ‘‘as a matter of policy’’ is to do it as a general rule. That is the
distinction between ‘‘policy’’ and ‘‘administration’’ (Wilson 1887), between ‘‘legislat-
ing’’ policy and ‘‘executing’’ it (Locke 1690, ch. 12). Policy makers of the most
ambitious sort aspire to ‘‘make policy’’ in that general rule-setting way, envisioning
administrators applying those general rules to particular cases in a minimally discre-
tionary fashion (Calvert, McCubbins, and Weingast 1989). That and cognate aspir-
ations toward taut control from the center combine to constitute a central trope of
political high modernism

One aspect of that is the aspiration, or rather illusion, of total central control. All
the great management tools of the last century were marshaled in support of that
project: linear programming, operations research, cost–beneWt analysis, management
by objectives, case-controlled random experiments, and so on (Rivlin 1971; Self 1975;
Stokey and Zeckhauser 1978).
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One non-negligible problem with models of central control is that there is
never any single, stable central authority that can be in complete control. For
would-be totalitarians that is a sad fact; for democratic pluralists it is something to
celebrate. But whatever one’s attitude toward the fact, it remains a hard fact of
political life that the notional ‘‘center’’ is always actually occupied by many compet-
ing authorities. A Congressional Budget OYce will always spring up to challenge the
monolithic power of an Executive Branch General Accounting OYce, just as double
sets of books will always be kept in all the line departments of the most tightly
planned economy.
In any case, total central control is always a fraud or a Wction. In the terms of

the old Soviet joke, ‘‘They pretend to set quotas, and we pretend to meet them.’’
The illusion of planning was preserved, even when producers wildly exceeded their
targets: which surely must, in truth, have indicated a failure of planning, just as
much as missing their targets in the other direction would have been (Wildavsky
1973). Every bureaucrat, whether on the street or in some branch oYce, knows
well the important gap between ‘‘what they think we’re doing, back in central
oYce’’ and ‘‘what actually happens around here.’’ And any new recruit incapable of
mastering that distinction will not be long for that bureau’s world—just as any
landless peasant who supposes that some entitlement will be enforced merely because
it is written down somewhere in a statute book will soon be sadly disappointed
(Galanter 1974).
One solution is of course to abandon central planning altogether and marketize

everything (Self 1993). The ‘‘shock treatment’’ to which the formerly planned econ-
omies of central Europe were subjected at the end of the cold war often seemed to
amount to something like that (Sacks 1995; World Bank 1996). But as we have seen
above, even the more moderate ambitions of privatization and creating managed
markets in the established capitalist democracies, led to anything but a more
decentralized world: they created their own powerful incentives to monitor and
control.
More modestly, there are new modes of more decentralized planning and control

that are more sensitive to those realities. ‘‘Indicative planning’’ loosens up the
planning process: instead of setting taut and unchanging targets, it merely points
in certain desired directions and recalibrates future targets in light of what past
practice has shown to be realistic aspirations (Meade 1970).
More generally, policy makers can rely more heavily on ‘‘loose’’ laws and regula-

tions. Instead of tightly specifying exact performance requirements (in ways that are
bound to leave some things unspeciWed), the laws and regulations can be written in
more general and vaguely aspirational terms (Goodin 1982, 59–72). Hard-headed
political realists might think the latter pure folly, trusting too much to people’s
goodwill (or, alternatively, putting too much power in the hands of administrators
charged with interpreting and applying loose laws and regulations). But it has been
shown that, for example, nursing homes achieve higher levels of performance in
countries regulating them in that ‘‘looser’’ way than in countries that try to write the
regulations in a more detailed way (Braithwaite et al. 1993).
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An interesting variation on these themes is the Open Method of Coordination
practiced within the European Union. That consists essentially in ‘‘benchmarking.’’
In the Wrst instance, there is merely a process of collecting information on policy
performance from all member states on some systematic, comparable basis. But once
that has been done, the performance of better-performing states will almost auto-
matically come to serve as a ‘‘benchmark’’ for the others to aspire to—voluntarily
initially, but with increasing amounts of informal and formal pressure as time goes by
(Atkinson et al. 2002; OVe 2003).

Another aspect of ‘‘political high modernism’’ is the illusion of instrumental
rationality completely governing the policy process. That is the illusion that policy
makers begin with a full set of ends (values, goals) that are to be pursued, full
information about the means available for pursuing them, and full information
about the constraints (material, social, and political resources) available for pursuing
them.

‘‘Full information’’ is always an illusion. Policy, like all human action, is under-
taken partly in ignorance; and to a large extent is a matter of ‘‘learning-by-doing’’
(Arrow 1962; Betts 1978). In practice, we never really have all the information we need
to ‘‘optimize.’’ At best, we ‘‘satisWce’’—set some standard of what is ‘‘good enough,’’
and content ourselves with reaching that (Simon 1955). In the absence of full
information about the ‘‘best possible,’’ we never really know for certain whether
our standard of ‘‘good enough’’ is too ambitious or not ambitious enough. If we set
educational standards too high, too many children will be ‘‘left behind’’ as failures; if
too low, passing does them little pedagogic good.

The failure of instrumental reason in the ‘‘full information’’ domain is unsurpris-
ing. Its failure in the other two domains is perhaps more so. Policy makers can never
be sure exactly what resources are, or will be, available for pursuing any set of aims. It
is not only Soviet-style planners who faced ‘‘soft budget constraints’’ (Kornai, Maskin,
and Roland 2003). So do policy makers worldwide. In the literal sense of Wnancial
budgets, they often do not know how much they have to spend or how much they are
actually committing themselves to spending. Legislating an ‘‘entitlement’’ program is
to write a blank check, giving rise to spending that is ‘‘uncontrollable’’ (Derthick
1975)—uncontrollable, anyway, without a subsequent change in the legislation, for
which political resources might be lacking, given the political interests coalesced
around entitlements thus created (Pierson 1994). In a more diVuse sense of social
support, policy makers again often do not know how much they have or need for any
given policy. Sometimes they manage to garner more support for programs once
under way than could ever have been imagined, initially; and conversely, programs
that beganwith vast public support sometimes lose it precipitously and unpredictably.
In short: perfect means–ends Wtters, in ‘‘highmodernist’’mode, wouldmaximize goal
satisfactionwithin the constraints of the resources available to them; but public policy
makers, in practice, often do not have much of a clue what resources really will
ultimately be available.

Policy makers also often do not have a clear sense of the full range of instruments
available to them. Policies are intentions, the product of creative human imagination.
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Policy making can proceed in a more or less inventive way: by deliberately engaging
in brainstorming and free association, rather than just rummaging around to see
what ‘‘solutions looking for problems’’ are lying at the bottom of the existing
‘‘garbage can’’ of the policy universe (Olsen 1972a; March 1976; March and Olsen
1976). But creative though they may be, policy makers will always inevitably fail the
high modernist ambition to some greater or lesser degree because of their inevitably
limited knowledge of all the possible means by which goals might be pursued in
policy.
Perhaps most surprising of all, policy makers fail the ‘‘high modernist’’ ambition

of perfect instrumental rationality in not even having any clear, settled idea what all
the ends (values, goals) of policy are. Much is inevitably part of the taken-for-granted
background in all intentional action. It might never occur to us to specify that we
value some outcome that we always enjoyed until some new policy intervention
suddenly threatens it: wilderness and species diversity, or the climate, or stable
families, or whatever. We often do not know what we want until we see what we
get, not because our preferences are irrationally adaptive (or perhaps counter-
adaptive) but merely because our capacities to imagine and catalog all good things
are themselves strictly limited (March 1976).
The limits to instrumental rationality strengthen the case made in this chapter

for policy studies as a persuasive vocation, for they strengthen the case that policy is
best made, and developed, as a kind of journey of self-discovery, in which we have
experientially to learn what we actually want. And what we learn to want is in part
a product of what we already have and know—which is to say, is in part a product
of what policy has been hitherto. Recognizing the limits to instrumental rationality
also strengthens the case for a self-conscious eclecticism in choice of the ‘‘tools of
government’’ (Hood 1983; Salamon 2002). These ‘‘tools’’ are social technologies,
and thus their use and eVectiveness are highly contingent on the setting in which
they are employed. That setting is also in part a product of what has gone before.
In other words, policy legacies are a key factor in policy choice—and to these we
now turn.

6. Policy as its Own Cause
.......................................................................................................................................................................................

It may truly be the case that ‘‘policy is its own cause.’’ That is the case not just
in the unfortunate sense in which cynics like Wildavsky (1979, ch. 3) originally
intended the term: that every attempt to Wx one problem creates several more; that
every ‘‘purposive social action’’ always carries with it certain ‘‘unintended conse-
quences’’ (Merton 1936). Nor is it simply a matter of issues cycling in and out of
fashion, with the costs of solving some problem becoming more visible than the
beneWts (Downs 1972; Hirschman 1982). It can also be true in more positive senses.
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As we experiment with some policy interventions, we get new ideas of better
ways to pursue old goals and a clearer view of what new goals we collectively also
value.

From an organizational point of view, solving problems can be as problematic as
not solving them. The March of Dimes had to redeWne its mission or close up shop,
after its original goal—conquering polio—had been achieved. What Lasswell (1941)
called the US ‘‘Garrison State’’ had to Wnd some new raison d’être once the cold war
had been won. Policy is its own cause in cases of successes as well as failures: in both
cases, some new policy has to be found, and found fast, if the organization is to
endure.

Policy successes can cause problems in a substantive rather than merely organiza-
tional sense. Longevity, increasing disability-free life years, is a central goal
of health policy and one of the great accomplishments of the modern era. But
good though it is in other respects, increasing longevity compromises the assump-
tions upon which ‘‘pay-as-you-go’’ pension systems were predicated, giving rise to
the ‘‘old-age crisis’’ that has so exercised pension reformers worldwide (World
Bank 1994).

Policy can be its own cause both directly and indirectly. A policy might successfully
change the social world in precisely the ways intended, and then those changes
might themselves either prevent or enable certain further policy developments
along similar lines. This is the familiar story of ‘‘path dependency:’’ the subsequent
moves available to you being a function of previous moves you have taken. Some-
times path dependency works to the advantage of policy makers: once village
post oYces are set up to deliver the Royal Mail across the realm, the same infra-
structure is suddenly available also to pay all sorts of social beneWts (pensions, family
allowances, and such like) over the counter through them; there, the latter policy
is easier to implement because of the Wrst (Pierson 2000). Sometimes path depend-
ency works the other way, making subsequent policy developments harder.
An example of that is the way in which pensions being paid to Civil War veterans
undercut the potential political constituency for universal old-age pensions in
the USA for fully a generation or two after the rest of the developed world
had adopted them (Skocpol 1992). Policy is its own cause due to such path depend-
encies, as well.

7. Constraints
.......................................................................................................................................................................................

Policy making is always a matter of choice under constraint. But not all the con-
straints are material. Some are social and political, having to do with the willingness
of people to do what your policy asks of them or with the willingness of electors to
endorse the policies that would-be policy makers espouse.
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Another large source of constraints on policy making, however, is ideational.
Technology is at its most fundamental a set of ideas for how to use a set of resources
to achieve certain desired outcomes. The same is true of the ‘‘technology of policy’’ as
it is of the more familiar sorts of ‘‘technology of production.’’ Ideas of how to pursue
important social goals are forever in short supply (Reich 1988).
Occasionally new policy ideas originate with creative policy analysts. Take two

examples from the realm of criminology. One idea about why the long, anonymous
corridors of public housing complexes were such dangerous places was that common
space was everybody’s and nobody’s: it was nobody’s business to monitor, protect,
and defend that space. If public housing were designed instead in such a way as to
create enclaves of ‘‘defensible space,’’ crime might be reduced (Newman 1972).
Another idea is that ‘‘broken windows’’ might signal that ‘‘nobody cares’’ about
this neighborhood, thus relaxing inhibitions on further vandalism and crime. Crack-
ing down on petty misdemeanors might reduce crime by sending the opposite signal
(Wilson and Kelling 1982).
More often, however, policymaking is informed by ‘‘oV the shelf ’’ ideas. Sometimes

these are borrowed from other jurisdictions. In times gone by—the times of mimeo-
graphed legislative proposals being dropped into the legislative hopper—policy
borrowing could be traced by tracking the typographical errors in legislative proposals
in one jurisdiction being replicated in the next (Walker 1969). In other cases, the
borrowing is from casebooks and classrooms of Public Policy Schools, or under
pressure from the World Bank and the International Monetary Fund (Stiglitz 2002).
March and Olsen (1976; Olsen 1972a) famously capture this proposition with their

‘‘garbage can model’’ of public policy making. Policy choice is there characterized as
the conXuence of three streams: problems looking for solutions; solutions looking for
problems; and people looking for things to do. The Wrst stream, but only that one,
lines up with the hyper-rationalism of political high modernism. The latter stream
represents the desperation of post-polio March of Dimers and the post-cold war
Garrison State, looking for things to do once their original missions had been
accomplished. The middle stream—solutions looking for problems—captures the
paucity of policy ideas that serves as a major constraint on high modernist policy
making.
High modernist policy making is supposed to be a matter of instrumentally

rationally Wtting means to ends. But often the means come Wrst, and they get applied
(inevitably imperfectly) to whatever end comes along which they might remotely Wt.
Take the case of the cruise missile. That technology originally developed as an
unarmed decoy to be launched by bombers to confuse enemy radar as they pene-
trated enemy airspace; but when the Senate insisted that surely some of those missiles
should be armed, the air force dropped the scheme rather than acquiesce in the
development of unmanned weapons systems. There was a subsequent attempt to
adapt the technology jointly by the air force for use on ‘‘stand-oV bombers’’ (Wring
the missiles while still in friendly airspace) and by the navy for use on submarines;
but given the diVerences between launching through an airplane’s ‘‘short range attack
missile’’ launcher and a submarine’s torpedo tube, that joint venture came to naught.
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So the original plan was shelved. But the idea was kept on the shelf; and several years
later, in a window of strategic opportunity opened up by the SALT I agreements, the
cruise missile was suddenly resurrected, this time as a ground-based missile system
installed on the edge of the Evil Empire (Levine 1977).

Equally often, certain sorts of means constitute a ‘‘good Wt’’ to certain sorts of
ends, only under certain conditions which themselves are subject to change. Those
often unspoken ‘‘background conditions’’ constitute further constraints to policy
making. Consider, for example, the peculiarly Australian style of ‘‘worker’s welfare
state,’’ which made good sense under the conditions of its introduction at the
beginning of the twentieth century but no sense under the conditions prevailing by
that century’s end: if you have, as Australia initially had, full employment and an
industrial arbitration system that ensured that everyone in employment earned
enough to support a family, then you need no elaborate scheme of transfer payments
to compensate people for inadequacies in their market income; but once you have
(as under Thatcherite Labor and even more right-wing coalition governments)
eviscerated both full employment and industrial arbitration schemes, and with
them any guarantee of a ‘‘living wage’’ from market sources, the traditional absence
of any transfer scheme to compensate for inadequacies in market income bites hard
(Castles 1985, 2001).

The largest constraint under which public policy operates, of course, is the sheer
selWshness of entrenched interests possessed of suYcient power to promote those
interests in the most indefensible of ways. Politics, Shapiro (1999) usefully reminds
us, is ultimately all about ‘‘interests and power.’’ Anyone who has watched the farm
lobby at work, anywhere in the world, would not doubt that for a moment (Self and
Storing 1962; Smith 1990; Grant 1997). Neither would anyone conversant with the
early history of the British National Health Service and the deeply cynical maneu-
vering of physicians to avoid becoming employees of the state (Marmor and Thomas
1972; Klein 2001).

Moralists hope for more, as do conscientious policy analysts. But at the end of the
day, politics may well end up being purely about ‘‘who gets what, when, how’’ as the
Wrst self-styled policy scientist long ago taught us (Lasswell 1950).

Even those most political of constraints might be of indeterminate strength,
though. Consider for example the growth of ‘‘alternative medicine’’ in the USA.
Professional medicine, especially in the USA, is a powerfully organized interest
(Marmor 1994). Ordinarily we expect its practitioners to be able to see oV any
challengers with ease. Certainly they successfully froze chiropractors out, when
they tried to horn in on the business of osteopaths, for example. Somehow, however,
‘‘alternative medicine’’ has managed to become suYciently established—despite the
political power of conventional medical practitioners—to appear now as an option
in Americans’ Health Maintenance Organizations and to be eligible for reimburse-
ment by health insurance schemes. It may just be a case of the political power of the
insurance industry, weary of ever-escalating medical costs, having been mobilized
against the political power of physicians, with practitioners of alternative medicine
being the incidental beneWciaries. But, ex ante, that would have been a surprising and
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unexpected source of political support for the alternative medicine movement: ex
ante, one could scarcely have guessed that the power of organized medicine was as
fragile as it turned out to be in this respect.
Of course, ‘‘constraints’’ are not immutable. Indeed, one person’s constraint may

be another person’s opportunity. From Kingdon’s windows of opportunity (1984) to
Hall’s political power of economic ideas (1989) we see how the story is more than one
about constraints: it is also about opportunities for change. These we now examine.

8. Change, Constraint, and
Democratic Politics

.......................................................................................................................................................................................

The story of policy is in part a story about constraints. But it is also a story about
change, and that is what we now examine. Policies change for all sorts of reasons. The
problems change; the environments change; technologies improve; alliances alter;
key staV come and go; powerful interests weigh in. For those sadly in the know, all
those are familiar facts of the policy world.
But for those still inspired by democratic ideals, there is at least sometimes

another side to the story: policies can sometimes change because the people subject
to those policies want them to change. There is a mass mobilization of groups
pressing for reform—workers pressing for legislation on hours and wages, racial
or religious minorities pressing for civil rights, women pressing for gender equity.
What is more, there is powerful comparative evidence that social and cultural
developments are promoting the spread of these mass groups (Cain, Dalton, and
Scarrow 2003).
Advocacy groups are always an important force, even in routine policy making

(Sabatier and Jenkins-Smith 1993). And they are becoming more so, in networked
transnational society (Keck and Sikkink 1998; Risse, Ropp, and Sikkink 1999). But
they are often treated as ‘‘just another interested party’’—like physicians vis-à-vis the
NHS—speaking for narrow sectoral interests alone, however much they might
pretend otherwise. Even (or perhaps especially) self-styled ‘‘public interest lobbies’’
like Common Cause are often said to lack any authority to speak with any authority
about what is ‘‘in the public interest:’’ ‘‘self-styled’’ is importantly diVerent from
‘‘duly elected,’’ as members of Congress regularly remind Common Cause lobbyists
(McFarland 1976; Berry 1977).
Social movements are advocacy coalitions writ large. They bring pressure to bear

where politically it matters, in terms of democratic theory: on elected oYcials.
Sometimes the pressure succeeds, and Voting Rights Acts are legislated. Other
times it fails, and the Equal Rights Amendment gets past Congress but is stymied
by political countermobilization in statehouses (Mansbridge 1986). Sometimes there
is no very precise set of legislative demands in view, as with the ‘‘poor people’s
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movement’’ of the early 1970s (Piven and Cloward 1979), and the aim is mostly just to
alter the tone of the national debate.

There is always an element of that, in any social movement. Even social move-
ments ostensibly organized around speciWc legal texts—the proposed Great Charter
or Equal Rights Amendment—were always about much more than merely enacting
those texts into law. Still, for social movements to have any impact on policy, they
have to have some relatively speciWc policy implications. Every social movement, if it
is to make any material diVerence, has to have a determinate answer to the question,
‘‘What do we want, and when do we want it?’’

A full discussion of social movements would take us deep into the territory
covered by other Handbooks in this series. But there are some things to be said
about them, purely from a policy perspective. Consider the question of why social
movements seem eventually to run out of steam. Many of the reasons are rooted in
their political sociology: they lose touch with their grass roots; they get outmaneuv-
ered in the centres of power; and so on (Tarrow 1994). But another reason, surely, is
that they sometimes simply ‘‘run out of ideas.’’ They no longer have any clear idea
what they want, in policy terms. Winning the sympathies of legislators and their
constituents counts for naught, if movements cannot follow up with some speciWc
draft bill to drop into the legislative hopper.

That was at least part of the story behind the waning of the civil rights and feminist
movements in the USA as sources of demand for legislative or administrative change.
At some point there was a general sense, among policy makers and mass publics, that
there was simply not much more that could be done through legislation and public
administration to Wx the undeniable problems of racial and sexual injustice that
remained. The policy-making garbage can was simply empty of the crucial element of
‘‘ideas.’’

Evenmore narrowly focused advocacy coalitions experience the same phenomenon
of ‘‘running out of steam’’ for the lack of further ideas. Consider the case of the ‘‘safety
coalition’’ so prominent in US policy making in the 1960s (Walker 1977). It
Wrst mobilized around the issue of coal mine safety. That was a problem that
had been widely discussed both in technical professional journals and in the wider
public for some time; everyone had a pretty clear understanding of the nature of the
problems and of what might constitute possible solutions. Having successfully
enacted coal mine safety legislation, the safety coalition—like any good denizen of
the policy-making garbage can—went looking for what to do next. Auto safety
emerged. There, the issue was less ‘‘ripe,’’ in the sense that there had been less
discussion both in technical journals and in the public press. Still, auto safety
legislation was enacted. What to do next? The safety coalition then seized upon
‘‘occupational health and safety,’’ an issue about which there had been very little public
discussion and little technical scientiWc discussion. A law was passed, but it was a law
with little general backing that in eVect discredited the safety coalition and inhibited it
from playing any serious role in public policy discussions for more than a decade to
come. It revived, in a diVerent guise, only after the accident at the Three Mile Island
nuclear reactor.
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9. Puzzles, Problems, and Persuasion
.......................................................................................................................................................................................

Policy gets made in response to problems. But what is perceived as puzzling or
problematic is not predetermined or Wxed for all time. The public’s policy agenda
shifts as ‘‘personal troubles’’ shift into and out of the realm of perceived ‘‘social
problems’’ (Mills 1959). In part, this is a matter of a gestalt shift as to ‘‘whose problem
it is.’’ And in part it is a matter of transforming sheer ‘‘puzzles’’ into ‘‘actionable
problems:’’ if no solution can be envisaged, then for all practical purposes there
simply is no problem.
The ‘‘progressive agenda’’ had the state assuming increasing responsibility for

personal troubles (Rose-Ackerman 1992; Crenson 1998). The watch-cry of the op-
posite agenda is ‘‘personal responsibility,’’ with the state washing its own hands of
responsibility for ‘‘personal troubles’’ ranging from health to income security (Wikler
1987; Schmidtz and Goodin 1998). ‘‘Deinstitutionalization’’—the decanting of asy-
lums’ inmates into cardboard boxes across America—is perhaps the saddest instance
(Dear and Wolch 1987; Mechanic and Rochefort 1990). But in a way this twentieth-
century morality play was just a re-enactment of the earlier processes by which
seventeenth-century poor laws emerged as a solution to the public nuisance of
vagrancy, only to be shifted over subsequent centuries to punitive regimes of
workhouses in hopes of forcing the undeserving poor to take more responsibility
for their own lives (Blaug 1963).
Policy is sometimes simply overtaken by events. Whole swathes of policy regulat-

ing obsolete technologies become redundant with technological advances. Military
strategies designed to contain one opponent become redundant, or worse, when
one’s opponent shifts.
Policy disputes are often resolved by reframing. Lincoln’s great genius, on one

account, was reframing the argument over slavery: not as one over abolitionism; but
rather as one over the extension of slavery to new territories, and the dangers for free
white men in having to compete there against cheap slave labour (Hofstadter 1948,
ch. 5).
Policy proposals gain political traction by ‘‘hitching a ride’’ on other policies more

in tune with general social values. Described as ‘‘a free lunch,’’ proposals for giving
everyone a guaranteed basic income are politically dead in the water (Moynihan
1973). Described as ‘‘participation income,’’ paying people for socially useful work—
or better still, as a form of ‘‘workfare’’—the same policies might be real runners,
politically (Atkinson 1996; Goodin 2001).
Policy disputes are as often resolved by some telling new fact. The rights and

wrongs of policies of nuclear deterrence had been hotly contested, both morally and
strategically, for more than a quarter-century; but the unthinkable became truly
unthinkable when Carl Sagan pointed out the risk that any large-scale use of nuclear
weapons might initiate a ‘‘nuclear winter’’ destroying all life even in the country
initiating the attack (Sagan 1983–4; see also Sagan and Turco 1990). Or again: the
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rights and wrongs of banning smoking in public places had been hotly contested for
years; but once the risks of ‘‘passive smoking’’ became known, it ceased being a
matter of moral dispute and became a straightforward issue of preventing public
assaults (Goodin 1989).

Issues cease being issues for all sorts of reasons: some good, some bad. ‘‘Benign
neglect’’ might have been the best way of treating all sorts of issues, ranging from race
to abortion (Luker 1984). Making public policy can often be a mistake. But making
an issue of child abuse and neglect was almost certainly not a mistake (Nelson 1984).
The diVerence between those cases is that in the former there was a real risk of
countermobilization undoing any good done by making de facto policies more
public, whereas in the latter there seems little risk of countermobilization by or
even on behalf of child abusers.

Thinking about the way issues become, or fail to become, policy ‘‘problems’’ takes
us right back to the heart of the argument about the persuasive vocation of policy
studies. We have argued that the grounds for this persuasive conception are formid-
able. They include the limits of instrumental rationality; the importance of deliber-
ation in policy formation; the overwhelming evidence of the way modern governing
conditions demand a style of policy making that maximizes consultation and
voluntary coordination.

‘‘High modernism’’ is an anachronism. Running modern government by its
dictates is like trying to assemble motor cars on a replica of one of Ford’s 1920s
assembly lines—a recipe for defective production, when interacting components are
not fully decomposable (Simon 1981).

But the pursuit of this persuasive vocation is a hard road to follow. It demands a
unique combination of skills: the skills of ‘‘normal’’ social science allied to the skills of
‘‘rhetoric’’ in the best sense of that much misused word. And the persuasive vocation
must be practised in a hostile world. There is hostility from pressed decision makers
who feel impelled to make rapid decisions in the face of urgency or even crisis;
hostility from the still powerful administrative doctrines associated with the high
modernist project; and hostility from entrenched powers and interests threatened by
more reXective and inclusive modes of decision. Intellectually anachronistic doc-
trines continue to Xourish in the world of policy practice for a whole range of
reasons, and all are applicable to the case of high modernism. Within bureaucracies
and in the vastly rewarding consulting industries that have grown up around the New
Public Management there is a huge investment—intellectual and Wnancial—in the
modernistic drive for measurement and hierarchical control (Power 1997). Individual
crazes still sweep across policy worlds because they oVer possibilities of evading
democratic control: the enthusiasm for evidence-based policy making in arenas like
health care is a case in point (Harrison, Moran, and Wood 2002). And in the
promotion of one key variant of high modernism—globalization—key global man-
agement institutions like the World Bank and the IMF continue to promote stand-
ardized reform packages (Rodrik 1997; Stiglitz 2002; Cammack 2002).

So, in the end, the persuasive appeal comes back to power and interests. Which is
to say, politics. Just as the founders of the policy sciences told us from the start.
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Policy analysts use the imperfect tools of their trade not only to assist legitimately
elected oYcials in implementing their democratic mandates, but also to empower
some groups rather than others. Furthermore, policy is never permanent, made once
and for all time. Puzzles get transformed into actionable problems, and policies get
made on that basis. But that gives rise to further puzzlement, and the quest for ways
of acting on those new problems. The persuasive task of policy making and analysis
alike lodges in these dynamics of deciding which puzzle to solve, what counts as a
solution, and whose interests to serve.
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1. Introduction
.......................................................................................................................................................................................

By most accounts, the academic discipline generally referred to as the study of public
policy grew out of the approach called the policy sciences.1 The policy sciences
approach has been primarily credited to the work of Harold D. Lasswell, writing in
the late 1940s and early 1950s, most prominently articulated in his essay, ‘‘The policy
orientation,’’ which was the opening chapter to Lasswell and Daniel Lerner’s The
Policy Sciences (1951a; also see Lasswell 1949, 1971).2 The policy sciences orientation
was explicitly focused on the rigorous application of the sciences (hence, the plural
usage of ‘‘sciences’’) to issues aVecting governance and government. As Fischer (2003:
3) has recently observed:

SpeciWcally, Lasswell wanted to create an applied social science that would act as a mediator
between academics, government decision-makers, and ordinary citizens by providing object-
ive solutions to problems that would narrow or minimize . . . the need for unproductive
political debate on the pressing policy issues of the day.

1 One must immediately acknowledge that this reference, and indeed much of this essay, is ‘‘Ameri-
can-centric,’’ in that it mainly addresses the contemporary study of public policy in its American context.
This emphasis in no way is intended to minimize the contributions of public policy scholars in European
and Asian nations, who have made important contributions to the study of public policy.
2 While this acknowledgement is generally accepted, its recognition is by no means universal; Beryl

Radin traces the development of policy analysis in Beyond Machiavelli (2000) without mentioning
Lasswell; rather, she singles out Yehezkel Dror (see Dror 1971) as the principal early contributor to the
Weld.
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In addition, Lasswell and his colleagues (e.g. Lasswell and Kaplan 1950) articulated a
clear understanding of the necessity of overlaying the approach with the democratic
ethos and processes, or what he deWned as the ‘‘policy sciences of democracy,’’
which ‘‘were directed towards knowledge needed to improve the practice of democ-
racy’’ (Lasswell 1951a, 15). The distinctly democratic orientation grew directly out
of Lasswell’s animus towards the totalitarian regimes that were present in the world
community during the interwar period (see Lasswell 1951b).
But if the rigorous study of public policy within the academy to provide advice to

policy makers has a relatively short lineage, the concept has a lengthy history. Rulers
have been the recipients of advice—often solicited—since at least the recording of
history, a veritable cottage industry (see Goldhamer 1978 for details). At times ritual-
ized—a priesthood grew around the prophetic rituals of the Greek Oracle at Delphi—
and, more usually, personal or idiosyncratic—European diplomats during the seven-
teenth and eighteenth centuries were remarkably cosmopolitan in their allegiances—
advisers to whomever was in power were rarely lacking. However, there is a clear
distinction between the earlier purveyors of policy advice and the policy sciences,
namely that policy advice to rulers rarely relied on extensive research, invariably was
not recounted in policy memoranda (nor memoirs), nor subjected to protocols of
‘‘scientiWc’’ enquiry. A major exception, of course, was the remarkable Italian Renais-
sance diplomat Niccolò Machiavelli, but even The Prince (1950/1515) was more of a
generalized set of observations than recommendations to any speciWc ruler or context.
A more modern precursor might have been the ‘‘brains trust’’ assembled by President
Franklin Roosevelt to help his administration counter the 1930s Great Depression, but
this could easily be attributed to the unique conXuenceof conditions andpersonalities.
The turn of the twentieth century saw the beginnings of academic study of issues of

public salience within the disciplines of political science and public administration,
which some (e.g. Heineman et al. 2002) have suggested were the precursors of public
policy studies. Later, political science and public administration perspectives rather
naturally were directly extended into the public arena, as were relevant aspects found
in the disciplines of law, history, sociology, psychology, public health (for instance, in
the Weld of epidemiology), and anthropology. However, the policy sciences approach
and its authors have deliberately distinguished themselves from these early academic
contributions by posing three deWning characteristics that, in combination, tran-
scend the contributions ascribed to the individual disciplines:

1. The policy sciences are explicitly problem oriented, quite consciously address-
ing public policy problems and recommendations for their relief, while
openly rejecting the study of a phenomenon for its own sake; the societal or
political question of ‘‘so what?’’ has always been at the heart of the policy
sciences’ approach. Likewise, policy problems are seen to occur in a speciWc
context, a context that must be carefully considered in terms of both the
analysis and subsequent recommendations. For these reasons,

2. The policy sciences are distinctively multidisciplinary in their intellectual and
practical approaches. The reasoning is straightforward: almost every social or
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political problem has multiple components that are tied to the various
academic disciplines without falling clearly into any one discipline’s exclusive
domain. Therefore, to gain a complete appreciation of the phenomenon,
many relevant orientations must be utilized and integrated. Finally,

3. The policy sciences’ approach is consciously and explicitly value oriented; in
many cases, the central theme deals with the democratic ethos and human
dignity.3 This value orientation, Wrst argued during the emphasis on beha-
vioralism, i.e. ‘‘objectivism,’’ in the social sciences, recognizes that no social
problem nor methodological approach is value free. As such, to understand a
problem, one must acknowledge its value components. Similarly, no policy
scientist is without her or his own values, which also must be recognized, if
not resolved, as Amy (1984) has discussed.4 This realization will later surface
at the heart of the post-positivist orientation.

Moving the policy sciences from the halls of academe to the oYces of government
largely occurred on the federal level during the 1960s (see Radin 2000), such that by
the 1980s, virtually every federal oYce had a policy analysis branch, often under the
title of a policy analysis and/or evaluation oYce. Since then, many states (including
those with memberships in interstate consortia, such as the National Conference of
State Legislatures) have moved in a similar direction, with the only constraints being
Wnancial. In addition, for-hire ‘‘think tanks’’ have proliferated seemingly everywhere
(and of most every political orientation). Every public sector oYcial would seem-
ingly agree that more pertinent information on which to base decisions and policies
is better than less. As such, there has seemingly been a widespread acceptance of the
public policy approach and applications.

Concomitantly, virtually every American university has developed a graduate
program in public aVairs (or retooled its public administration program) to Wll the
apparent demand for sophisticated policy analysts. Yet the turn of the twenty-Wrst
century has hardly ushered in a Golden Age of Policy Advice. With every nook and
cranny of government engaged in policy research and evaluation, why do policy
scholars often voice the perception that their work is not being utilized? Donald
Beam has characterized policy analysts as beset with ‘‘fear, paranoia, apprehension,
and denial’’ and states that they do not ‘‘have as much conWdence . . . about their

3 H. D. Lasswell and Abraham Kaplan (1950, pp. xii, xxiv) dedicate the policy sciences to provide the
‘‘intelligence pertinent to the integration of values realized by and embodies in interpersonal relations,’’
which ‘‘prizes not the glory of a depersonalized state of the eYciency of a social mechanism, but human
dignity and the realization of human capabilities.’’
4 A moment should be set aside to distinguish ‘‘policy analysis’’ (and the policy analyst) from the

‘‘policy sciences’’ (and its analogous policy scientist). Many (e.g. Radin 2000; Dunn 1981; Heineman et al.
2002) prefer the former. DeLeon (1988, 9; emphasis added) indicated that ‘‘Policy analysis is the most
noted derivative and application of the tools and methodologies of the policy sciences’ approach . . . [As
such], policy analysis is generally considered a more discrete genus under the broader umbrella of the
policy sciences phylum.’’ For the purposes of this chapter, they are largely interchangeable. Fischer (2003,
na. 1 and 4, pp. 1 and 3, respectively) is in agreement with deLeon in this usage.
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value in the political process as they did 15 or 20 years ago’’ (Beam 1996, 430–1).
Heineman and his colleagues (2002, 1, 9) are equally distressed in terms of policy
access and results:

despite the development of sophisticated methods of inquiry, policy analysis has not had a
major substantive impact on policymakers. Policy analysts have remained distant from power
centers where policy decisions are made . . . . In this environment, the values of analytical rigor
and logic have given way to political necessities.

We need not necessarily agree with all of these claims, but, in general, one can
assert that the Lasswellian charge for the policy sciences has not been realized. This
chapter attempts to understand this shortfall by tracing the political and cognitive
evolutions of the policy sciences, and, in tandem, to oVer some advice as to how
the policy sciences might achieve some of their earlier goals. To these ends, let us Wrst
review the development of the policy sciences’ approach, followed by an understand-
ing of the disjunction between the goals of the policy sciences and the policy world,
and, lastly, indicate some ways in which the two can become more in tune with
each other.

2. The Development of the Policy
Sciences

.......................................................................................................................................................................................

In general, two paths have been proposed to outline the development of the policy
sciences. Although they do not stand in opposition to one another, the respective
chronologies of Beryl Radin (2000) and Peter deLeon (1998) oVer contrasting
emphases. Radin (2000) draws upon the heritage proVered by American public
administration; for instance, in her telling, policy analytic studies represent a con-
tinuation of the early twentieth-century Progressive movement (also see Fischer
2003) in the United States, in particular, its emphases on scientiWc analysis of social
issues and the democratic polity. Her depiction particularly characterizes the insti-
tutional growth of the policy approach, metaphorically relying on the (Wctional)
histories of an ‘‘old school’’ economist cum policy analyst (John Nelson) juxtaposed
with a ‘‘younger,’’ university-trained policy analyst (Rita Stone). Through them, she
casts an institutional framework on the policy studies approach, indicating the
progression from a limited analytic approach practiced by a relatively few practi-
tioners (nominally from the RAND Corporation in California, which was the train-
ing ground for defense-turned-health analyst Nelson) to a growing number of
government institutions and universities. Radin notes the emergence of analytic
studies from the RAND Corporation to Robert McNamara’s US Department of
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Defense in the early 1960s under the guise of ‘‘systems analysis’’ and the Programmed
Planning and Budget System (PPBS).5

From its apparent success in the Defense Department, PPBS, under President
Lyndon Johnson’s executive mandate, spread out into other government oYces, such
as the Department of Health, Education, and Welfare in the mid-1960s. Although
PPBS never again enjoyed the great (and, to be fair, transitory) success that it did in
the Defense Department (see Wildavsky 1979a), the analytic orientation was soon
adopted by a number of federal oYces, state agencies, and a large number of analytic
consultant groups (see Fischer 1993; Ricci 1984).6 Thus, Radin (2000) views the
growth of the policy analyses as a ‘‘growth industry,’’ in which a few select govern-
ment agencies Wrst adopted an explicitly innovative analytic approach, others fol-
lowed, and an industry developed to service them. Institutional problems, such as the
appropriate bureaucratic locations for policy analysis, arose but were largely over-
come. In much the same theme, Gilmore and Halley (1994) address policy research
issues as a function of intergovernmental relations. However, Radin’s (2000) analysis
pays hardly any attention to the hallmarks of the policy sciences approach: there is
little direct attention to the problem orientation of the activity and the normative
groundings of policy issues (and recommendations) are largely overlooked. As such,
her analysis describes the end product of a movement towards institutional analysis,
generally portraying a very positive image of the dissemination of the profession and
its practitioners.

DeLeon (1988) oVered a parallel but somewhat more complicated model, in
which he linked analytic activities tied to speciWc political events (what he terms
‘‘supply,’’ that is, events that provided analysts with a set of particular conditions
to which they could apply their skills) with an evolving requirement for policy
analysis within political circles and government oYces (‘‘demand,’’ which represents
a growing requirement for the product of policy analytic skills). His underlying
assumption was that ‘‘supply’’ and ‘‘demand’’ are mutually dependent and, if the
study of public policy is to be intellectually advanced and be utilized by policy
makers, both must be present. In particular, he suggested the following political
events as having been seminal in the development of the policy research, in terms of
‘‘lessons learned:’’7

The Second World War, during which the United States marshaled an unpreced-
ented number of social scientists—economists, political scientists, psychologists,
etc.—to support the war eVort. These activities established an important illustration
of the ability of the social sciences to focus problem-oriented analysis on urgent

5 See Hitch and McKean (1960) for an authoritative explanation.
6 Radin (2000, 55) traces the development of the policy orientation through six ‘‘representative’’

analytic oYces, chosen speciWcally to reXect the divergence of the approach: the OYce of the Assistant
Secretary for Planning and Evaluation in the US Department of Health and Human Services; the
California Legislative Analyst’s OYce; the Center for Budget and Policy Priorities; the Congressional
Research Service; the Heritage Foundation; and the Twentieth Century Fund.
7 These are elaborated upon in deLeon 1988.
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public issues, in this case ensuring victory over the Axis powers. In fact, Lasswell and
Abraham Kaplan spent the war employed by the Library of Congress studying the use
of propaganda techniques. This realization led directly to the postwar formation of
the National Science Foundation (although more concerned at Wrst with the physical
sciences) and the Council of Economic Advisors, as well as research facilities such as
the RAND Corporation (Smith 1966) and the Brookings Institution (Lyons 1969).
However, in general, while the ‘‘supply’’ side of the policy equation was seemingly
primed, there was little activity on the ‘‘demand’’ side, perhaps because of the post-
Second World War society’s desire to return to some semblance of ‘‘normalcy.’’ As a
result, the policy approach was more or less quiescent until the 1960s, and President
Lyndon Johnson’s declaration and implementation of
The War on Poverty. In the early 1960s, largely spurred by the emerging civil rights

demonstrations, Americans took notice of the pervasive, debilitating poverty extant
in ‘‘the other America’’ (Harrington 1963) and realized that, as a body politic, they
were remarkably uninformed. Social scientists moved aggressively into this know-
ledge gap with unbridled enthusiasm but lacking consensus, producing what Moyni-
han (1969) called ‘‘maximum feasible misunderstanding.’’ A vast array of social
programs was initiated to address this particular war, with important milestones
being achieved, especially in the improved statistical measures of what constituted
poverty and evaluation measures to assess the various anti-poverty programs (see
Rivlin 1970) and, of course, civil rights. Walter Williams (1998), looking back on his
days in the OYce of Economic Opportunity (OEO), has suggested that these were the
‘‘glory days’’ of policy analysis. Other OEO veterans, such as Robert Levine (1970),
were more reserved, while some, such as Murray (1984), went so far as to indicate that
with the advent of the anti-poverty, anti-crime, and aYrmative action programs, the
American poor was actually ‘‘losing ground.’’ At best, policy analysts were forced to
confront the immense complexity of the social condition and discover that in some
instances, there were no ‘‘easy’’ answers. DeLeon (1988, 61) later summarized the result
of the War on Poverty as ‘‘a decade of trial, error, and frustration, after which it was
arguable if ten years and billions of dollars had produced any discernible, let alone
eVective, relief.’’8One reason for the noted shortcomings was that the attention of the
American public and its policy makers was sorely distracted by
The Vietnam War. In many senses, the Vietnam War brought the tools of public

policy analysis, including applied systems analytic techniques, to life-and-death
combat situations, a condition exacerbated by the growing civil unrest as to its
conduct of the war and, of course, the loss of life suVered by its participants.
The war was closely monitored by the Defense Secretary McNamara’s oYce, with
intense scrutiny from Presidents Kennedy, Johnson, and Nixon; these analysts were,
in the words of David Halberstam, ‘‘the best and the brightest’’ (1972). But it became
increasingly obvious that analytic rigor—speciWed in metrics such as ‘‘body counts,’’
ordnance expended, and supplies moved—and ‘‘rational’’ decision making were not
only misleading in terms of the war’s progress, but were surely not indicative of the

8 For details regarding the War on Poverty, see Aaron 1978; Kershaw and Courant 1970; Nathan 1985.
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growing rancor that the war generated among American citizens. Too often there
was evidence that the ‘‘hard and fast’’ numbers were being manipulated to serve
military and political purposes. Moreover, systems analysis was neither cognitively
nor viscerally able to encompass the almost daily changes in the war’s activities
occurring in both the international and the domestic arena. At the time, Colin Gray
(1971) argued that systems analysis, one of the apparent US advantages of defense
policy making, turned out to be a major shortcoming of the American war eVort and
was a partial contributor to the ultimate US failures in Vietnam. Finally, and most
tellingly, Defense Department analysis could not appreciate the required (and re-
spective) political wills necessary to triumph, or, in the case of this war, outlast the
opponent. Frances FitzGerald’s Fire in the Lake (1972) foretold the imminent Ameri-
can military disaster as a function of the almost unlimited resources (including
human lives) that the North Vietnamese were willing to expend in what they saw
as the defense of their nation. In the latter years of the war, as the USA struggled to
maintain its commitments, the Vietnam policies of President Richard Nixon segued
unmistakably into

The Watergate scandals. The sordid events surrounding the re-election of President
Nixon in the early 1970s, his administration’s heavy-handed attempts to ‘‘cover up’’
the tell-tale incriminating signs, and his willingness to covertly gather evidence on
Vietnam War protester Daniel Ellsberg led to the potential impeachment of an
American president, averted only because President Nixon chose to resign in igno-
miny rather than face congressional impeachment proceedings (Olson 2003). The
overwhelming evidence of wrongdoing in the highest councils of the US government
clearly brought home to the public that moral norms and values were central to the
activities of government; to amass illegal evidence (probably through unconstitu-
tional means) undermining those norms was an unpardonable political act. The
Ethics in Government Act (1978) was only the most visible realization that normative
standards were central to the activities of government, validating, as it were, one of
the central tenets of the policy sciences. Regardless, however, few will ever forget the
President of the United States protesting, ‘‘I am not a crook,’’ and its eVect on the
public’s trust in its elected government, a condition soon to be exacerbated by

The energy crisis of the 1970s. If the early 1960s’ wellspring of analytic eVorts was the
War on Poverty and the late 1960s’ was Vietnam, the energy crises of the 1970s
provided ample grounds for the best analytic eVorts the country could bring to
bear. With highly visible gasoline shortages and record high energy prices throughout
the nation, the public was inundated with multiple policy descriptions and formulas
as to the level of petroleum reserves (domestic and worldwide) and competing
energy sources (e.g. nuclear vs. petroleum vs. solar), all over diVering (projected)
time horizons; Wnally, as a backdrop framing these issues, hung the specter of
threatened national security (for example, see Deese and Nye 1981; Stobaugh and
Yergin 1979). With this plethora of technical data, seemingly the analytic community
was prepared to bring light out of the darkness. But this was not to be the case; as
Weyant was later to note, ‘‘perhaps as many as two-thirds of the [energy] models
failed to achieve their avowed purposes in the form of direct application to policy
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problems’’ (quoted in Weyant 1980, 212). The contrast was both striking and appar-
ent: energy policy was awash in technical considerations (e.g. untapped petroleum
reserves and complex technical modeling; see Greenberger, Brewer, and Schelling
1983) but the basic decisions were decidedly political (that is, not driven by analysis),
as President Nixon declared ‘‘Project Independence,’’ President Carter intoned that
energy independence represented the ‘‘moral equivalency of war’’ (cattily acronymed
into MEOW), and President Ford created a new Department of Energy (see Com-
moner 1979). There was seemingly a convergence between ‘‘analytic supply’’ and
‘‘government demand,’’ yet the inherent complexity of the issues eVectively resolved
little, that is, no policy consensus was achieved, a condition that did little to enshrine
the policy sciences approach with either its immediate clients (government oYcials)
or its ultimate beneWciaries (the citizenry).
Since these historical events were Wrst proposed as events that shaped the devel-

opment of the policy sciences (deLeon 1988), there have been more than twenty-Wve
years in which numerous political events have occurred that, in retrospect, might
have aVected the development of public policy studies. These include at least three
declared wars in which the United States military has invaded nations, revolutionary
legislation to reform regulatory and welfare policies, and a presidential impeachment
by the US Congress. While one might make cases for these and (possibly) other
events, suYcient evidence and analytic ‘‘distance’’ need to be accumulated before
these can be examined through the ‘‘supply’’ and ‘‘demand’’ metaphor.
To summarize: These larger constellations of public events have manifested them-

selves in a general constellation in the way in which the American people view their
government and its processes and, as a result, the role that public policy research
could play in informing government policy makers. From the immense national
pride that characterized the victory over totalitarian forces in the Second World War,
the American public has suVered a series of disappointments and disillusionments in
the public policy arena, ranging from what many consider to be a problematic War
on Poverty to an ongoing policy stalemate in energy policy to a failed war in South-
East Asia to the resignation of a twice-elected president. Thus, there should be little
surprise when scholars like E. J. Dionne write Why Americans Hate Politics (1991) or
Joseph Nye and colleagues edit a book Why Americans Don’t Trust Government
(1997). Most damaging, of course, to the policy sciences’ tradition is Christopher
Lasch’s pointed and hardly irrelevant question: ‘‘does democracy have a future? . . . It
isn’t a question of whether democracy can survive . . . [it] is whether democracy
deserves to survive’’ (Lasch 1995, 1, 85; emphases added),
One needs to be balanced. The picture of post-SecondWorldWar American public

policy hardly represents a crown of thorns. In many ways, the American quality of
political life has beneWted directly and greatly from public policy making, ranging
from the Marshall Plan (which eVectively halted the march of European communism
after the Second World War) to the GI Bill (which brought the beneWts of higher
education to an entire generation of American men) to Medicare/Medicaid (1964) to
the American civil rights movements to a Xowering of environmental programs to
(literally) men on the moon. However, as Derek Bok (1997) has pointed out,
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American expectations and achievements have hardly produced universal progress
compared to other industrialized nations, with crime, the environment, health care,
and public education being only four examples. What motivated the spread of the
public policy orientation was the expectation that well-trained, professional analysts,
appropriately focused, would produce an unbroken succession of policy successes.
As Richard Nelson (1977) wondered, if America could put a man on the moon, why
was it unable to solve the problems of the urban ghetto? Nelson suggested, and
the narratives above second, that the promise of the policy sciences has not been
fulWlled. All of which leads one to ask a series of questions, assuming, naturally,
that this promise is still worthwhile, i.e. not impossible: Why are some examples of
policy research more successful than others? Or, is there a public policy ‘‘learning
curve?’’ What does it resemble and to whom? What is its trajectory? And where is it
going?

Finally, it is important to observe that political activities and results are not syn-
onymouswith the practice of the public policy or the policy sciences. But they certainly
reside in the same policy space. For the policy sciences to meet the goals of improving
government policy through a rigorous application of its central themes, then the
failures of the body politic naturally must be at least partially attributed to failure of,
or at least a serious shortfall in, the policy sciences’ approach. To ask the same question
from an oppositional perspective: Why should the nominal recipients of policy
research subscribe to it if the research does not reXect the values and intuitions of
the client policy maker, that is, in their eyes, does not represent any discernible value
added? To this question, one needs to add the issue of democratic governance, a
concept virtually everybody would agree upon until the important issues of detail
emerge (see deLeon 1997; Barber 1984; Dahl 1990/1970), e.g. does direct democracy
have a realistic place in a representative, basically pluralist democracy?

3. ‘ ‘ . . . Miles to Go Before I Sleep’’
.......................................................................................................................................................................................

Robert Frost, in his ‘‘Stopping in the Woods on a Snowy Evening’’ (published in
1923), was certainly not concerned with the relevance of the public policy in general
and, in particular, the institutional viability of the policy sciences. Still, in writing

The woods are lovely, dark and deep,
But I have many promises to keep
And miles to go before I sleep,

he does provide an allusion to what ails the contemporaneous relationship between
policy makers and their would-be advisers, a relationship tempered by the history
of the policy sciences and their applications, one rife with institutional complexity,
with much to promise, and ‘‘miles’’ to go before those promises are realized. What
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necessary services or goods are policy makers asking from their policy advisers and
how can the policy scientist best (as a function of quality and integrity) respond?
Inherent in this question is a principal assumption: policy advisers, in the words of
Aaron Wildavsky (1979b), must ‘‘speak truth to power.’’ That is, without access to
and the ear of policy makers, the policy sciences lose their sine qua non; they have
been, from their earliest iteration, an applied (inter)discipline: if they need to re-
ask Robert Lynn’s question, Knowledge for What? (1939); if the study of public
policy becomes irrelevant through lack of application or, to borrow deLeon’s
metaphor, if (policy) advice does not match (political) consent, then—let us be
candid—the policy sciences have failed to meet the challenges spelled out by
Lasswell, Dror, and the other pioneers in their eVorts.
There are two possible explanations that might address this worrisome condition.

The Wrst, and more optimistic reading is that the policy research community is still
maturing in terms of a necessary set of skills and applications. Brewer and Lövgren
(1999, 315) allude to this possibility during a Swedish symposium on environmental
research:

While the demand for interdisciplinary work is large and apparently growing, our capacity to
engage in it productively is not keeping pace. This is not to say that genuine knowledge about
complex problems and the requisite theories, methods, and practices to confront them is
unfamiliar. Instead, we seem to be facing numerous challenges—intellectual, practical, and
organization—that impede our eVorts to engage problems eVectively.

This explanation suggests that with a bit more theory and practice, typically through
a greater application of interdisciplinary activity, more receptive client organizations,
and a few more tractable problems, there is little wrong with the policy sciences
approach that a normal cognitive maturation process might not remedy. However, in
fairness, this promise was laid out by the policy sciences’ originating fathers (and
others; see Merton 1936) more than a half-century ago and is still awaiting consum-
mation. Moreover, the extant public policy theories are at best only ‘‘under con-
struction’’ rather than in the testing stage (see Sabatier 1999). Few public policy
scholars today deride the value of an interdisciplinary approach (e.g. see Karlqvist
1999 and Fischer 2003); in the hands of a careful student of democratic practices, like
Robert Putnam in Making Democracy Work (1993), it clearly is of great worth and
value. However, even if this interdisciplinary possibility is widely seen as both valid
and persuasive, then it is still imperative to measure out other ameliorative elements
of the policy sciences besides an interdisciplinary approach, a compliant client, or a
few more methodological tools.
An alternative (and admittedly more pessimistic) reading is that the policy sci-

ences approach is losing whatever currency it once held among policy makers, policy
scholars, and the cognizant publics. If so, one needs to explore possible reasons. To
borrow a phrase used by Martin Rein and Donald Schön (1993), in a political system
characterized by pluralism, there is an inherent-bordering-upon-intractable problem
in reaching a consensus on ‘‘framing’’ the analysis (also see Schön and Rein 1994). In
Rein and Schön’s (1993, 146) description, ‘‘framing is a way of selecting, organizing,
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interpreting, and making sense of a complex reality to provide guideposts for
knowing, analyzing, persuading, and acting.’’ John Dryzek (1993, 222) agrees with
Rein and Schön in terms of framing’s centrality but also comments on the diYculty
in framing policy discourse: ‘‘each frame treats some topics as more salient than
others, deWnes social problems in a unique fashion, commits itself to particular value
judgments, and generally interprets the world in its own particular and partial
way. . . . . [Not surprisingly] frames are not easily adjudicated.’’ (A thought problem
for the enthusiast: How have ‘‘framing’’ problems aVected the US commitment to the
recurrent Middle East crises, to say nothing of the shortcomings of the American
public education system or US environmental/energy policy?) In an American
political and social system often deWned by polar politics and overwhelming com-
plexity that result in a general lack of consensus, reaching agreements on how best to
frame policy issues could be tantamount to impossible or, more likely, something to
be ‘‘put aside’’ until the next political crisis forces a temporary consensus, which, of
course, dissipates when the crisis passes. To pose the question frankly: again, in an
applied context, what ‘‘value added’’ does the study of public policy and the policy
sciences bring to a political policy-making process that is often and decidedly un-
analytic?

Once we have asked these questions, of course, we should not necessarily subscribe
to a counsel of despair or unnecessarily rend our collective sackcloth. But it is
important to recognize that the policy sciences as a fruitful exercise for future policy
makers is not a foregone conclusion, as we have enumerated above, and not neces-
sarily as it has been traditionally presented. If for no other reason, time and
conditions have changed. In all likelihood, Lasswell and his colleagues never con-
sidered their framework to be forever sacrosanct or beyond amendment. Douglas
Torgerson (1986, 52–3; emphasis in original) speaks to this issue:

The dynamic nature of the [policy sciences] phenomenon is rooted in an internal tension, a
dialectic opposition between knowledge and politics. Through the interplay of knowledge and
politics, diVerent aspects of the phenomenon become salient at diVerent moments . . . the
presence of dialectical tension means that the phenomenon has the potential to develop, to
change its form. However, no particular pattern of development is inevitable.

What then might be some signposts for the continued development and application
of the policy sciences, or what Dan Durning (1999) has described as ‘‘The transition
from traditional to postpositive policy analysis?’’ A more precise criterion as well as
introducing a new approach is oVered by Maarten Hajer and Hendrik Wagenaar
(2003a: 4; emphasis in original): ‘‘What kind of policy analysis might be relevant to
understanding governance in an emerging social network society? ’’ Furthermore, Hajer
and Wagenaar (2003a: 15) speak directly to the normative compass of the policy
sciences: ‘‘Whatever we have to say about the nature and foundation of the
policy sciences, its litmus test will be that it must ‘work’ for the everyday reality of
modern democracy.’’ Who and what, in Laurence Lynn’s (1999) expression, warrants
‘‘a place at the [public policy] table’’ and why? One can posit that the traditional
public policy analytic mode, primarily based on a social welfare model (for example,
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see Weimer and Vining 2005) has not proven particularly successful when applied to
the political arena (as, indeed, the post-positivists argue; see below), an arena marked
more by backroom compromise than theoretic-elegant solutions. Thus, we are
enjoined to consider a broader set of approaches and methodologies beyond those
adopted whole cloth frommicroeconomics and operations research. As such, we need
to examine thoughtfully various aspects of the post-positivist research orientations.
Hajer and Wagenaar (2003a) have presented an innovative central concept to the

policy sciences methodological tool kit; that is, the idea of social networks under a
democratic, participative regimen.9 This orientation is reXected in three conditions.
First, increasingly, observers of public policy issues no longer look at speciWed
governmental units (say, the Department of Commerce for globalization issues or
the Department of Education’s mission to ‘‘leave no child behind’’) per se. Rather,
they tend to examine issue networks, including governmental units on the federal and
state andmunicipal levels; these are constantly seen to be interacting with important
non-proWt organizations (NPOs) on both the national and the local levels, and
various representations from the private sector as well (Heclo 1977; Carlsson 2000).
Research in health care, education, social welfare, the environment, indeed, even
national security (in terms of protecting the citizen against terrorist threats; see
Kettl 2004) suggests the rise of the social network phenomenon. All of these actors
are engaging inwhat Hajer (1993) called ‘‘policy discourses,’’ hopefully, but not always,
of a cooperative nature. Second, of equal importance to the policy sciences, they must
continue to expound a democratic orientation, or what Mark Warren (1992) has
termed an ‘‘expansive democracy,’’ one featuring an enlarged component of public
participation, often in the direct democratic vein and, more commonly now, without
the traditional political party serving as an intermediary; the alternative is what
Dryzek once balefully referred to as ‘‘the policy sciences of tyranny’’ (Dryzek 1989,
98), when bureaucratic and technological elites assume governance roles (see Fischer
2003). Third, and in conjunction with the Wrst two, the policy sciences need to
assimilate the decentralization tendencies of political systems that are so vital to
contemporary public management processes, often under the heading of the ‘‘new’’
public management (e.g. Osborne and Gaebler 1992), but also an integral part of the
participatory policy analysis themes (deLeon 1997; Mayer 1997; Fischer 2000).
In many ways, the inclusion of a post-positivist orientation in public policy theory

and practice could mark a fractious transition within the community of policy
researchers, for a number of reasons. There is the potential for an internecine
brouhaha between the positivist and post-positivist advocates. Historically, the
public policy ‘‘track record’’ has characteristically been based on a social welfare
economics, i.e. a largely empirical, analytic approach; there are signiWcant intellectual
investments (to say nothing of a large education infrastructure) supporting this
endeavor. However, there are numerous scholars who suggest that the prevailing
quantitative orientation is precisely the problem and the positivist approach should

9 Scott (1991) and Wasserman and Faust (1994) oVer thorough introductions to social network
analysis.
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be held intellectually accountable for the shortcomings observed. Many scholars of
the post-positivist bent—Frank Fischer (2003), John Dryzek (1990, 2000), Ronald
Brunner (1991), Maarten Hajer (1993; with Wagenaar 2003a)—have identiWed what
they claim to be serious epistemological failures of the positivist approach, assump-
tions, and results, oVering historical examples (above) that seem to be supportive.
Dryzek (1990, 4–6) has been particularly scathing in his assessments of positivism,
especially what he (and others) call ‘‘instrumental rationality,’’ which, he claims:

destroys the more congenial, spontaneous, egalitarian, and intrinsically meaningful aspects of
human association . . . represses individuals . . . is ineVective when confronted with complex
social problems . . . makes eVective and appropriate policy analysis impossible . . . [and, most
critically] is antidemocratic.

But, as Laurence Lynn (1999) has convincingly argued, many lucid and powerful (and
in some cases, unexpected) insights have been gleaned from the collective analytic
(read: positivist) corpus conducted over the past Wfty years (such as in the Weld of
criminal justice, public transportation, and social welfare policy) and there is little
reason to suspect that future analysts would want to exorcize these modes. Alice
Rivlin (1970) suggested years ago that we might not have arrived at many deWnitive
answers to vexing public problems, but policy research has at least permitted us to
ask more appropriate questions. This capability should not be treated lightly, for
asking the right questions is surely the Wrst step in deriving the right answers.

Neither side of this divide, then, is without valid debating points as they set forth
the future directions for the study of public policy. More important, however, is that
the scholars of the positivist and post-positivist persuasions should not intellectually
isolate themselves from one another. Few social welfare or health policy economists
would deny that there are important variables outside the economic orbit in most
social transfer equations; why else would they concern themselves about issues of
equity? Similarly, few proponents of an ‘‘interpretative analysis’’ would simply
eliminate the calculation of expenses deriving from diVering bond rates underlying
urban renewal opportunities from their analysis. The policy problem—as any analyst
of most any stripe will agree—must be deWned in terms of what methodologies are
relevant by the context (see deLeon 1998), not by an analyst’s preferred methodolo-
gies, as Lynn (1999) implies in his criticism of the post-positivist approach. The
alternative diagnosis comes dangerously close to Abraham Kaplan’s (1964) famous
‘‘law of the instrument:’’ when all you have is a hammer, the whole world looks like
a nail.

In this case, social network theory might not only describe a new conceptual
approach to viewing the policy world, but it also provides an intellectual bridge that
both sides of the positivist–post-positivist divide can accept. And, to be sure, there are
already some ‘‘bridging’’ methodologies, such as Q-sort (Durning 1999) and social
network analysis, that both camps can possibly share.10 But the key to the continued
development of the policy sciences and public policy research community in general is
the ability to countenance and assimilate new concepts as a function of the problem

10 Steven Brown (1980) is arguably the best reference for those wishing to engage in Q-sort analysis.
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statement, i.e. the problem context, as their analytic lodestone. This suggests a
willingness to utilize whichever approach is best suited for the analysis at hand. A
favorable harbinger in this regard is the recognition of a more ecumenical set of
methodological approaches and the importance of process and substance, as evi-
denced in the more recent policy analysis textbooks (e.g. Weimer and Vining 2005;
MacRae and Whittington 1997).
The democratic theme, a central part of the policy sciences’ Lasswellian heritage,

has been emphasized of late in terms of ‘‘participatory policy analysis’’ (PPA), or the
active involvements (or ‘‘discourse’’ or ‘‘deliberation’’ or ‘‘deliberative democracy’’) of
citizens in the formulation of policy agenda.11 James Fishkin (1991, 1995) has engaged
in a series of carefully structured public deliberations as a means to bring public
awareness and discursive involvement to political policy making. But the deliberative
role in public policy making has also been derided as being simply ‘‘too cumbersome’’
or ‘‘too time intensive;’’ in the problematic search for consensus, its products are too
ambiguous; some characterize it as little more than a publicity exercise in which the
opposing group that has the more robust vocal chords or tenacity or resources is the
invariable winner; deLeon (1997) has suggested that there are contingencies in which
technical expertise and/or expediency are crucial for decision making; and, as Lyons
and his colleagues (1992) have written, participatory policy analysis does not neces-
sarily result in greater citizen participation, knowledge of the problem, or even
satisfaction; indeed, James Madison’s Federalist Papers (number 10) carefully warned
about the dangers of popular participation in government.
There are, in short, many obstacles to participatory policy analysis that would

caution its universal dissemination. However, it does need to be recognized that there
have been some instances in which PPA has performed admirably, mostly, of course,
on local levels (for examples, see Kathlene andMartin 1991; Gutmann and Thompson
1996; deLeon 1997) and in many cases of environmental mediations (Beierle and
Cayford 2002; Fischer 2000). In short, the democratic ethos is such a fundamental
bedrock of the American polity that it is diYcult to countenance an ideology or
orientation that could supplant it (Dahl 1998). In that regard, there appear to be
ample grounds for a more systematic examination and application of PPA.
Lastly, in both the public and private sectors, the American polity is undergoing

the decentralization of the nation’s political processes. The current literature on
public management talks extensively about the ‘‘devolution’’ of power from the
federal government down to state and municipal governments, a phenomenon
manifested by the Welfare Reform Act and the Telecommunication Act (both
1996). To some, for instance, centralized government regulation has become little
more than an antiquated (perhaps dysfunctional) concept, as easily abandoned as the
bustle. If these trends continue, various aspects of the policy sciences—such as PPA
and social network theories—are certain to become more pivotal in addressing the
potential eVects of decentralized authority; e.g. what measures would be necessary to
ensure public accountability? One obvious concern is that policy researchers will

11 See Dryzek 1990, 2000; Renn et al. 1993; Elster 1998; Forester 1999; Fischer 2003; deLeon 1997.
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need to assimilate a new set of analytic skills dealing with education and negotiation
andmediation, that is, helping to forge policy design and implementation rather than
advise policy makers, which raises another recurring dilemma, impartiality.

4. Conclusion
.......................................................................................................................................................................................

The policy sciences were developed in part as the ‘‘policy sciences of democracy . . .
directed towards knowledge to improve the practice of democracy’’ (Lasswell 1951a,
14) and in recognition of providing ‘‘intelligence pertinent to the integration of
values realized by and embodied by interpersonal relations [such as] human dignity
and the realization of human capacities’’ (Lasswell and Kaplan 1950, 15). These
represent their conceptual bedrock. But, having said this, the world has surely
changed since the early 1950s. With these changes, it would be quixotic to suggest
that the policy sciences as an intellectual orientation have remained somehow
constant. To this end, we have oVered some new approaches that could be readily
incorporated into the body of the policy sciences’ approach.

As we have pointed out, then, some changes are necessary to ‘‘improve’’ the policy
sciences’ processes and the results; stasis is hardly an option. However, to surrender
the hallmarks of the policy sciences’ approach would be tantamount to giving up the
(relevance) candle to satisfy the (Lasswellian) Xame. For these reasons, a continuing
dialogue is necessary to assure that both the candle and the Xame will endure and
shed light on their appointed subjects.
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chapter 3
...................................................................................................................................................

EMERGENCE OF
SCHOOLS OF PUBLIC
POLICY: REFLECTIONS
BY A FOUNDING DEAN

...................................................................................................................................................

graham allison

I am grateful to have been the Wfth in a succession of deans of Harvard University’s
Graduate School of Public Administration, housed in the Lucius N. Littauer Center
of Public Administration building. But I am honored to have been designated as the
‘‘Founding Dean’’ of the modern John F. Kennedy School of Government in recog-
nition of my role in leading the School in the period in which it emerged as a major
institution. Formally, the School’s name was changed in 1966 to honor President
John F. Kennedy, a Harvard graduate in the class of 1940. But when I became dean in
March 1977, the School had no buildings, fewer than a dozen full-time faculty, a
student body of just 200 who took classes mostly from other faculties, no research
centers, and no executive education programs.
At the 1977 meeting of Harvard’s Overseers Visiting Committee to the School at

which President of the University Derek Bok announced my appointment,
I responded with remarks later published under the title ‘‘Seven initiatives for the
John F. Kennedy School of Government.’’ There I reminded the audience of British
historian Lord Acton’s image of a ‘‘remote and ideal objective’’ that captivates the
imagination by its splendor and simplicity and thereby evokes an eVort that cannot
be commanded by lesser and more proximate goals.

* The author expresses special appreciation for the extraordinary research in preparation of this chapter
to Micah Zenko, and to my colleague Mark Moore for a thoughtful review and suggested revisions of the
Wrst draft.



At that event I articulated what came to be known as our ‘‘canonical objectives’’ for
the Kennedy School of Government in the decade ahead:

. To become a substantial professional school that does for the public sector much
of what Harvard’s Schools of Business, Law, and Medicine do for their
respective private professions.

. To become the hub of a university-wide Program in Public Policy and Man-
agement, mobilizing the rich intellectual resources in all the faculties of the
University and focusing them on critical issues of public policy.

Those with Wrst-hand knowledge of the Kennedy School in 1977 understood
how well the stated objectives met Acton’s test of remoteness. Toward these
objectives, I stated seven speciWc initiatives for the School in the years immediately
ahead:

. Completing and occupying the new building: When eVorts to build the John F.
Kennedy Presidential Library in Cambridge failed, Harvard, nonetheless,
managed to hold on to the three acres of land facing the Charles River. In
eighteen months, we built the major building for the Kennedy School. The
classrooms, oYces, and other facilities gave us a physical identity and allowed
us rapidly to expand the student body and faculty.

. Consummating the marriage between the Institute of Politics and the School:
The Institute aspired to become Harvard’s link between the rough and tumble
of elective politics and the academy, but remained isolated in the ‘‘little yellow
house’’ at 79 Mount Auburn Street. The new building allowed us to bring the
Institute within the walls of the Kennedy School, assuring interaction.

. Establishing Executive Programs in Public Policy and Management: Taking a
page fromtheBusiness School’s advancedmanagementprograms,wedeveloped
our own curriculum and programs for training senior government executives.

. Building mutually rewarding relations with other faculties in the University:
To become the hub of public policy research at Harvard, we had to establish
alliances with other major faculties and institutes from which they gained.

. Consolidating the core curriculum: In training future government leaders, we
decided that formal analytical tools would be the foundation of our instruc-
tion (economics, statistics, and decision theory), but that beyond this base,
preparation for leadership in government required inventing new courses in
organization, politics, and management.

. Creating centers of competence in public policy research and analysis: To assure
that our faculty and curricula were grounded in real-world problems of public
policy, the invention of what we called ‘‘problem-solving research centers’’
would assemble critical masses of faculty and researchers from the School and
the University to identify ways to resolve signiWcant public policy challenges.
Policy analyses of signiWcant challenges that drew upon insights from faculty
across the University should also be an important product of the School.
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. Communicating the mission of the School eVectively and concisely: On the
eve of the Reagan revolution, government was coming to be seen more as a
problem then as a solution. We needed to articulate both the necessity for
competent government, and the case for the School’s programs for training
competent and eVective public servants.

Twelve years later, when I stepped down as Dean of the School, the Kennedy School
had 750 full-time graduate students, 700 participants in a dozen executive pro-
grams, and nine problem-solving research centers. At least in the speciWc case of
Harvard’s School of Public Policy and Government, I count myself proud to have
been ‘‘present at the creation.’’
This chapter thus oVers an insider’s view of the emergence of one school of public

policy, together with reXections on developments in the larger enterprise of which it
is a part. The Wrst section of the chapter presents a brief historical overview of this
Weld, beginning with its roots as a distinct profession reXected in Woodrow Wilson’s
seminal article, ‘‘The study of administration,’’ published in 1887, to the works of
E. Pendleton Herring and the ‘‘policy sciences’’ of Harold D. Lasswell, to the growth
of professional graduate schools in the 1970s when a number of Wrst-class programs
of public policy emerged. This is not meant to be an exhaustive history of the
discipline, but rather to note key thematic shifts within the Welds of public admin-
istration and public policy in the century ending with the 1980s.
Section 2 oVers a personal perspective on the emergence of the Kennedy School of

Government. Celebrating my tenure when I retired in 1989, President Derek Bok
called the School ‘‘one of the brightest stars in Harvard University’s crown.’’ As he
said: ‘‘I can’t think of anything in Harvard’s history that is comparable to the extent
of growth and development that has taken place under one brief span of a single
dean’s leadership’’ (Lambert 2003). From last place in all measures of performance
among Harvard’s ten independent faculties in 1977, by 1989, the School was widely
recognized as the fourth among the University’s major professional schools, along-
side the schools of Business, Law, and Medicine.

1. Historical Roots of Schools of
Public Policy

.......................................................................................................................................................................................

1.1 Early Schools of Public Administration

The American post-Reconstruction period was characterized by a diversiWcation
and expansion of the administrative tasks of the federal government. Faced with
the uniWcation of the continent, economic industrialization, and the emergence
of international commerce, America required increased capacity at the national
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level to meet these challenges. New responsibilities led to the federal regulation
of the transcontinental railroads, the development of a national Postal Service,
and the marshaling of a professional standing army. As summarized by Stephen
Skowronek in his history of this era, this national transformation required Building
a New American State (Skowronek 1982). Skowronek described the trans-
formation: ‘‘To cope with categorically new demands for national control, the nature
and status of the state in America had to be fundamentally altered. National
administrative expansion called into question the entire network of political and
institutional relationships that had been built up over the course of a century to
facilitate governmental operations.’’ Nothing less than ‘‘an extended assault on
the previously established governmental order’’ would be required (Skowronek
1982, 9, 35).

To staV an enlarged and empowered federal government, a new vanguard of
specialized workers was necessary. Previously, government employment was only
secured through patronage—the primary reward system of political party incum-
bency. Passage of the Pendleton Act in 1883 established the federal civil service, and
weakened the political party machines. In theory, the Pendleton Act guaranteed that
bureaucrats would be hired on the basis of merit and professionalism—as deter-
mined by competitive exams—and would receive protection from partisan inXuence.

Among the Wrst academics to wrestle with the development and complexity of the
new American state was the future President Woodrow Wilson. In 1886, Wilson
delivered a lecture at Cornell University, ‘‘The study of administration,’’ later pub-
lished in the Political Science Quarterly (Wilson 1887). With his essay, Wilson sought
to refocus political science away from the noble but perennial chestnuts about
political ends to more mundane, operational questions about how government can
be practically administered. He recognized the necessity for more practical know-
ledge in the modern era because, in his words, ‘‘It is getting harder to run a
constitution than to frame one.’’ Publication of Wilson’s essay is generally regarded
as ‘‘the beginning of public administration as a speciWc Weld of study’’ (Carroll and
Zuck 1985).

Wilson was the Wrst to articulate clearly his now famous dichotomy between
‘‘politics’’ and ‘‘administration.’’ In keeping with the spirit of neutral bureaucrats
envisioned by the progressive reform movement in the Pendleton Act, according to
Wilson, ‘‘administration lies outside the proper sphere of politics. Administrative
questions are not political questions. Although politics sets the tasks for administra-
tion, it should not be suVered to manipulate its oYces.’’ While elected oYcials should
establish the ‘‘broad plans of governmental action,’’ Wilson’s role for the disinterested
public administrator was almost to mechanistically implement the ‘‘systematic
execution of public law.’’

Anticipating Fredrick Taylor’s principle of eliminating all unnecessary movement
from manufacturing processes, Wilson also called for the scientiWc management of
government. Modern public administrators needed to understand ‘‘Wrst, what gov-
ernment can properly and successfully do, and secondly, how it can do these proper
things with the utmost possible eYciency and at the least possible cost either of
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money or energy.’’ Recognizing that models of eYcient government would not be
found at home, Wilson also declared that America’s public administrators should
look beyond our borders to borrow from the forms and practices of government
employed by European states. He urged identifying the best practices in governing
extracted from the politics surrounding them, or from the particular policy results.
As Wilson evocatively described his goal: ‘‘If I see a murderous fellow sharpening a
knife cleverly, I can borrow his way of sharpening the knife without borrowing his
probable intention to commit murder with it; and so if I see a monarchist dyed in the
wool managing a public bureau well, I can learn his business methods without
changing one of my republican spots.’’
In the late nineteenth century, graduate programs in training public

administrators emerged at a handful of schools, notably: the Institute of Public
Administration at Columbia University, the Maxwell School of Citizenship and
Public AVairs at Syracuse University, the Wharton School at the University of
Pennsylvania, the Training School for Public Service at the New York Bureau
of Municipal Research, the Public Administration Clearing House in Chicago,
and Johns Hopkins University (Blunt 1988). In 1939, 150 scholars from these
Xedgling institutions broke away from the American Political Science Association
to form the American Society for Public Administration, the Wrst stand-alone
organization in the United States dedicated to improving government performance
(Guy 2003 , 641–55).
The curricula of these early public administration programs focused on providing

the future administrator with a tool kit of business-oriented techniques for eVectively
managing government programs. Courses included: budgeting and accounting
methods, Wnance, standardization of procedures, performance assessments, and
industrial organization (Moscher 1975; Stivers 2003, 37). Wider considerations of
the eYcacy of policies and the needs of the citizenry were not much researched or
debated by these early administrators. Such judgements would emerge through the
constitutionally established political process with mandated check and balances—the
province of elected oYcials, not federal administrators.

1.2 The Postwar Boom in Public Administration

With the New Deal and the Second World War the size of the federal government
expanded exponentially. Until 1920 federal domestic spending never reached 1 per
cent of gross domestic product. By 1930, it had tripled to 3 per cent. Two decades later
the national budget accounted for 15 per cent of all US economic activity (OMB 2004,
table 1.2). By 1950, even after the postwar demobilization, the federal government had
a net gain of one million civil servants, doubling the 1939 total (Porter 1994, 279–85).
The growth of the welfare state through New Deal programs, and postwar social
policies, created more interest groups and constituencies invested in protecting and
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expanding their beneWts. Inverting Wilson’s hierarchy of politics before administra-
tion, programs now shaped politics (Lowi 1972, 299).

This second wave of public administrators, autonomous from the inXuence of
partisan politics, developed a strong sense of proprietorship for the programs they
managed. Scholars of public administration recognized this desire of government
employees to protect their programs and meet the demands of aVected constituents.
The classic treatise on the subject of administrators as arbiters of the public interest
was E. Pendleton Herring’s 1936 work, Public Administration and the Public Interest.
Herring introduced the subject of administrative discretion, in which ‘‘Congress
passes a statute setting forth a general principle . . . The bureaucrat is left to decide
as to the conditions that necessitate the law’s application’’ (Herring 1936, 7). The
bureaucratic decision maker, therefore, was given the additional burden of interpret-
ing the public interest, a task that could not be accomplished in a value-free manner.
Herring recognized this potential shortcoming, but contended that well-educated
bureaucrats were best positioned to manage societal shifts and the evolving needs of
targeted interest groups. As Herring described in stark terms: ‘‘Public administration
in actual practice is a process whereby one individual acting in an oYcial capacity
and in accordance with his interpretation of his legal responsibility applies a statute
to another individual who is in a legally subordinate position. The public as such is
not concerned in this process’’ (Herring 1936, 25).

Harold Lasswell sought to go beyond Herring to what he called the ‘‘policy
sciences.’’ The policy sciences approach sought to employ all of the available tools
of social science to understand all relevant inputs in a policy issue area, including
knowledge of the policy-making process itself. In practice, Lasswell’s goal was for a
more muscular and integrated version of Wilson’s appeal for the scientiWc manage-
ment of government. By understanding the larger picture of policy-making, the
policy sciences method sought to ultimately ‘‘diminish the policy-makers’ errors of
judgment and give greater assurance that the course of action decided upon will
achieve the intended goals’’ (Rothwell 1951). Recognizing the interdisciplinary nature
of this endeavor, Lasswell and his colleagues called for the merger of the discipline of
political science with insights from sociology, economics, business, law, and also to
reach out to physicists and biologists (Lasswell 1951, 3–15). Public administrators were
to be educated in this approach through taking courses in a range of traditional
academic disciplines, and also through a mix of historical case studies, simulation
exercises, and professional on-the-job training (Lasswell 1971, 132–59). While Lass-
well’s project to rationalize further the policy process was well received in some parts
of the scholarly community, his ambitious concept was never much embraced in the
curricula of public policy programs.

1.3 From Public Administration to Public Policy

In 1960 John Kennedy was elected President of the United States. In staYng his
administration, Kennedy sought the ‘‘best and the brightest:’’ from Harvard, Dean of
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Arts and Sciences McGeorge Bundy and economist John Kenneth Galbraith; from the
RAND Corporation, Charles Hitch and Alain Enthoven; and from the world
of business and industry, most notably, the president of the Ford Motor Company
Robert McNamara. These ‘‘new frontiersmen’’ brought with them a conWdence
that intelligence and the most advanced techniques for optimizing choices
could improve the performance of government. Nowhere was the impulse to clarify
policy options through quantiWcation more pronounced than in the Secretary
of Defense McNamara’s Pentagon. McNamara’s ‘‘whiz kids’’ implemented the Policy
Planning Budgeting System (PPBS), which applied a cost–beneWt analysis framework
developed at RAND for decisions about weapons acquisition and war Wghting
(Enthoven and Smith 1971). President Lyndon Johnson regarded PPBS as so success-
ful that he ordered all federal agencies to adopt it in 1965.
Taking into account the highly specialized skills required to develop and oversee

the PPBS, the federal government required a new cadre of rigorously trained analysts
(Stokes 1996, 160). To meet this demand, major universities responded by establish-
ing programs training students in public policy analysis (Crecine 1971, 7–32). Between
1967 and 1971, graduate programs at the master’s or doctoral level in public policy
were created at: the Institute of Public Policy Studies, University of Michigan; the
Kennedy School at Harvard; the Graduate School of Public Policy, University of
California, Berkeley; the School of Urban and Public AVairs, Carnegie-Mellon
University; the RAND Graduate School; the Department of Public Policy and
Management, University of Pennsylvania; the School of Public AVairs, University
of Minnesota; the Lyndon B. Johnson School of Public AVairs, University of Texas;
and the Institute of Policy Science and Public AVairs, Duke University (Fleischman
1990, 734; Walker 1976, 127–52).
In 1972, the Board of Trustees of the Ford Foundation, under the leadership of

McGeorge Bundy, decided to focus on ‘‘helping establish or strengthen Wrst-class
programs of advanced, professional training for young people aimed at public
service’’ (Bell 1981, 1). Over the following Wve years, the Ford Foundation provided
multi-million-dollar general-support grants to eight grantee programs that were
developing a concentration on graduate training in public policy. The Ford Foun-
dation also awarded grants for summer conferences, seminars, and working papers
that supported the self-study of America’s experience in public administration for
models that could be applied for aiding economic development in Third World
countries (Riggs 1998, 23–4). The Foundation’s initial seed money proved crucial in
nurturing the incipient development of a new Weld in an era marked by deep distrust
of government (Miles 1967, 343–56).
A key innovation within these programs was a shift in focus from ‘‘public

administration’’ to ‘‘public policy.’’ Emphasizing policy, the schools addressed ends
as well as means. This refocus required a greater understanding of the complex social
and political environment within which policy is shaped and implemented. It also
required training policy analysts—not simply public administrators—who could
inform decision makers about the consequences of alternative policy choices. The
insights involved budgetary cost and eYcacy, but also issues of social equity, civil
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rights, and quality of life (Fredrickson 1971, 364). Where traditional schools of public
administration sought to train competent, neutral managers, schools of public policy
faced the diYcult task of identifying what speciWcally makes a good analyst. As the
founder of the Graduate School of Public Policy at the University of California,
Berkeley, Aaron Wildavsky, argued, policy analysis requires a balance of technical
competence and a list of commonsense intangibles, such as persuasion, argumenta-
tion, intuition, and creativity (Wildavsky 1979; 1976, 127–52).

Not directly addressed in these early stages in the development of schools of public
policy was the crucially important question of what role students of these schools
would play in making public policy as well as advising about it or administering the
organizations that implemented policies. On one hand, the schools of public policy
wanted to distinguish themselves from the schools of public administration that had
focused on the narrow questions of eYcient administration of public policies
established elsewhere by others. They did so by insisting on the relevance of analytic
techniques to eVorts made to develop and evaluate particular public policies and
programs, by training students in the use of these techniques, and by championing
the role of powerful staV oYces in government agencies which hired individuals who
could perform these tasks, and would allow them to become inXuential in public
policy making and implementation.

But left open, however, were the answers to two further important questions: Wrst,
the extent to which schools of public policy intended to train individuals to partici-
pate eVectively in the governmental process as policy makers as well as policy
analysts; and if so, how individuals trained to be policy analysts, or policy makers
(and whose expertise lay either in substantive knowledge or in abstract analytic
techniques) who claimed to be useful in revealing the social or public value of
governmental action, would relate to the political processes that were an inevitable
part of policy making in a democratic society. The crucial question of where politics
Wtted into the making of policy, and how students prepared for work in government
should both understand and engage in the politics that surrounded their work, had
been avoided since Wilson established the distinction between policy and adminis-
tration. The Progressives had enlarged the prerogatives of technically trained bur-
eaucrats without seriously engaging the question of how increasingly powerful civil
servants at national, state, and local levels should relate to what we eventually began
to describe as their ‘‘political authorizing environment.’’ If schools of public policy
intended to train only policy analysts who were concerned about the ends of
government, then they need not be deeply concerned about inXuencing the politics
surrounding the politics of their issues—only understanding them well enough to
ensure that their advice was not completely irrelevant. If, however, they intended to
train individuals who could become inXuential as leaders and managers of policy-
making processes, and saw their graduates not only in elected roles, but in activist
roles within government as policy entrepreneurs and innovators, then the schools
would have to take seriously the questions about what individuals who sought to be
policy leaders and entrepreneurs should know and do. And that might well be
diVerent from what policy analysts and putatively neutral bureaucrats seeking

emergence of schools of public policy 65



eYciency and eVectiveness in the achievement of established missions needed to
know (Moore 1995).
Seeing to solidify its identity as a stand-alone Weld, emerging public policy

schools also created professional associations. In 1970, the former Council on Gradu-
ate Education for Public Administration was renamed the National Association of
Schools of Public Policy and Administration (NASPAA). The creation of the NAS-
PAA’s Commission on Peer Review and Accreditation in 1983 provided a mechanism
for the systematic self-evaluation of the Weld. The Commission became the special-
ized accreditor for over 135 graduate programs in public policy, public aVairs,
and public administration. In this capacity, NASPAA developed a core curriculum
for public administration programs, with required courses in quantitative methods,
public budgeting and management, organizational theory, and personnel adminis-
tration (Henry 1990, 3–26). In 1995, NASPAA founded the Journal of Public
AVairs Education as its publication for peer-reviewed articles on pedagogical and
curricular issues. The Association for Public Policy Analysis and Management
(APPAM) was formed in 1979 to support academic institutions training
students for distinctive professional careers as policy analysts (Guy 2003, 649).
In 1981, APPAM merged two journals, Policy Analysis and Public Policy, into the
Journal of Policy Analysis and Management, which served as an outlet for multi-
disciplinary research into public policy issues, and as a sounding board for shifts in
the profession.

2. Lessons from the Kennedy School
of Government

.......................................................................................................................................................................................

Seventy years ago Harvard had no school dedicated solely to the study of public
administration or for training students for careers in public service. Early in
the twentieth century, Harvard president Charles M. Eliot proposed a school of
business and public service. Lawrence Lowell, an inXuential Boston Brahmin,
lecturer in the Government department, and future president of Harvard, found
Eliot’s scheme of little use. Lowell stated frankly: ‘‘We should be holding ourselves
out as training men for a career that does not exist, and for which, if it did exist, I
think our training would very likely not be the best preparation’’ (Bell 1980: 7). The
opposition led by Lowell triumphed, and Eliot’s proposed business and public service
school was a false start. With the public service component explicitly dropped, in
1908, the Harvard Business School was created, the Wrst Masters of Business Admin-
istration degree-granting program in the world (Cruikshank 1987).
At Harvard’s Tercentenary in 1936, the major new initiative announced by the

University was the creation of a Graduate School of Public Administration (GSPA).
To make that new school of public administration possible, Lucius N. Littauer, a
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wealthy glove manufacturer and former member of Congress, provided a gift of $2
million—at that point the largest single contribution the University had received
from an individual donor. The goal of the new school was to engage Harvard faculty
members, primarily from the departments of Economics and Government, in train-
ing future civil servants. This concept was greeted with skepticism by many Harvard
faculty and administrators, who saw this as a further threat to the University’s
intellectual standards, in their views compounding the mistake made in establishing
the Business School (Roethlisberger 1977). In the early years of the GSPA, the School
had no unique identity of its own, no set curriculum, and no faculty members
dedicated solely to Littauer’s vision of a school for ‘‘public service’’ (John F. Kennedy
School of Government 1986, 19). Faculty from the Economics and Government
departments enrolled students admitted to the School in their departmental courses,
but the Law School and Business School were less hospitable to this questionable
venture. Thus, when James Bryant Conant retired as president of Harvard in 1953, he
identiWed the GSPA as his ‘‘greatest disappointment’’ (John F. Kennedy School of
Government 1986, 36).

Conant’s successor as Harvard president, Nathan Marsh Pusey, also recognized
that the GSPAwas an institution lacking in strategic vision, or sense of purpose. For a
time, Pusey considered closing the School down. As Edith Stokey, a lecturer on public
policy, former secretary of the Kennedy School from 1977 to 1993, described the GSPA
in the early 1950s: ‘‘There was an institution, but it didn’t have a curriculum of its
own’’ (Lambert 2004, 5). Candidates for master’s or doctorate degrees in public
administration were left on their own in assembling a curriculum from the other
parts of the University. Don K. Price, Jr., soon after becoming dean of the GSPA in
1966, received both an ultimatum and marching orders from Pusey: ‘‘Build it up or I
will abolish it’’ (Lambert 2004, 5).

The GSPA’s low status within the Harvard community was a major handicap.
Thus, the desire of the Kennedy family to memorialize President John F. Kennedy
after his assassination in 1963 played an essential part in the School’s turnaround. In
1966 the GSPA was oYcially renamed the John F. Kennedy School of Government,
and the Institute of Politics was created. Under that banner, Harvard recruited
Richard Neustadt—a distinguished political scientist and author of Presidential
Power—to become director of the new Institute of Politics within the new School.
In time, Neustadt recruited an all-star cast of professors from faculty from across the
University, including Francis Bator, Joseph Bower, Charles Christenson, Philip
Heymann, Ernest May, Fredrick Mosteller, Howard RaiVa, and Thomas Schelling,
to build a new curriculum for a new Public Policy Program.

Planning the new curriculum for KSG students involved a core of eight professors
remarkable for their individual commitment and congeniality, and for their
unimpeachable academic reputations. Five senior professors—Bator and Schelling
in Political Economy, Mosteller in Statistics, Neustadt in Public Administration,
RaiVa in Operations Research—and three junior faculty—Richard Zeckhauser
and Henry Jacoby of Economics, and myself of Government—designed the
core courses that have been the foundation of a KSG education to this day. That
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core curriculum initially consisted of eight required core courses: two semesters of
economic analysis, two semesters of statistical analysis, two semesters of operations
research, and two semesters of what we described as political and institutional
analysis. In addition, students were required to participate in a colloquium
in which they were asked to apply these abstract techniques to real-world problems.
Eventually, inXuenced by the powerful presence of Larry Lynn who had become
the paragon of policy analysis and program evaluation, the relatively informal
colloquium was replaced by a regular two-semester-length course called Workshop
in which students were asked to perform the professional tasks the school
was preparing them to do: namely, oVer thoughtful analyses of whether and how
the assets of government could be deployed to deal with problematic conditions in
the society.
Obviously, the curriculum stressed teaching students the tools of social sciences—

economics, statistics, and quantitative analysis. It did so for at least three reasons.
First, it was these tools that were new to the practice of government, and to the Weld
of public administration. Second, these tools provide the basis for students to
participate in the compelling discussion about what the ends of government should
be, and whether government was actually achieving those ends, rather than the more
prosaic discussion of what form government organizations should take, and how
they should design their administrative systems to ensure reliable bureaucratic
control. Third, these tools came from demanding social science disciplines, and
helped give the curriculum of the Xedgling public policy schools a certain kind of
legitimacy in the academic world in which they were struggling for academic respect.
What was relatively de-emphasized (to make room for teaching these new tech-

niques) was courses focused on the leadership of public organizations. Of course, it
was obvious that a curriculum that sought to train public sector (by which we meant
government) oYcials could not focus on abstract techniques of social science alone.
There had to be some attention given to the application of these techniques to the
messy, real-world problems that the students would actually confront in their jobs.
(This was the point of the Workshop course.) And there also had to be at least some
familiarization of the students with the ways in which real governments actually
made and implemented policy—if for no reason other than that individuals being
trained to do policy analysis had to understand the context in which their proposals
would be considered and enacted. (This was the focus of the courses that Richard
Neustadt and I designed to go alongside the analytic courses. My own Essence of
Decision: Explaining the Cuban Missile Crisis served, in eVect, as the text for the basic
political and institutional analysis course, and has been adopted for analogous courses
in other schools of public policy, business, and other professional training programs.)
But the important unanswered question that remained was both how much eVort
should be devoted to helping students understand, predict, and intervene to change
the policy-making processes of government, and from what positions in and outside
of government itself we imagined them doing this work.
Eventually, we concluded that we had to train individuals to manage public

organizations as well as to oVer policy advice. This was, to some degree, forced on
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us by the fact that the School had a mid-career program that attracted experienced
public oYcials, and what they came expecting to learn was how to manage and lead
their organizations—not simply how to analyze policies. It was also necessitated by
the fact that, for important strategic reasons, we committed ourselves to oVering
executive programs in addition to our degree programs. The executives who came for
these courses knew that there were lots of good ideas around, and that their problem
was more often helping the government reach a choice about what to do, and
eVectively implement that choice, rather than developing a strong analytic case for
a certain line of action. They wanted training in management and leadership, not in
policy analysis.

In this setting, in 1977 President Bok asked me to become dean of the Kennedy
School. I resisted on four grounds: I was too young—at thirty-seven I would be the
youngest dean in Harvard’s history; I hoped to join the newly elected Carter
administration; I felt the next dean should be Wrst and foremost a fundraiser; and I
worried that the School lacked a coherent mission and strategy for the decades ahead.
After months of perseverance and pressure from President Bok and fellow colleagues,
I relented and accepted the job. But I did so with trepidation.

As a young faculty member, I had often cited George Bernard Shaw’s quip about
the doers and the teachers. Those who can, do; those who cannot, teach (about what
those who can do). As someone who aspired to have a foot in the world of doers as
well as teachers, I found this bifurcation uncomfortable. I must confess that while I
spend most of my time teaching and writing about what others do, in the case where
as a dean I was a doer, I never seriously wrote or thought about that. Thus what
follows are reXections of one dean, organized around lessons learned, that, I hope,
may be relevant for other deans and faculty members facing similar challenges.

As the historical records make plain, the goal of Mr Littauer and his associates in
creating the School was to establish an independent professional school of govern-
ment along the lines of other major professional schools. In fact, as has happened in
other universities, the gift was immediately captured by the parent departments of
Economics and Government in the faculty of Arts and Sciences. The funds were used
Wrst to build a building that was occupied by these departments, and then to fund
faculty members in these departments. The trade-oV was that a dean and one
administrator enrolled a number of mid-career students who took seats in other
courses otherwise oVered in the departments of Economics and Government. On
occasion, the dean’s fund permitted him to provide small grants for research or other
expenses of the faculty involved.

Thus, lesson 1: Even in a university with powerful, independent professional schools
like Harvard’s schools of Business, Medicine, and Law, a new professional school is a
foreign object in the mainstream of the academy. As a consequence, it is likely to be
regarded with suspicion and hostility. It may be rejected. If not, and especially if it
comes with scarce resources, it will likely be captured. Thus, in a Harvard-like context
during the 1930s—or even today—the most likely fate for what Mr Littauer imagined
would be its capture by strong established departments, particularly Economics and
Government.
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A special feature of Harvard is that its most sacred and ancient principle maintains
‘‘ETOB:’’ every tub on its own bottom. According to this principle, deans of
independent schools at Harvard are semi-autonomous barons—required to raise
whatever funds they spend, but given wide authority to spend their school’s funds as
they choose. This principle obviously has great disadvantages—without funds it is
not possible to build a school, appoint faculty, or enroll students. Alternatively, the
advantage of the system is independence.
From 1972 to 1977, the Kennedy School was part of a university-wide fundraising

campaign headed by President Bok. The good news is that we were included as a
party. The bad news was that the campaign failed to raise funds for the School. That
fact is a strong reminder of the limits of the conception of the School at the time. The
concept of that campaign was, as its title stated: the ‘‘campaign for public service.’’ It
featured four schools of public service—the Education School, the School of Public
Health, the Design School, and the new Kennedy School. It sought to raise funds for
those concerned about public service as reXected in these four ‘‘serving professions.’’
But in part as a result of this concept, and in part because there was no real taste for
fundraising at the School, after four years the campaign had raised only $1 million.
Because its accumulated reserves and Ford Foundation grant had been running
down, the Kennedy School was in serious deWcit. Its Wnancial viability was uncertain.
In 1977, the Kennedy School was, in sum, long on promise (given the Harvard

setting, name, and history), but short on performance—a largely unseized oppor-
tunity. One of my favorite quotations comes from the German philosopher
Nietzsche: ‘‘The most common form of human stupidity is forgetting what one is
trying to do.’’ As noted above, in my ‘‘inaugural’’ remarks to the Visiting Committee,
I laid out my vision of what the Kennedy School could become:

. To become a substantial professional school that does for the public sector much
of what Harvard’s Schools of Business, Law, and Medicine do for their
respective private professions.

. To become the hub of a university-wide Program in Public Policy andManage-
ment, mobilizing the rich intellectual resources in all the faculties of the
University and focusing them on critical issues of public policy.

Each word in this mission statement was carefully chosen. Each of the terms
mattered signiWcantly to the School, its faculty, the various Harvard constituencies,
and over time the broader public. The term ‘‘substantial professional school’’
signaled two things: a school like Harvard’s major professional schools—of Busi-
ness, Law, and Medicine—and not its minor schools of which there were consid-
erably more. And a professional school, focused on serving the profession rather
than part of the Arts and Sciences or academic tradition that forms the dominant
culture at Harvard. The second part of the mission, namely the hub of the
university-wide program, was our way of addressing and overcoming what had
been a Xawed concept of a four-legged stool for public service. It also reminded us
that issues of public policy touch competences in many of the faculties of the
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University. A new school should not aspire to duplicate these strengths but rather
to mobilize and focus them on important questions of public policy.

The mission statement was repeated over and over, at the Wrst faculty meeting each
year and in all of our literature—to the point that most faculty members could recite
it in unison. It helped to focus all our minds. Lesson 2, therefore, underlines the
importance of a vision and mission.

In the Kennedy School’s 1978–9OYcial Register, which we used to recruit students
and new faculty members, I developed the case for our vision under the banner
‘‘Excellence in Government:’’

The challenge of the modern world is government. The dynamics of national politics, the
realities of international aVairs, and the increasing complexity of society—all fuel a growing
demand for government action on behalf of genuinely urgent and worthy causes. Government
must act to ensure legitimate economic, social, and security objectives. But the dramatic
growth of government and the often indiscriminate character of governmental action can
threaten the very values government would guarantee. The urgent challenge, therefore, is to
deWne a viable role for responsible, democratic government.

The authors of the American Constitution articulated the fundamental dilemma of re-
sponsible government. In the Wrst instance, they instituted government as society’s chief agent
for the common good. Without government, who would:

. Establish justice?

. Ensure domestic tranquility?

. Provide for the common defense?

. Promote the general welfare?

. Secure the blessings of liberty?

The American Bicentennial provided a Wtting occasion to pause and review the record.
Measured by the yardstick of other human endeavors, this system of government, for all its
current shortcomings, must be judged an extraordinary success. At the same time, the makers
of the Constitution were acutely conscious that in establishing a government powerful enough
to serve the commonwealth they were creating enormous risks of irresponsibility. Such a
government might exercise authority capriciously, intrude unnecessarily, chose improper
means, or simply fail to do its job eVectively.

To cope with this fundamental dilemma, the men who met in Philadelphia fashioned
something new. On the one hand, the American Constitution makes government responsible
for defense, law, order, and liberty. On the other, it holds government responsible by
limiting authority (the Bill of Rights shields civil liberties, including private property, from
arbitrary governmental actions); sharing power among separated institutions (functions
overlap, as does power, to provide checks and balances); and enthroning the people as the
ultimate source of legitimacy (government derives its just power from the consent of the
governed). The Wnal guardian of government’s responsibility—both positive and negative—
was neither the Constitutions nor some higher authority. That duty rests squarely on the
shoulders of the informed citizenry and requires their steady participation in the business of
the nation.

The basic dilemma of responsible government persists. Twentieth-century developments
have only exaggerated its proportions. Events, both international and domestic, require more
from government; rising expectations encourage citizens to demand much more. Modern
governments must, of necessity, assume greater responsibilities than their eighteenth-century
predecessors. But a government that pledges to meet all aspirations must fail. And, it can fall
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too easily into inept and abusive practices. How then, can we hope to develop more
responsible government? SigniWcant progress must be made on several related fronts:

A Clearer Philosophy of the Aims and Limits of Government in a Mixed-Enterprise Society.

The expansion of the size and role of government over the last 60 years has not been informed
by a coherent view of the strengths and weaknesses of government. Rather, government’s
growth has resulted from a combination of sharpened sensitivities and a political process in
which problems, once formulated, readily attract advocates of government as a solution. As a
result, with minimal appreciation of the limits of legal compulsion, and frequent neglect of
the consequences when government oversteps itself, new government programs have arisen
and old programs have expanded.

Whatwenow require is harder thought about the role and size of government, and the impact
of government’s expanse on the balance between the public and private sectors.We need a clear
contemporary philosophy of government that appreciates the genius of a mixed-enterprise
society committed to individual rights, concerned for the common good, and driven by private
action determined by private initiative. Government’s role in setting the ground rules, referee-
ing the game, and intervening for special purposes is essential. Still more important, however,
are the actions of private individuals, business Wrms, associations, and even universities in
creating products and jobs, wealth and capital, knowledge, inspiration and, ultimately, values.

A New Profession of Elected, Appointed and Career OYcials.

The nation needs oYcials with stronger analytical skills, managerial competence, ethical
sensitivity, and institutional sense. The complexity of national issues and the claims upon
government have steadily outdistanced the capacity of Congress and the Executive Branch to
respond. Although critics bemoan government’s inability to cope more eVectively with issues
like inXation, unemployment, energy and economic growth, we must acknowledge the
extraordinary diYculty of government’s task. Because the problems are so unwieldy and the
implications of government’s actions so far-reaching, no sector in our society can rival
government in its need for the ablest and best-trained minds. And yet, the training provided
public servants has been clearly less adequate and more haphazard than that traditionally
aVorded businessmen, doctors, and lawyers.

Here, universities have a major responsibility. What is needed is nothing less than the
education of a new profession. This profession should include persons elected to public oYce,
individuals appointed to executive positions, and career civil servants promoted through the
ranks. But whether they serve in legislatures, executive department, or nonproWt institutions,
all should be distinguished for their analytic skills, managerial competence, ethical sensitivity,
and institutional sense.

A Deeper Understanding of Major Substantive Policy Issues

Problems, portrayed as crises, attract advocates of governmental solutions. Health, welfare,
cities, unemployment, energy—the list goes on. To act wisely on these issues, society must
know more. We need Wrst-class centers of problem-solving research dedicated to developing
solid data bases, sorting the facts, analyzing the options, and raising the level of governmental
and public discussion of major public choices. Before government acts, the informed public
must be able to look to such centers of competence for intelligent presentations of the issues.
Moreover, problem-solving research centers should provide a much greater sensitivity to the
ways in which the various private institutions in society operate and, thus, a more sophisti-
cated appreciation of the likely eVects of government’s interventions. Leading universities
have been reluctant to organize themselves seriously for public problem solving. Society can
no longer aVord this reluctance.
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The story of government initiatives of the past decade has too often been one of unintended
and unanticipated negative consequences swamping the positive results of programs whose
intent may have been worthy, but whose intellectual underpinnings were regrettably weak.
U.S. legislation regulating pensions to assure workers of a secure income at retirement is one
obvious example: it has led many smaller companies to eliminate pension plans altogether.
Avoiding traps like this will require major intellectual investments in improved understanding
of both the substantive public policy issues and the operations of business, labor, and other
major private institutions of society.

In meeting the challenge of government, Harvard should have a special contribution to
make. From its origin in 1636, it has been at the forefront of American universities in its ready
acceptance of the obligation to promote excellence in government. Eight signers of the
Declaration of Independence—including three of the more prominent leaders of the Ameri-
can Revolution, Samuel Adams, John Hancock, and John Adams—were educated at Harvard.
In the last two centuries, Harvard graduates have served as President of the United States for
more than one year in four.

The challenge posed by government today, however, is unprecedented. Government’s
present power, for good or for ill, is unparalleled. Informed citizens cannot escape the
implication of Edmund Burke’s timeless observation: ‘‘All that is required for the forces of
evil to triumph in this world is for enough good men to do nothing.’’ It is not only the right, it
is the duty of concerned Americans to contribute in whatever measure they can to make
government more responsible, competent, and eVective.

In the future, as in the past, Harvard University’s contribution will take various forms. But
the University has concluded that ‘‘business as usual’’ will no longer suYce. Society requires
excellence in government: a level of performance at least equal to that of the major private
professions. To date, however, society has not been prepared to make an equivalent commit-
ment to education for government. Over the past 70 years, we have invested in professional
education for business managers—with handsome returns. If we want managerial compe-
tence in government equal to the most outstanding performance in business, we will have to
mount a comparable eVort to train government managers.

Harvard University has undertaken this major new commitment: to build a substantial
professional School of Government that will attempt to serve the public sector in many of the
ways Harvard’s Schools of Business, Law, and Medicine serve their respective private profes-
sions. SpeciWcally, the mission of the School is:

. To develop a clearer philosophy of government in a mixed-enterprise society by giving
prominence throughout the University to the central questions about government.

. To train a new profession of government leaders with the analytical skills, managerial
competence, ethical sensitivities and institutional sense required for distinguished public
service.

. To clarify major issues of public choice through sustained, problem-solving research that
mobilizes the intellectual resource of the entire University.

. To provide students who are training for other professions with some understanding of
the problems of government.

. To serve as a focal point at which to bring together leaders from government, business
and other parts of the private sector to work on major issues of national policy.

The strategy for building a school of public policy that reXected my ‘‘Excellence in
Government’’ vision was detailed in a chart, Wrst unveiled in 1978 and revised each
year thereafter, where we presented the strategic vision of the school. This strategy
organized activity in three major divisions: graduate degree programs, executive
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programs, and problem-solving research centers. It is worth noting that when
I Wrst drew this chart, it was more in the realm of an aspiration than a description
of the KSG as it then existed. In fact, I think it would be fair to say that much of
the consciousness of the Faculty of the school was focused on one or two lines within
the box that lumped degree programs together: namely, the newly created MPP
program, and the associated Ph.D. in public policy program. The mid-career MPA
program was languishing. And there were no problem-solving research centers or
executive programs. Thus, to claim that these were to become important elements of
the future Kennedy School was to challenge the KSG to innovate and develop along a
path that no school of public administration and no school of public policy had yet
followed.
Although there were clear risks in advancing down these paths, I was convinced

that the School could not become a ‘‘substantial professional school’’ without
developing the capacities suggested by these (then) empty boxes. The school needed
to be exposed to the real, practical demands of the world it hoped to inXuence. And
the challenge to give plausibly eVective answers to urgent policy issues, and to Wnd
the means to help high-level oYcials who faced the problem of making the govern-
ment work, was the kind of cold water bath the School needed. It also seemed clear to
me that the development of these programs would help the School solve what
otherwise seemed an insurmountable Wnancial problem that stood between it, and
becoming a school that had suYcient scale to cover many disciplines, many subject
matters, and to invest in new ideas as well as to work with already established
knowledge and pedagogy.
To move down this path of innovation, we created an organizational structure that

ensured that each division, and each program within a division, had a mission, a
strategy, and resources. Resources consisted of: core faculty, money to permit the
appointment of faculty, space, and a central management team. Thus, lesson 3: the
necessity for a coherent strategy that could meet the goals of mission impact, Wnancial
sustainability, and continued academic legitimacy all at the same time.
The MPP program was the Xagship for which we developed a core curriculum. It

focused on core skills in analytics, management, major challenges of public policy,
and values. This program grew from twenty to over 200 pre-career students per year.
The MPA program, with an average student age of thirty-five, was in eVect a
stepchild of the School. But over time, curricula developed for new public policy
courses were adopted for MPAs. Indeed, the MPA program provided the arena within
which a great deal of curriculum innovation could occur that focused not only on
applied policy areas such as international relations, international development,
energy and environment, poverty reduction, etc., but also on our emergent ideas
about public management and leadership.
For the academic programs, the School’s objective was to provide teaching com-

parable to the best at Harvard. That meant Harvard’s Business School. Lesson 4
recognizes the validity of the question about ‘‘value added.’’ The Harvard Business
School formula has been caricatured: recruit people so talented that nothing the
faculty can do to them will so handicap them that they will achieve success—for

74 graham allison



which the School can take credit. The Kennedy School took a page from that book
and recruited the best students possible, while we also tried to remember, at least
from time to time, the question of what value was being added. The value added lay
primarily in the new curriculum we developed in various areas, and the new
pedagogic strategies we taught ourselves or invented. We became the largest devel-
oper of cases in public policy and public management, and began using these
materials to ensure that the process of applying the abstract ideas of our core courses
happened in the core courses as well as in the courses that required students to make
applications. We experimented with new pedagogies focusing on simulations and the
use of the class as a ‘‘case in point’’ that helped to engage the students more deeply
and more personally in the learning process.

Taking a clue from the Business School, Executive Programs became a necessary
pillar of the strategy. The basic concept for the Executive Programs was to engage
faculty in a process from which they were sure to learn as well as teach. In my
management terms, I put the Executive Programs under faculty education. When
faculty taught adults who were doing important jobs and whose opinions they
valued, they had to learn about the jobs these people did. Thus, the Executive
Programs became the major anchor to the profession for the faculty. Most of the
demand for executive programs was for help in public management, including the
politics of policy making and the management of government organizations. Unfor-
tunately, many of the faculty members, especially those trained in economics, were
unable or unwilling to teach in these programs and thus missed this magnetic pole.
On the other hand, those faculty who accepted this challenge developed important
ideas that helped answer the questions about how appointed and career managers in
government could appropriately engage their political authorizers, and oVer the kind
of leadership that created signiWcant innovations in government. Lesson 5: Executive
Programs provide a visible and essential relationship with the market—and the surest
way continually to educate the faculty about the market a professional school is meant to
serve.

As dean, I often cited a remark made by the dean of Harvard’s Medical School on
the occasion of its hundredth birthday in 1884. That acting dean was none other than
Oliver Wendell Holmes, father of the famous jurist who bore the same name with a
‘‘junior.’’ At the celebration, he commented: if the entire medical establishment (by
which he meant the Harvard Medical School and its aYliated hospitals in Boston)
were put onto a ship, taken out into Boston Harbor, and sunk, it would be better for
the health of the citizens of the Commonwealth—and worse for the Wshes. It is
interesting to consider whether Holmes’s quip was essentially correct. There is a
branch of the history of science that poses a question of various medical diseases:
when did the prevailing treatment for such diseases become therapeutic? That is, at
what point was a patient more likely to be helped than harmed by submitting to a
prevailing medical practice. Recall George Washington’s experience when he once
had a fever and called a doctor to Mount Vernon. The doctor came, put the leeches
upon him, and he died. As it turns out, for a substantial number of diseases,
prevailing practice was in fact harmful or at least neutral for most of history. Only
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in the twentieth century, with the discovery of penicillin, were great leaps forward
made.
What relevance could this have for schools of public policy? I believe that we

should ask Holmes’s question: when, in the treatment of various maladies suVered by
the body politic, did the prevailing treatment become therapeutic? Or, when might it
do so? If one asks about the treatment prescribed and administered after the Second
World War, it is clearly not unrelated to the long peace and ultimate victory in the
cold war—a period more than three times as long as the intermission between the
First and SecondWorld Wars. In other arenas, however, we are clearly doing less well.
The Kennedy School’s problem-solving research centers assemble a critical mass of

researchers, senior and junior, and challenge them to advance policy-relevant know-
ledge. In some cases such research can identify emerging threats or opportunities, for
example, terrorism. In others, it analyzes the dynamics of trends in an arena. But in
every case, a distinctive feature of problem-relevant research is seriousness about
disciplined prescriptions as well as diagnosis.
Lesson 6: taking practice seriously and capturing lessons learned. If schools of public

policy observe practice over a broad number of cases, they will Wnd that some people
are skinning cats more eVectively than others. By the ‘‘look-see’’ method, we should
then be able to identify successes and failures, begin to extract at least some elements
of the recipe, and pass that on. That should be one foundation of our research. Thus
we established the Kennedy School Case Program that quickly grew to become the
largest collection of public policy and management cases in the world. Moreover,
beyond that, as Howard RaiVa has argued, ‘‘frontiers of application’’ should spur
inventive theoretical applications.
Lesson 7: core faculty is essential. A small number of quality people can set the tone.

Commitment is contagious. The School had the good fortune of the outstanding
‘‘founding fathers’’ mentioned above, who were assembled in 1969. That group, led by
RaiVa, established the standards for faculty appointments, which moved beyond the
metricusedby facultyofArtsandSciencesdepartments.TheWvecriteria adoptedby the
faculty and applied today in Kennedy School hiring decisions are: (1) quality of mind;
(2) research andwritten product; (3) teaching; (4) demonstrated attainments in public
policy and management; and (5) institutional citizenship. Finding individuals who
achieve the requisite distinction on all Wve dimensions has remained a great challenge.
Lesson 8: fundraising is mostly a matter of hard work. I often thought of it in terms

of dollars per hour. I started oV earning about $100 an hour. As I got better, I got to
the rate of $1,000 an hour. By the end I was earning about $10,000 an hour. But that
means that raising $1million takes one hundred hours, $10million a thousand hours,
or roughly half a year. Over my twelve years as dean, I spent approximately half my
time fundraising as the School’s endowment grew from $20 million to $150 million.
Lesson 9: most academics fail to appreciate the ways in which space shapes activity.

The Kennedy School had the good fortune to build a number of new buildings,
thanks to our success in fundraising. This helped us deliberately shape our identity.
Central to this eVort was the creation of the Kennedy School Forum, a multistoried
atrium that serves as our town square and food court by day, but becomes the
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University’s premier location for public debates each evening. Seating 750, in a cross
between a New England town meeting hall and the Greek agora, the Forum provides
for the Kennedy School and other University students what has been called an ‘‘extra
course.’’ A regular visitor to the Forumwill encounter, and often have an opportunity
to question, scores of heads of state and former presidents and prime ministers,
political candidates, and policy advocates of all stripes.

Lesson 10: the centrality of the management team cannot be overemphasized. To the
extent that people can become part of such a team, they multiply the eVects of any
dean. The temptation is to imagine that one can do it oneself or do better than one’s
colleagues. But even if one’s performance was consistently better than other members
of one’s team in any speciWc task, the multiplication that comes from a second person
and third and fourth far exceeds what any single person can do him- or herself.

Lesson 11: in any ambitious pursuit, mistakes are inevitable. We can think of Type 1
and Type 2 errors—sins of omission and commission. I think the sins of omission are
more common in academic administration and that we should worry less about the
mistakes of commission. I certainly tried to err on the side of commission—and
committed my share.

Lesson 12: on the press, I never truly Wgured out how to deal with it. Over time, we
created a Center for Press, Politics, and Public Policy, in order better to understand
the role of the press in government. Its role in the building of a school of public
policy could also be much better understood. A popular song advises: ‘‘Don’t piss
into the wind.’’ Few of those engaged in trying to build schools of government have
taken that advice. Obviously, this has been a hostile environment for government
from Nixon and Watergate to Carter, who was perhaps the most viscerally anti-
government of recent presidents, and Reagan. As was so often the case, Ronald
Reagan said it best in his inaugural address: ‘‘Government is not the solution to
the problem; government is the problem.’’

The Kennedy School never eVectively targeted this hostility or found any way to
deal with it. Nor, unfortunately, has the profession.

Finally, lesson 13 is the satisfaction of institution building. Most deans complain a lot.
I certainly did. But through that experience, and looking back, one has to be grateful
for the satisfactions provided by the opportunity to build and shape an institution
whose impact extends beyond one’s own reach and perhaps even beyond one’s own
time.
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chapter 4
...................................................................................................................................................

TRAINING FOR POLICY
MAKERS

...................................................................................................................................................

yehezkel dror

This chapter discusses training for policymakers by focusing on a politically incorrect
subject, namely training of rulers in grand-policy thinking. But the analysis and
recommendations applywith someadjustments to all types and levels of policymakers.
The importance of rulers and their quality is widely recognized, but needs and

possibilities for improving them are not only ignored, but taboo. If rulers would in
the main perform well this would not matter much. However, it is enough to observe
governments and their heads in action to reach the conclusion that even the best of
rulers often fail to cope adequately with increasingly fateful choices. And the few very
good rulers, too, make grievous mistakes the costs of which are constantly increasing
because of the growing future-shaping power of human action. Therefore, steps to
improve the performance of the highest strata of policy makers are imperative.
The performance of rulers depends on a range of intrinsic and extrinsic variables.

The required qualities are multidimensional, ranging from moral character to pol-
itical skills. Ways to improve them vary, from improving governance systems within
which they operate as a whole to trying to improve their characters, stimulate their
‘‘emotional intelligence’’ (Goleman, Boyatzis, and McKee 2002), and restructure
advisory systems. However, given institutional rather than revolutionary leadership,
where other qualities are crucial, grand-policy training may often be a very cost-
effective approach.
The required performance of rulers and their relative importance depend on

situations. However, a core function of all rulers is to fulfill a major and often critical
role in decision making and in particular grand-policy crafting.
Governmental decisions can be divided into relatively routine decisions dealing

with current issues, which are not expected to make much of a difference; and what
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I call ‘‘grand policies’’ which aim at massive effects on the future. Grand policies
consist of various combinations of single critical choices and long-term strategies.
Critical choices are illustrated by dropping the nuclear bombs on Japan, approving a
large infrastructure project, or joining the European Union. Long-term strategies
include moving from a command to a market economy, giving priority to the young
in public health services, trying to promote democracy in the Middle East, and
efforts to become a learning society.

Most choices need improvement. However, grand policies exert more influence
on the future and are more intricate. Therefore, a high priority task is to upgrade
grand-policy crafting qualities of rulers.Doing sodependson availability of knowledge
onwhich effective grand-policy training of rulers can be based. The basis thesis of this
chapter is that such knowledge is available, in part readily so and in part in raw form
which can be reprocessed. This proposition will be supported by presentation of a
prototype core curriculum for grand-policy training of rulers together with selective
references to pertinent knowledge and some comments on training modalities.

1. Core Curriculum
.......................................................................................................................................................................................

The proposed core curriculum is equivalent in content to a preferable model of
cognitive capacities of a high-quality ruler in his grand-policy crafting roles. It
includes twenty closely linked and in part overlapping themes or subjects, presented
concisely, together with select references as mentioned and comments on mentors
and didactics adding to what has been postulated above.

A special form of ‘‘grand policies’’ deals with institution building and structural
change. Going back to classical views of rulers as ‘‘law givers,’’ revamping institutions
and building new ones is a major modality of ‘‘grand policy.’’ Illustrations include
constitution writing, building new governance structures such as the European
Union, changing global governance, and building a market economy. Throughout
the training, this grand-policy form should be taken into account with attention to
the importance of institutions (North 1990) and institutional design (Goodin 1998)
within the various subjects.

1.1 Separating Politics and Policy

The first imperative is the capacity to make a clear analytic distinction between policy
and politics. These closely interact, often overlap, and in part cannot be separated
even analytically. The absence of different terms for ‘‘politics’’ and ‘‘policy’’ in most
languages other than English reflects the difficulties of that distinction. Furthermore,
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modern democratic politics often pushes rulers in the direction of subordinating
policy to politics and marketing, with rulers often giving priority to ‘‘blowing of
bubbles’’ over weaving the future. But grand-policy quality depends on the ability of
rulers to differentiate between policy and politics and giving priority to policy
requirements before making unavoidable compromises with political reality. Train-
ing should clarify and emphasize this distinction.
However, political feasibility must not be neglected. A grand-policy option which

cannot be implemented in the foreseeable future because of lack of essential political
support or other crucial resources is not one to be chosen, though crafting it as a
contingency policy to be realized when conditions change is often to be recom-
mended. Therefore, political feasibility and ways to increase it should be included in
the curriculum within the broader context of feasibility testing and policy resources
amplification as a whole—but without going into the substance of power mobiliza-
tion and political marketing.
Here, training is sure to run into a difficulty. Participants will wish to discuss

politics and marketing. There is no lack of good literature dealing with policy making
in its political context which can be referred to (Stone 2001). Having mentors who
know politics and who demonstrate this knowledge from time to time, but without
being distracted from the main curriculum, can help a lot.

1.2 Value Clarification and Goal Setting

Grand policies are value based, goal directed, and goal seeking. If the values are
superficial and slogan-like and the goals are misperceived then choices will be
counter-productive. Hence the importance of improving value clarification and
goal setting. However, value judgement is a subjective process entrusted by the
basic norms of democracy to elected politicians, subject to legal review and some-
times public override. Improving their value judgement and goal setting must not
undermine their prerogative and duty to make legitimate value judgements, but
rather help them clarify their values and operationalize their goals.
This raises a serious moral problem concerning training of evil rulers which will

make them more effective in doing evil (Kellerman 2004, ch. 10). Therefore mentors
need a professional code by which to train. Given Western democracies this is not an
acute problem, though one to be kept in mind.
Relevant issues to be taken up in grand-policy training include, for instance:

1. Moral and political tensions between following values and desires of the
public as against advancing values which the ruler, after full consideration
and soul searching, regards as normatively and realpolitically correct (includ-
ing the tangential issue of how far educating the public to higher values is part
of his mission).
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2. Tragic choices between meeting present needs as against trying to take care
of future generations, including coping with the congenital defect of dem-
ocracy of future generations not voting now, though heavily impacted by
present decisions.

3. Relations between moral intentions, rule-based value judgements (including
legal approaches), and consequentialism.

4. Serving individuals as supreme values by themselves as against advancing the
thriving of societies.

5. Psychological and moral contradictions between intensely believing in select
values and knowing that one’s beliefs are largely a product of personal
circumstances which one did not choose, such as the period, culture, and
family into which one is born.

6. Related, the tension between looking on values as a sociocultural fact and
believing in them. And between trying to adopt a cold stance and an attitude
of clinical concern on one hand and intensely striving to realize values to
which one is deeply committed on the other.

7. Taking into account future unpredictable values, including providing open
options for future generations to realize whatever values they may have, as
against trying to fortify present values against change.

8. The dilemma between clarifying the value and goal priorities on which a
decision is based as against maintaining coalitions and mobilizing support
by keeping values and goals ambiguous and opaque.

9. The increasingly acute dilemma between advancing the interests of one’s
country and taking into account the good of humanity as a whole, what I call
raison d’humanité (Dror 2002, ch. 9).

10. The problematic of applying value judgements and goal priorities to specific
situations as an iterative process.

11. On a different level, but at least to be posed: the personal dilemma between
fulfilling one’s mission and advancing values on one hand and taking care of
one’s career on the other.

Such subjects are to be taken up with the help of a broad set of value clarification and
moral reasoning approaches. Examples include the following:1

. Socratic dialogue, helping self-clarification of values.

. Select basic normative frames, such as religious, Kantian, and utilitarian.

. Soft psycho-didactics, facilitating differentiation between motifs and drives on
one hand and values on the other.

. Exposition of often neglected value and goal dimensions, such as preferences
in time stream, attitudes to risks, and elasticity as a goal.

. Philosophic discourse posing categorical imperatives, clarifying values (such
as in political philosophy), and presenting ways of helping value judgements.

1 See Boyce and Jensen 1978; Levi 1986.
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. Logical and behavioral contradictions between values.

. Sensitivity testing to identify and clarify value choices and goal priorities
necessary in specific choice contexts.

. Concept packages provided by jurisprudence and philosophy helping to en-
rich value thinking and deal with value conflicts, including use of decision
rules.

. Discourse on especially problematic value judgement situations, such as
‘‘moral bad luck’’ (Statmen 1993) and ‘‘tragic choice’’ (Calabresi and Bobbit
1979).

. Welfare economics ideas and theorems salient to value consideration, such as
Pareto optimum and the Arrow paradox.

. Construction of value and goal taxonomies and hierarchies.

. Goal-costing and microeconomics methods for considering costs–benefits of
alternative value and goal mixes.

. Critical clarification of substantive values of high importance in many grand-
policy spaces, such as human rights and duties, equity, reducing poverty,
environmental values, animal rights, ‘‘fairness,’’ communitarianism, ‘‘just
war,’’ and so on.

Training in value clarification and goal setting is very demanding, in terms of
contents and interface with senior decision makers alike. Resistance to being told
how to think on values and goals can be overcome by focusing on helping
participants to make their own judgement, without presuming to tell them what
their values should be. Helpful are uses of court judgements and, especially, literary
texts with discussion of the ethical issues raised in them (Nussbaum 1995).

1.3 Creatively Weaving the Future

Grand policies are instruments aiming at—to use a striking term coined by Plato in
The Statesman—‘‘weaving the future’’ through creatively combining present contra-
dictory materials and processes into making a better future. More specifically, grand
policies try to reduce the probability of bad futures, to increase the probability of
good futures, as their images and evaluations change with time, and to gear up to
coping with the unforeseen and the unforeseeable.
To introduce a different metaphor, in grand-policy crafting rulers perform as both

composers and conductors, with composing being much more difficult, original,
personal, and important than conducting, however essential the latter is to realiza-
tion of the compositions, giving them varied interpretations, and adjusting them to
changing situations.
The metaphor is revealing, though a ruler is very different from a composer in

working within organizations and composing and conducting in union as well as
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competition and also conflict with peers, advisers, organizations, and societies. The
freedom of innovation enjoyed by a great composer creating on his own is larger by
many orders of magnitude than the constrained space of creation open to rulers. Still,
creation is at the core of grand-policy crafting, all the more so in our epoch when
rapid change makes the wisdom of the past into the stupidity of the future, and
invention of new options fitting radically novel situations and values is a must. The
ruler should in part operate as a creator (as well as transformer and change agent)
and his mind pictures and ‘‘inner visibility’’ (Panek 2004) are of profound import-
ance, on a minor scale ‘‘on line with the mind-music Beethoven heard when he was
deaf ’’ (Gelernter 2004). If the ruler himself cannot be a real creator, at least he should
facilitate policy option creativity and be eager to consider and absorb new ideas after
open-minded but critical evaluation.

To go one step further, high-quality grand-policy crafting in an epoch of trans-
formations requires visions up to elements of utopian thinking. This is crucial for
revolutionary rulers, but also increasingly essential for institutional rulers—who,
whether they like it or not, face quasi-revolutionary situations sure to characterize
the twenty-first century. Grand-policy training cannot make rulers into visionary
leaders. But training can achieve awareness of the importance and nature of the
future-weaving mission of rulers with its creative elements.

On a more operational level, to be emphasized and illustrated is the scarcity of
promising options for main policy issues and therefore the practical need for option
invention, to be sought, encouraged, and pushed by rulers. No less important is the
negative necessity to engage in iconoclasm of policy orthodoxies. ‘‘More of the
same,’’ however politically convenient and organizationally attractive, is frequently
worse than doing nothing. Encouraging rulers to be skeptical about accepted ‘‘solu-
tions’’ is therefore an important part of the training.

1.4 Time Horizons

Grand policies aim at long-term impacts. But this general statement needs specifi-
cation so as to help rulers to adopt preferable time horizons adjusted to the features
of different policy spaces.

Four main criteria are relevant:

1. Value preferences which postulate the relative importance given value-wise to
results at different points in the future, with care to be taken to avoid errors
such as discounting results in time stream as if one deals with old-fashioned
portfolio investments.

2. The life cycles of relevant policy spaces and the time needed for a decision to
reach its main impact.

3. Predictability, with uncertainty and inconceivability usually increasing with
the length of time horizons.
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4. Political and personal cycles, to assure sufficient time for a grand policy to
have a meaningful impact.

For most grand policies medium- and long-range effects should be aimed at,
ranging from about five years to multiple generations. The life cycles of most
grand policies usually have a similar range. But predictability rapidly decreases,
with the outlook beyond five years and more becoming increasingly uncertain and
dense with inconceivability. And political and personal cycles in democracies range
from four to ten years.
It is the contradictions between long-term values and long implementation cycles

on one hand and unpredictability and short political and personal cycles on the other
which constitute a main cause of the fragility of grand policies. Uncertainty sophis-
tication, as discussed later, can help, as can political stratagems and governmental
structures facilitating policy continuity. But the dilemma is serious, often undermin-
ing the very significance of grand policies and making them less attractive to rulers.
Training can expose these problems, suggest treatments, and illustrate coping

practices, such as multiphased time horizons divided into five-year intervals with a
maximum, in most cases, of twenty-five years. Other possibilities include increasing
policy continuity between governments by building consensus and institutionalizing
grand policies.
Relevant experiences and ideas are available in literature dealing with planning and

strategy (Ansoff 1979; Steiner 1997).

1.5 Thinking-in-History

The basic reasoning of grand-policy crafting is one of intervening with historic
processes so as to achieve desired impacts on the future. This requires, first of all,
‘‘thinking-in-history’’ with emphasis on macro and deep history. Required are
mapping of the evolutionary potential of the past as evolving into the future,
designation of policy spaces where interventions are necessary to prevent the bad
and achieve the good, identification of main drivers of the future, and pinpointing of
a subset of such drivers which can be influenced by deliberate governmental action
and thus serve as policy instruments.
All this should be seen within an overall view of human history as shaped by a

dynamic mixture, which is changing non-linearly, between necessity, contingency,
mutations, and random events—as influenced by human deliberate or unintended
interventions.
This formulation fully exposes the presumptuous nature of grand-policy crafting

and the dangers of unintended and bad results even when choices are based on the
best knowledge and the highest cognitive qualities that human beings can achieve.
Therefore, it is only the near-certainty that ongoing historical processes
may well result in very bad and also catastrophic futures and the expectation that
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well-considered governmental, selective, and carefully considered interventions with
historical processes have a good chance to avoid some of the bad and achieve more of
the good that justify grand-policy crafting and implementation.

The proposed view of historic processes and the conjecture on the potentials for
the better of grand policies are foundational for training. Foci of attention include:

1. The dependence of all choice on assumptions concerning causal relations
between what is done now and what will happen in the future.

2. The both doubtful and complex nature of such assumptions, requiring on the
emotional and personality levels a good measure of skepticism combined
with decisiveness; and on the level of cognitive processes a lot of uncertainty
sophistication as epitomized in the perception of choices as ‘‘fuzzy gambles,’’
discussed later.

3. Themoral and realpolitical imperative to seek the best possible groundings for
grand policies, in terms of reliance on whatever salient knowledge is or can be
madeavailable, seriouspondering, andoptimal reasoningandchoiceprocesses.

Participants should be provided with at least a window into thinking-in-history
and its requirements of lifelong reading and both abstract and applied thinking. A
preliminary step is to alert them to the dangers of wrongly applying history to
current issues, as first pointed out by Nietzsche. These include wrong reliance on
historical analogs (May 1972; Neustadt and May 1986) and fixation on surface
events without understanding their embedment in deeper processes.

Some classical writings do try to base statecraft on the study of history, as
illustrated by the meditations of Machiavelli and The Peloponnesian War by Thu-
cydides. These should be referred to, with participants asked to read, if possible
before the training activity, one or two books providing a vista of long-term history
(Denemark et al. 2000; Gernet 1996), a text or two on the dynamics of history
(Hawthorn 1991), and another book or two in philosophy of history and historiog-
raphy (Braudel 1980). More realistic when maximum reading requirements are
limited is demonstrating thinking-in-history and exercising it by application to select
grand-policy spaces.

1.6 Understanding Reality

Understanding reality as in between the past and the future is of paramount
importance while being very error prone. To improve the ‘‘world in the mind’’
(Vertzberger 1990) of rulers so as better to fit reality and its dynamics is therefore a
main training task.

It is inherently impossible for human beings to take a ‘‘view from nowhere’’
(Nagel 1986). But the propensities to misread reality because of cultural and
personal blinders and motivated irrationality (Pears 1984) can be counteracted and
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participants can be helped to exit misleading ‘‘boxes’’ and ‘‘frames’’ distorting their
perceptions of the world.
A lot is known on factors distorting social imagery, cognitive maps, and reference

theories of rulers. There is also quite some knowledge available on the difficulties of
improving reality images through providing new information. The rich literature on
intelligence failures and distortions can serve as a solid basis for training (Codevilla
1992). Findings dealing with dramatic recent intelligence failures, such as on the
terror attack on the USA (National Commission on Terrorist Attacks 2004), can serve
as excellent training material to ‘open the minds’ of rulers in ways very helpful to
grand-policy crafting.
Very important is enrichment of the concept packages of rulers so as better to

perceive and process reality. Thus, the concept of ‘‘second strike capacity,’’ very novel
at its time, was crucial in providing understanding of new strategic realities produced
by nuclear weapons. Therefore, adding to the mental vocabulary of rulers concepts
such as ‘‘soft power’’ (Nye 2004), ‘‘inconceivability’’ (Dror 1999), ‘‘fuzzy gambling’’ as
discussed later, ‘‘virtual history’’ (Ferguson 1997), thought experiment (Sorensen
1992), ‘‘distant proximities’’ (Rosenau 2003), and many more can help to improve
mental images of reality in ways improving grand-policy thinking. But relevant
literature is dispersed over a large range of disciplines, illustrating the need for
multidisciplinary bases for grand-policy training of rulers and its dependence on
very knowledgeable mentors.
It is easy to present rulers with descriptions and analysis of select aspects of the

world (such as some chapters in Lord 2003). Taking up one critical but often
misunderstood dimension in order to illustrate needs and possibilities to arrive at
deeper understanding can be quite useful, with ‘‘globalization’’ being a good ex-
ample. But grand-policy training for rulers should provide them with insights,
understandings, frames, theories, approaches, reasoning modalities, etc. which will
stand the test of time and be applicable to a large variety of changing situations, not
monographic knowledge sure to be outdated soon.
Quite different is the question whether one should include in the program

exploration of fundamental, very stable parts of reality, such as ‘‘human nature’’
and its competing explanations in terms of fixed essence as against cultural forma-
tion (Ridley 2003) and the nature of ‘‘evil’’ (Bernstein 2002). It might be a good idea
to expose participants to such problems so as to open their minds, perhaps by guest
lectures and short readings. But overloads must be avoided and many important
subjects not directly related to grand-policy thinking as such must necessarily be
excluded from most training programs for rulers.

1.7 Foresight

Understanding historical processes, including their inherent uncertainties and incon-
ceivabilities, is an essential foundation. But directly needed for grand-policy crafting
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is foresight, the ability to foresee alternative futures and the likely consequences of
different interventions with historical processes—so as to decide what to do now and
what to plan to do in the future, subject to revisions depending on actual develop-
ment.

To put it into a literary form, which may be insight providing to participants,
foresight (and understanding reality) aim to reduce regret ‘‘if only we could know!,’’
as central in the view of one interpretation to the works of Chekhov (Kataev 2002).

However, the dependence of choice on foresight is, as already indicated, the main
cause of policy fragility. Our epoch is one of ruptures in historical continuity
together with a lot of invariance. Therefore, it is very likely that future historical
processes, also in the near future, will be in part radically different from what we
know from the past, so that even perfect understanding of the past—which does not
exist—cannot provide reliable knowledge on the impacts of different grand policies
on the future.

Still, quite some foresight is possible thanks to the relative stability of some main
historical structures and processes and some understanding of change. These are the
grounding of four main outlook approaches:

1. Extrapolation, with past and present facts and dynamics being projected into
the future.

2. Theories and qualitative and sometimes quantitative models based on them
from which conditional predictions can be derived by changing the time
parameters.

3. Intuitive knowledge, whether professional, local, or naive, which provides
subjective images of the future based on tacit knowledge and pattern recog-
nition, expertise, and experience.

4. Imagination, whether ‘‘wild’’ or based on various forms of intuition and
experience.

The trouble is that the three first families depend on the past, either directly or as
processed into theories and experience. The nature of imagination is not clear and
may in part transcend the past, but its validity cannot be evaluated. Therefore
basing policies on imagination concerning likely futures (as distinct from utopias
which present ideal futures relevant to value clarification) is reckless, however
stimulating the images of the future of some thinkers may be.

In terms of both ontology and epistemology, because of the contingent and
mutative nature of future-shaping processes and the limits of human understanding
of such processer, the future has to be viewed as largely underdetermined by the past.
And, the less the future is determined by the past the less can it be foreseen, both
inherently and because of the dependence of foresight, including also highly struc-
tured outlook and forecasting methods, on the past—with the hypothetical excep-
tion of wild imagination, with its many dangers.

We must not have an exaggerated view of future-shaping processes as being
chaotic, as there is a lot of continuity. However, the twenty-first century will be
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characterized by many discontinuities and reality-mutating events, making the
future in part inconceivable. The conclusion is that the best foresight is in large
parts doubtful as a basis for choice. But choice is unavoidably based on foresight,
however in need of skepticism. It follows that grand-policies are largely in their very
nature and essence ‘‘fuzzy gambles.’’ This is a critical conclusion for the training of
rulers.
Explaining the problematic nature of outlook is not difficult, all the more as reality

provides many striking illustrations. But care must be taken to avoid too extreme a
conclusion, making rulers doubt equally all outlooks and motivating them to trust
their own intuition more than professional guesstimates of alternative futures. Over-
chaotic views of the future will also result in recklessness or unwillingness to adopt
long-term policies when clearly essential. Worst of all is the escape of rulers from
uncertainty into fixed and arbitrary assumptions, as if the future is subject to their
commands, or reliance on astrology and similar stupidity.
Therefore, care must be taken to balance presentation of uncertainty and incon-

ceivability with emphasis on the many important features of reality and its dynamics
which are invariable within policy-relevant timespans, making carefully prepared
foresight useful though doubtful.
A special problem is posed by circumstances in which ‘‘confidence’’ is more

important than foresight, namely revolutionary situations when it is necessary to
trust that God or History are on one’s side, so that the effects of ‘‘self-fulfilling’’
prophecy can be mobilized to make the nearly impossible a little less impossible
though still very unlikely. But in most situations overdoses of ‘‘confidence’’ (Kanter
2004) are very dangerous, realistic guesstimation being instead required together
with prudence and also doubts and skepticism, combined with decisiveness.
There is no scarcity of literature on which exploration of foresight approaches as

well as critical examination of predictions can be based (CIA 2004; Lempert, Popper,
and Bankes 2003; Molitor 2003).

1.8 Cogitating, Feeling, and Dreaming in Terms

of Alternative Futures and their Drivers

At the core of the curriculum and summing up much of it are thinking, feeling,
imagining, dreaming, speculating, guesstimating, and planning in terms of alterna-
tive futures, rise and decline, realistic visions and nightmares, etc., together with their
drivers and policy instruments.
Rulers need to be trained and habituated to exercise all their mental facilities to

play with and consider in-depth alternative trajectories into the future and the
actions they need to take, to reiterate a key formulate, in order to improve the
probability of the desirable ones, decrease the probability of the undesirable ones,
and gear up to coping with the inconceivable sure to come.
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The vast difficulties of doing so are brought out by ‘‘if–then’’ historical specula-
tions, nowadays called ‘‘virtual history’’ (Ferguson 1997). To take a relatively simple
example, let us assume that Hitler had been assassinated in 1938. It is very likely that
the Shoah would never have happened and that Hitler would be remembered mainly
as a great German statesman, a ‘‘second Bismarck.’’ But what European, Jewish, and
global history would have been like is a matter for wild speculation, with available
understanding of historical processes being very inadequate for providing support-
able conjectures.

This is the case concerning the past, when we know many facts. All the more
difficult is consideration of alternative futures, which is a kind of futuristic virtual
history dealing with the question: If I do so-and-so what is the future likely to be? Or,
more sophisticatedly: If I do so and so, what is the likely range of possible futures?
But, however doubtful and in part speculative, this is the stuff on which grand
policies are unavoidably based.

Cogitating, feeling, and dreaming in terms of alternative futures and their drivers
as central to policy making involve five main elements:

1. As indicated, the hub aroundwhich all choice circulates is ‘‘alternative futures,’’
a concept first worked out by Bertrand de Jouvenel (Jouvenel 1967) and called
by him ‘‘futuribles.’’ The ruler’s mind has to imagine and think in terms of
alternative futures of main policy spaces and all of them together, consider
which ones have to be prevented and which ones have to be facilitated, identify
main drivers which will further the prevention and realization of the various
alternative futures, and select a subset of the drivers which can serve as policy
instruments to be integrated into grand policies, including institutional ones.

2. The need is not only for deliberate and disciplined thinking in terms of
alternative futures and their drivers, but for exercising one’s entire mind.
Imagining alternative futures, dreaming about them, and speculating on
them are essential for injecting much-needed creativity and for tuning the
ruler’s entire mind to operating in terms of alternative futures.

3. Imagining, dreaming, speculating, guesstimating, and finally planning and
crafting of grand policies require multiple frames so as not to get lost in the
kaleidoscopic, multifarious labyrinths of the future. The most demanding but
often critical frame is rise and decline of nations, regions, communities, and
humanity. However speculative in part, it provides a basis for deep and
holistic thinking on alternative futures.

4. Concrete and directly guiding grand policies are realistic visions and night-
mares. These are specified alternative images of near and middle-range
futures to be approximated or prevented. To check realism and to derive
from them policies, they should be linked to present dynamics by scenarios
and roadmaps.

Realistic visions and methods for working them out are well recognized in business
literature (Hamel and Prahalad 1994) and practice. Military experience is relevant
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to considering ‘‘worst-case’’ nightmares and their shortcomings. Some countries
have prepared realistic visions. All of these provide good bases for training.
More difficult is facilitation of thinking in terms of ‘‘rise and decline.’’ Classical

writings by Gibson, Toynbee, and Sprengler are in part stimulating, but training
should critically discuss modern literature and apply it to select grand-policy do-
mains (Kennedy 1987; Olson 1982; Tainter 1988).

1.9 Critical Mass Interventions with Historic Processes

The applied purpose of thinking-in-history, cogitating in terms of alternative futures,
etc. and the main rationale of grand policies are to design, plan, and implement
interventions with historical processes so as to try and weave a better future. Such
interventions with historical processes are, on the most fundamental level, based on a
philosophy or theory of history and of reality as a whole (McCall 1994), which—as
mentioned—regards the future as produced by a dynamic non-linearly changing mix
between (1) necessity, that is, deterministic processes, whether simple or probabilistic
(taking the form of stochastic chains); (2) contingencies, that is, pre-fixed sets of
alternative futures without predetermined probabilities; (3) mutations, that is, rad-
ical shifts and ruptures in continuity leading into what prospectively are largely
inconceivable directions, as a result of processes which may or may not be predeter-
mined or indeterminate to various degrees; and (4), in part overlapping the last
category, what from a human perspective are random events, such as the idiosyn-
cratic behavior of a powerful ruler.
Given such an image of historic processes, there is scope for human weaving of the

future to the extent that a human agency controls resources which can have impact
on future-making processes.
As already emphasized, the future-shaping power of human decisions and actions,

including by governments and rulers, is increasing by orders of magnitude, mainly as
a result of science and technology. However, this conclusion has to be reconsidered
within a broader canvas of the potential for human free will to shape the future as in
being between values and desires as independent drivers on one hand and stubborn
facts of reality as limiting free will and future-shaping possibilities on the other. An
extreme idealistic view of human nature and history would grant to freely chosen
human values and desires very much influence on the future, while an extreme
materialistic view would minimize the existence of free human choice and its impact
on the future. Between such extreme positions, the proposed view recognizes the
rapidly increasing weight of human action as decided in part by free human choice in
influencing the future, but regards this influence as constrained by limits on free
choice and historic events and processes beyond human influence. Furthermore, and
this is very important, there is a world of difference between the overall impact of
human action on human futures and human impacts on the future which are
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purposeful and are more or less in line with what is aimed at by partly free choice.
Much of the growing impact of human action on the future is not intended and even
less of the impact fits freely chosen values and goals of human agencies entitled
according to accepted ideologies to engage in future shaping, such as legitimate
governments and rulers.

Furthermore, not only are many impacts unintended but they are also undesired,
with a rapidly increasing risk of unintended very bad impacts resulting from the
growing gap between rapidly increasing human power to influence the future, and
more or less stable human capacities to exercise these powers so as to prevent the bad
and achieve the good.

It is this widening gap between growing impact power and relatively stable
decision-making quality which poses the main challenge to grand-policy training
of rulers and makes it into an endeavor which may have macro-historic significance.

However ‘‘philosophic,’’ these perspectives should be discussed with participants
as basic to serious grand-policy thinking. This, together with explanation of the
purposes of the training as providing perspectives, understandings, and approaches,
not techniques.

On a more applied level, the main purpose of training of rulers can be reformu-
lated as augmenting their capacity to weave the future according to their clarified
values and prioritized goals, insofar as legitimate within accepted constitutional
norms. An important element of this capacity is their understanding of the potential
as well as limits of their ability to achieve desired impacts on the future, including
much uncertainty on what the limits of their effective choice are—as evidenced by
the many historical cases of very large impacts which could not be expected in
advance together with the many cases when effects which were reasonably expected
and aimed at were not realized.

Training of rulers should provide them with an understanding of this
complex relation between their future-shaping power and their actual impact on
the future. Furthermore, participants should realize that to a meaningful though
limited extent their impact on the future depends on their personal capacities,
including the quality of their grand-policy thinking at the augmentation of which
the training is directed.

Given such an understanding of historical processes, effective efforts to shape the
future through intervention in historical processes must meet six conditions:

1. A will to shape the future.
2. Some operational notions of what constitute ‘‘good’’ or ‘‘bad’’ futures.
3. Adequate understanding of historical processes, so that the chances of inter-

ventions having effects for the better are higher than the risks of bad out-
comes.

4. Capacities to translate the understandings into grand policies.
5. Sufficient resources—political, economic, human, etc.—to achieve critical

masses of intervention in historical processes so as to have a substantive
impact on them.
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6. Implementing capacities adequate to translating the grand policies into
effective action and applying the resources effectively and efficiently.

The need for ‘‘critical intervention mass,’’ including often but not always ‘‘large-
scale’’ policies (Schulman 1980), needs emphasis, all the more so as it is often
ignored in theory and practice alike. Political and other pressures together with
resource limitations frequently result in dispersal of limited resources over many
policies with the result that often minimum critical mass thresholds are not
reached and as a result policies do not have the desired effects. Hence the need
to set priorities and focus resources on a limited number of grand policies so as to
achieve adequate intervention masses, together with ways to make this feasible—
such as by nominal allocation of limited resources to other policies so as to meet
demands without really expecting much impact, while concentrating main efforts
on a limited number of grand policies.
Critical mass thresholds vary with the rigidity or fragility of given historic pro-

cesses and the extent of change aimed at in historic trajectories. Thus, in some cases
relatively minor interventions can operate as a ‘‘tipping points’’ while in others only
large-scale interventions provide a chance to achieve desired impacts.
Crises sometimes provide unique opportunities to have significant impact with

limited intervention masses, as will be discussed later. Even more special a case is the
‘‘throwing of surprises at history’’ as a way to try and achieve major impacts with
limited resources by creating a ‘‘fulcrum’’ effect. Illustrations include sudden devalu-
ations and surprise attacks or agreements.
Discussing with participants situations when throwing of surprises at history is

justified despite its risks, to avert great dangers or avail oneself of short windows of
opportunity, is a good way to clarify the idea of critical mass interventions with
historical processes. It also illustrates a special type of grand policy taking the form of
critical choice, and brings out the problematic of taking risks as against that of being
prudent together with the importance of creativity.
Crucial to effective interventions with history are the causal assumptions on

which they are based. Required is explication of such assumptions, critical examin-
ation of their bases and validity, and clarification of their quantitatively and
qualitatively probabilistic nature at best, and their being often guesstimates and
speculations.
Especially difficult for many participants to absorb, as distinct from abstractly

understanding, is the unavoidable conclusion that the most ‘‘practical’’ decision
maker depends unavoidably on multiple and often quite hypothetical conjectures,
assumptions, theories, and speculations. Not less difficult is the required thinking in
terms of quantitative and qualitative uncertainties and inconceivability. And hardest
of all to accept and act upon is the simple but striking conclusion that all major
choices, including grand policies, are in their very nature and essence ‘‘fuzzy gam-
bles,’’ with rulers being in crucial respects gamblers with history, often for high and
also fateful stakes.

94 yehezkel dror



1.10 Fuzzy Gambling Sophistication

All that has been said leads to the conclusion that grand policies are in their very
nature ‘‘fuzzy gambles,’’ that is, gambles without fixed rules the very nature of the
outcomes of which is in large part ambiguous, indeterminate, and unknowable in
advance. Therefore, to re-emphasize a crucial point which is central to grand-policy
training of rulers, one of their most critical tasks is to engage in fuzzy gambling,
often for very high stakes. They need not delve into the philosophic, psychological,
and methodological aspects of fuzzy gambling and its improvements, but they
definitely need awareness of this essential nature of their choices and its problems
and familiarity with ways of coping—in short, they need ‘‘fuzzy gambling sophisti-
cation.’’

This conclusion is intellectually irrefutable, but very hard to accept emotionally
and anathema politically. It may also be dangerous to explain it to decision makers
with low tolerance of ambiguity, as it can cause recklessness, an illusionary subjective
sense of certainty, and reliance on false prophets and seers.

Particularly challenging are:

1. Required value judgements on preferred mixes of risks, qualitative uncertain-
ties, and inconceivability.

2. Findings in decision psychology indicating that human thinking on uncer-
tainty is very error prone.

3. Irrationality of public attitudes to risk, making it politically dangerous for
rulers to explain truthfully the fuzzy gambling nature of their grand policies.

4. Failures and misuses of security intelligence and other types of estimations
and outlooks caused by wrong expectations of getting reliable predictions
combined with politically convenient readings of ambiguities.

5. Vexing situations where contingencies with very low or unknowable likeli-
hood but very high impact potential are faced.

6. Available methods for improving fuzzy gambling (Dewar 2002; Dror 2002, ch.
15) are in part very useful. But some are misleading and many are complex,
demanding, and in part counter-intuitive. Also, while in the main not being
quantitative, they are not easy to explain to rulers who are innumerate
(Paulos 1988).

All these and additional difficulties are aggravated by standard proposals for coping
with uncertainty in much of policy analysis and risk analysis literature, which are
wrong. In particular the recommendation to rely on subjective probabilities multi-
plied by not less arbitrary utilities in order to calculate ‘‘expected value’’ and thus
arrive at an ‘‘optimal’’ answer is totally incorrect. This is the case unless relevant
historical processes behave stochastically and subjective probabilities approximate
objective probabilities, two assumptions which are a phantasm when complex
situations are faced.
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The nature of choice by rulers as fuzzy gambling was well recognized by Machia-
velli in putting the relations between ‘‘fortune,’’ ‘‘opportunity,’’ ‘‘prudence,’’ and
‘‘virtue’’ at the center of his statecraft recommendations. Useful knowledge does
exist. Memoirs of rulers and writings by historians who explicate the ‘‘throwing of
dices’’ nature of major decisions are helpful to make the subject concrete and
palatable to rulers. Therefore, training can do a lot to improve fuzzy gambling
sophistication, though this subject should be handled gingerly.
Thus:

1. Rulers should be made fully aware both of the nature of their decisions as
fuzzy gambles and of possibilities to improve them together with the impos-
sibility of unmaking their ‘‘fuzzy gambling’’ nature.

2. Training in this matter must also take up emotional aspects, emphasizing the
need to accept and tolerate ambiguity.

3. Presenting main error propensities of the human mind in processing uncer-
tainty and explaining counter-measures can help a lot.

4. A number of practical recommendations should be presented and exercised,
such as not thinking of complex issues in terms of ‘‘solutions’’ but ‘‘treat-
ments;’’ considering expected results of alternative options always both opti-
mistically and pessimistically; reading contrary opinions of experts not in
terms of one being correct and the other false, but as demonstrating uncer-
tainty; persistently asking ‘‘what next?’’ and ‘‘what if ?’’; working with mul-
tiple assumptions; testing options for sensitivity to uncertainty; paying
attention to low-probability, high-impact contingencies; creatively imagining
possible surprise events; and seeking elasticity.

5. Value clarification and goal-setting dimensions should be expanded to in-
clude judgement on different mixes of diverse uncertainties.

6. The likelihood of inconceivable events and dynamics should be emphasized
with ways to prepare for them, leading to crisis coping as the ultimate way to
upgrade fuzzy gambling.

7. The political and public aspects of the fuzzy gambling nature of decisions should
be considered, with the dilemma between speaking truth and demonstrating
confidence being put forth clearly, though left for the trainees to ponder.

8. The difficulties posed by the fuzzy gambling nature of choices to evaluation by
results, learning from consequences, and being judged by the public for what
happens in fact should be explained and their practical implications explored.

1.11 Crisis Coping

The ultimate way to handle the unforeseen, unforeseeable, and inconceivable is crisis
coping. New forms of terror attack epitomize the need for improved crisis coping,
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but crises also take the form of natural disasters, economic meltdowns, social unrests,
and more. In major crises rulers usually are the ultimate decision makers, by action
or default. But, unless they have a personal background of crisis coping, they are ill
prepared for their lead roles and can easily do a lot of harm.

A major reason for being unprepared is the lack of readiness by senior politicians
to take part in crisis exercises, as essential for preparing oneself for crisis coping. The
formal reason they frequently give is that they do not want to reveal their hand
prematurely, but the real reason is that experienced politicians will not volunteer to
be tested. All the more essential in training is sensitizing of rulers to the need to
prepare for crisis coping, including also unconventional uses of crises as opportun-
ities to do what otherwise is impossible.

Participants can be introduced to crisis coping by short and long crises
exercises dealing with hypothetical but realistic situations. Computer simulations
and games can help. Crisis-coping exercises are not only important by themselves,
but also provide opportunities to apply and absorb other main grand-policy
thinking subjects in stimulating ways which will engage the full attention of
participants.

There is plenty of literature available on crisis coping, in both security and civilian
contexts, theoretic and applied (Rosenthal, Boin, and Camfort 2001). Good historical
examples can serve as interest-evoking introductions (Frankel 2004; Lukacs 1999).
Some of the ideas on crisis handling in business enterprises are in part applicable, but
especially pertinent are the few books focusing on the role of leadership in crisis
(Carrel 2004). Persons with experience in crisis coping can help as can visits to crisis
management units and special demonstration runs to be evaluated later.

1.12 Holistic View

Rulers need to adopt holistic views of main policy spaces and of their policy cosmos
as a whole, so as to set well-considered priorities for grand-policy crafting, under-
stand cross-impacts, and try to achieve synergism.

The need for ‘‘holistic governance’’ is increasingly recognized, at least in theory
(Perri 6 et al. 2003), but the best frame for comprehensive grand-policy thinking is
provided by the systems approach. Its central ideas are quite clear: overall perform-
ance is not a simple additive function of the output of components. Therefore the
interaction of components has to be carefully considered so as to prevent negative
effects and achieve overall system improvement. Main implications are also clear,
such as the advantages of self-managing systems, the need for overall systems
understanding and management when self-management does not work, systems
costing, and so on—all within appropriate timeframes.

Especially pertinent are implications for the mission of rulers: they are in charge of
overall governmental and societal perspectives; and, when self-management does not
work, of systems redesign, oversight, and management. Furthermore, it is up to them
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to assure holistic governance and to achieve themselves an overall systems perspec-
tive of main grand policies as an interactive set.
Within this subject, attention should also be devoted to budgeting. Though most

attempts to do so have failed, important lessons can be derived for innovative uses of
revised policy-linked budgeting as an instrument for achieving some parts of a
holistic view.
The systems approach is well developed in the literature (Checkland 1981; Jervis

1997) as well as in some policy-making practice. Explaining and demonstrating its
principles to experienced participants is not difficult, but really to make holistic
perspectives a part of their thinking exercises, case studies and projects serve best.
More difficult is the issue of a ‘‘national overall grand policy’’ which tries to set an

integrated trajectory for most policy spaces. Illustrations include preparing a country
for joining the European Union, moving from a Communist regime and command
economy to a democratic regime and market economy, waging a life-or-death war,
and some overall modernization directions, as in Singapore (Yew 2000). The ques-
tion if and when having an overall grand policy is advisable, is central for training
of rulers in countries engaging in radical but not revolutionary self-transformation.
If answered positively, much of the grand-policy training should refer to crafting
such an overall grand policy and its derivative policy-space-specific ‘‘sub-’’grand
policies.
There is nearly no relevant literature, other than outdated and often misleading

‘‘development policy’’ treatises. But treatments of ‘‘rise and decline’’ and some
multinational documents, such as the ‘‘Lisbon Agenda’’ the European Union, can
serve to introduce the subject.

1.13 Penetrating Complexities

Nearly all the curriculum subjects appear to add complexity which may well make
the task of grand-policy crafting seem impossible and discourage participants. To
overcome this barrier and help in dealing with real difficulties, a deeper look at
complexity is necessary.
Let me start with what is quite useless for coping with the quandaries which rulers

face. The so-called sciences of complexity (Waldrop 1992), however intellectually
interesting and in part stimulating, are not really helpful. Chaos theory, catastrophe
theory, and similar fashionable approaches supply some valuable concepts, such as
the popularized and often exaggerated ‘‘butterfly effect,’’ but applying them to real-
life high-level policy issues does not yield much. Large-scale computer simulations
do help with some aspects of important policy spaces, such as macroeconomy and
environment, but are of limited help for most grand-policy issues (La Porte 1975).
However, it is often possible to cut through soaring complexity by seeking and

identifying the kernel or cluster of kernels and thus making the situation more
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comprehensible without falsification of its essence (Slobodkin 1992). Thus, in the
Kyoto Agreement the core issue is readiness to pay economic prices for reducing a
probabilistic danger. In the European Union core issues are striving for a federated
Europe or an alliance of partly sovereign states; wishing to preserve some cultural
homogeneity or taking Turkey in; and global standing and policy. And so on: in quite
a number of very complex and multifaceted policy issues one of two hard kernels can
be identified. Multiple factors have to be taken into account, but many quandaries
are in essence less complex than appears before penetration to their kernel.

In seeking to distill the essence from complexity there is much danger of oversim-
plification, to which top politicians are prone. But, if done with care, complexity can
often be handled better by getting to the kernels than by use of refinedmethods which
either make complexity completely unmanageable or wrongly simplify it behind a
veneer of advanced methodologies and abstruse calculations and simulations.

However, methods for doing so are scarce. No general approach to penetrate
complexity is known and perhaps none is possible, with each policy space to be
handled according to its unique characteristics. But examples can clarify the pro-
posed approach and participants can try to penetrate complexity in closely mon-
itored projects, with much care taken to avoid oversimplification.

1.14 Basic Deliberation Schema

Let me conclude the core curriculum with a basic deliberation and choice schema. In
many training activities it might be good to start with this scheme so as to apply it
throughout the activity. However, I present it here as an illustration of tools helping
to get to the kernel of complex grand-policy choices.

The structure of the basic deliberation scheme is as follows:

values-goals
options outlook on expected impacts of options on values-goals

However rudimentary, this schema serves as a useful format for summing up
options and presenting them for overall judgement. It also brings out and reiterates
a number of important points (Dror 1983, part IV), such as:

. Avoidance of discussing choice in terms of ‘‘rationality’’ in its usual
narrow meanings, because of the importance of extra-rational elements, espe-
cially values and innovative options. But more advanced notions of higher
rationality, such as self-binding (Elster 2000), should be presented and applied.

. Division of labor within grand-policy crafting, with value and goal judgement
being a prerogative and duty of the ruler; outlook being a matter for profes-
sionals; and options being open to innovators whoever they may be.
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. Outlook must never to be put into a singular form, with at least optimistic and
pessimistic outlooks being a must, and further refinements to be added such as
dependence on events and surprise-proneness.

. All elements have to be phased in time to take into account different time
horizons fitting the subject.

This schema, in different forms, is well known in policy analysis and related
literature (Weimer and Vining 1998). Teaching it is not problematic, but rulers
have to be habituated to demanding its use from their staffs and absorbing and also
applying it into their own grand-policy thinking.

1.15 Integration and Absorption

It is essential to achieve at least some intellectual and behavioral integration of the
various subjects, so as to upgrade grand-policy thinking as a whole and make it into
‘‘knowledge-in-action’’ (Schön 1983).
It is an open question whether the various aspects, approaches, and frames of

grand-policy thinking, as in part presented in the curriculum, form a single para-
digm or whether they constitute multiple perspectives sharing a world of discourse
but different in groundings and nature. Whatever the ultimate answer to this
question may be, as matters stand now there exists no unified prescriptive theory
fitting grand-policy thinking as a whole, a fact which makes integration difficult. And
the ideas, theories, and perspectives which are best suited to serve as a grounding for
grand-policy thinking belong to the philosophy of practical reason starting with
Aristotle’s Nicomachean Ethics, as receiving renewed attention in the philosophy of
praxis (Bourdieu 1998; Bratman 1987; Velleman 2000), of reasoning (Gilbert 1986),
and of judgement (Lycan et al. 1988), together with cognitive sciences (Robinson-
Riegler et al. 2003).
I am of the opinion that parts of philosophy and of cognitive sciences can provide

strong groundings for a unified prescriptive theory of choice on which much
improved versions of grand-policy and policy analysis as a whole can be based
(Dror 1988). However, this is not a ready basis for grand-policy training. Mainstream
policy analysis literature (representative is Radin 2000) fully reflects the lack of a
strong theoretic basis, a weakness which is epitomized by the inapplicability of most
of it to grand-policy thinking. It is therefore not an accident that very little of that
literature has been cited as providing knowledge relevant to the proposed curricu-
lum. Thus, nearly completely ignored in mainstream policy analysis literature are
thinking-in-history and alternative futures, value clarification, and ‘‘rise and decline’’
frames. And a number of crucial subjects are often mistreated, such as deep uncer-
tainty. Most of the bulk of policy analysis literature fits some types of micro-decisions
but not grand-policy crafting, though some books (Dunn 2004; Rosenhead 1989)
include important relevant ideas and methods. And when that literature presumes to
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suggest a dominant paradigm, such as an economic or ‘‘rational’’ one, it is a very
narrow and largely misleading one when applied to complex choice.

The absence of an encompassing paradigm is in part compensated for by a number
of core ideas and leitmotifs around which training can be structured, in particular
thinking in terms of alternative futures and intervening in historic processes. But, at
least in training activities, the main burden of integrating the material and applying it
selectively to different policy spaces is one of ‘‘praxis:’’ participants have to integrate
the material in their cognitive processes and develop the skill to apply different
approaches selectively to a variety of grand-policy issues.

Some texts may help after critical discussion, such as writings on political judge-
ment (parts of Steinberger 1993) and the documents of the strategy unit of the British
Prime Minister (www.strategy.gov.uk) which, in addition to their intrinsic quality,
are very credible to rulers as used in practice at a top policy level. But the main way to
help participants integrate the material in ways conductive to their praxis is by case
studies, exercises, and projects in which a variety of approaches are applied with the
help of mentors and tutors having both extensive theoretic knowledge and high-level
policy experience.

Another perspective helping with integration is that of creative professionalism.
Professionalism involves applying general theories, abstract thinking, and compara-
tive knowledge to concrete issues. Creative professionalism adds innovation, creativ-
ity, and ‘‘artistry,’’ in line with the composer metaphor. It is up to the mentors to
facilitate such thinking throughout the training.

Also useful is integration of the material on the level of ‘‘common errors to be
avoided.’’ During the presentation of the curriculum, error propensities specific to
each subject will have been mentioned. Pulling them together and supplementing
themwith additional typical policy-making mistakes (Baron 1998: Bovens and ’t Hart
1996) can assist participants in gaining an overview on an additional level. Examples
added from other domains, such as technology (Perrow 1984) and medicine
(Rosenthal and Sutcliffe 2002), can be very helpful.

However, as noted, in training of high-level policy makers integration is to be
achieved on the level of praxis with the help of active learning and, especially,
extensive group exercises and projects closely monitored by highly qualified mentors.

2. Training Requirements
.......................................................................................................................................................................................

In grand-policy training of rulers didactic methods and substantive contents are
closely intertwined. To help participants improve both knowledge-based systematic
but ‘open’ thinking and creative design (Schön 1987), extensive use of active learning
methods, such as case studies, interactive computer programs and games, syndicate
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discussions, individual and group exercises, and projects, is essential. Guided reading
on one hand and individual tutoring and coaching are also essential.
Preparation of suitable texts, case studies, exercises, and projects is a main chal-

lenge facing the still very small epistemic community of policy scholars, policy
analysis professionals, and governance practitioners eager to advance grand-policy
training of rulers.
The demanding nature of grand-policy thinking together with the difficulties of

telling senior participants ‘‘how to think’’ require highly qualified mentors who
combine much theoretic and factual knowledge with high-level policy experience.
Finding such mentors and getting them to devote sufficient time to prepare for
grand-policy training of rulers is a major difficulty.
Selection of participants is very important, because not all will resonate with the

proposed training. And needed are alternative training arrangements of different
length, various categories of participants, and different foci so as to fit opportunities
and demand.
Most difficult is getting senior policy makers to participate in the proposed type of

activities. Directing training at junior policy makers on the way up is more feasible
and a very useful endeavor in the longer run. But top-level politicians too can and
should be motivated to participate in compact workshops. This requires at least some
highly reputed mentors, attractive settings, and good presentation. And getting the
support of at least a few rulers who will themselves participate in a training activity is
critical.
However, all this is secondary to the need to recognize the imperative of upgrading

the quality of top-level decision makers and the possibility to do so in part by grand-
policy training.
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POLICY ANALYSIS AS
PUZZLE SOLVING

...................................................................................................................................................

christopher winship

Politics finds its sources not only in power but also in uncertainty—men
collectively wondering what to do.

(Heclo 1974)

1. Introduction
.......................................................................................................................................................................................

In her book The Struggle for Water: Politics, Rationality, and Identity in the American
Southwest, Wendy Espeland describes the incommensurability of both the world
views and the goals of the United States Bureau of Reclamation and the Yavapai
Indians. Over many years, the Bureau of Reclamation developed a plan to build the
Orme Dam in Arizona. The dam, however, would flood the ancestral lands of the
Yavapai Indians. Because of the considerable economic value of the dam, the Bureau
of Reclamation was willing to pay almost any amount to the Yavapai to compensate
them for their loss of land. The Yavapai, however, were not interested at any price.
‘‘The land is our mother. You don’t sell your mother’’ (Espeland 1998, 183).

Conflicts over policy ends are ubiquitous. Most obviously, different groups give
different priority to alternative goals. Some may see economic growth as deserving
precedence, others, a clean environment. Somemay prefer safer streets, others greater
protection for human rights. Conflicts over ends may exist for single individuals or

* The author would like to thank Xav Briggs, Peter Bearman, Wendy Espeland, John Forester, David
Gibson, Neil Gross, Rachel McCleary, Martin Rein, Henry Richardson, Adam Seligman, and Michael
Moran for useful suggestions. I am particularly grateful to Bob Goodin and David Thacher for their
extensive comments. The usual disclaimer applies.



unitary actors as well (Schelling 1980). Schools may be committed to treating children
equally, but recognize that equity, because there are differences in ability and familial
resources, requires them to treat students differently (Jencks 1988). Hospitals, because
of limited resources, may be forced to ration their services, butmay lack a rationale for
which individuals should be given priority (Elster 1993).
Traditional policy analysiswith its focus on choosing thebestmeans toobtain awell-

specified end has little if anything to say about how to deal with conflicting ends
(Thacher and Rein 2004; Richardson 2000).1 Its unitary focus on appropriate or
efficient means assumes that the policy analyst or society more generally has complete
knowledge of what constitutes the social good. As the philosopher Elijah Millgram
(1997) has argued, there is no reason to assume that actors,much less society, have fully
worked out the comparative attractiveness of all possible alternatives. To quote Tha-
cher andRein (2004, 458): ‘‘When apolicy actor encounters a new situation inwhich its
goals conflict, itmay find that its preferences are simply unfinished. Existingmodels of
policy rationality have great difficulty accommodating such situations.’’
What policy analysis needs is a mode of analysis, an alternative to instrumental

rationality, which can deal with conflicting policy ends. Policy scholars, however,
have made only limited efforts in this regard. Some have attempted to deal with the
problem of conflicting ends within the traditional instrumental framework examin-
ing value trade-off (Barry and Rae 1975; Bell, Keeney, and Raiffa 1977; Keeney and
Raiffa 1976). In contrast, Schön and Rein (1994) examine situations where actors
resolve ‘‘intractable policy controversies’’ by ‘‘reframing’’ their understanding of the
policy problem. In the tradition of Habermas, Fischer and Forrester (1993), Forester
(1999), Fischer (2003), and Hajer and Wagenaar (2003) argue for the importance of
deliberative processes for resolving conflicts about ends. Thacher and Rein (2004)
develop an empirical approach examining how policy makers in fact deal with
conflicting ends. Specifically, they examine three strategies: cycling, where actors
focus sequentially on different values; firewalls, where different institutions are
assigned different value domains; and casuistry, where actors use specific and
relevant past cases to suggest courses of action.
The goal of this chapter is to describe an alternative form of rationality that

complements standard instrumental rationality. In doing so, I propose an approach
to policy analysis for dealing with multiple and conflicting ends. However, rather
than trying to develop an elaborate theory, I analyze the phenomena of puzzle
solving—jigsaw puzzles, Scrabble, crossword puzzles, or Rubik’s cubes.2 These are
all examples of puzzles that one tries to solve for fun. They have in common that the
goal is to try to figure out a way to assemble a set of pieces into some type of coherent
pattern. I primarily focus on the example of an individual or a group attempting to
put together a jigsaw puzzle, though, as discussed below, in certain cases, other types
of puzzles may have properties more consistent with the properties of particular
policy problems.

1 In negotiation theory this is thought of as the problem of deep value differences. The critical point is
that interests, but not values, can be negotiated (Forester 1999).
2 I am in debt to David Gibson for suggesting that I consider multiple types of puzzles.
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I use the example of a jigsaw puzzle (and puzzles more generally) to demonstrate
how conflicting ends might be dealt with. The different pieces of the puzzle represent
different ends. The policy goal is to find a way to fit the pieces together forming a
coherent whole. I describe this process as ‘‘puzzling.’’3 The purpose of the example is
twofold. First, it is to draw an analogy between a particular type of policy process and
a much more familiar, easily understood, and concrete practice, putting a jigsaw
puzzle together. The example, however, is both more and less than a metaphor. It is
more in that I make the strong claim that the rationality involved in solving a jigsaw
as well as other types of puzzles is an example of the rationality needed to deal with
conflicting policy ends. It is less in that the similarity between a jigsaw puzzle and
specific policy problems may be in some cases less than perfect. Other examples of
puzzles (crossword puzzles, Scrabble, Rubik’s cubes, etc.) can then be looked to that
involve the same type of rationality. Second, I examine the different issues involved in
assembling a jigsaw puzzle in order to elucidate their importance in policy analysis.
That is, I analyze the specifics of putting together a jigsaw puzzle in order to help us
understand the problems involved in the form of policy analysis that is of concern
here.

Puzzling represents a type of rationality distinctly different from standard instru-
mental rationality. Although there is a specified end, with a puzzle, one may have no
idea of what that end will look like. Puzzling conceptually precedes standard ration-
ality. It is a process of determining what options, if any, there are.4 Standard
rationality then involves choosing among alternative options if in fact alternative
options exist.

2. Puzzling about Policy Ends
.......................................................................................................................................................................................

What type of policy process should be pursued when ends conflict? Consider the
example of a jigsaw puzzle with either a few or hundreds of pieces.5 How does one
attempt to put together such a puzzle? At the simplest level the answer is trial and
error. But trial and error can work in a number of different ways. At one extreme, one

3 As should be clear, I am not using the term ‘‘puzzling’’ in its usual senses, though the situations that I
examine also may involve puzzling in more conventional terms. For example, the Orme Dam conflict,
briefly described above, was certainly puzzling for the engineers in that they were baffled for many years
about how the disparate ends of the Bureau and Yavapai Indians could be aligned. In addition, the
engineers puzzled about this explicitly, in that they analyzed various options in detail. These are both
examples of puzzling in a more conventional sense (The American Heritage College Dictionary 2002).

4 Bardach (2000, ch. 3) and MacRae and Whittington (1997, ch. 3) discuss how policy analysis can
generate options.

5 Chase (1982) uses the metaphor of a jigsaw puzzle to suggest howmultiple contests between chickens
result in linear hierarchies. Bearman, Faris, and Moody’s (1999) paper could also be thought of as an
instance of puzzling in that there are linked events and the problem is how to see them as a coherent
whole, a historical case. Grofman (2001) discusses scholarly analysis as a problem of puzzle solving.
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may literally take a single piece and successively determine whether it mates
with other pieces. Crossword puzzles are examples where this is often the sole
strategy that is used. At the other extreme, one may guess at the overall properties
of the puzzle. For example, if one assumed that the overall shape was that of a
rectangle, one might pick out all of the pieces with at least one straight edge. An
intermediate strategy would be to put together pieces that looked similar, for
example, in either color or pattern. This might be done with or without an assump-
tion of what those pieces would represent. For example, one might assume that the
picture contained a sky and decide to sort out all blue or blue and white pieces and
then attempt to fit them together. Alternatively, one might just sort all black pieces
into a single pile.
A conventional puzzle that is easily put together, however, provides a poor analogy

to a difficult policy issue in need of solution. But just as policy issues may be difficult
to solve, puzzles can be particularly difficult to assemble, potentially for multiple
reasons. What the assembled puzzle should look like may be unknown. Pieces may
not fit together uniquely. This is the case with Rubik’s cubes where all pieces
potentially can mate with each other. Shape, color, and the observed patterns on
individual pieces may or may not provide clues as to which pieces should be put
together with which or they may not. A good guess about the correct organizing
principles of a puzzle may be enormously helpful; a bad guess may lead one grossly
astray.
There is also no reason why there might not be more than one way of assembling

the puzzle; that is, there may be more than one solution to the puzzle/policy issue.
The final assembled puzzle might also not be of a conventional shape—say a
rectangle—or it may not even have smooth edges. In both cases Scrabble might be
a better example than a jigsaw puzzle. In Scrabble there are multiple potential
arrangements of letters into words, with different arrangements being of different
shapes and representing different ‘‘solutions.’’ However, that a jigsaw puzzle should
have a single solution or be of a specific shape is simply conventional. If a puzzle does
not have a unique solution or is not of a conventional shape, knowing when it has
been completed or correctly assembled may be far from clear.6
Assembling a puzzle may be a particular challenge if there are missing or extrane-

ous pieces. In the worst case, pieces from two or more puzzles may be mixed together.
Here, beliefs about what pieces are in the puzzle and which are not will evolve and
change over time. More generally, if pieces do not uniquely mate with each other, the
puzzle may go through different stages of assemblage with different subcomponents
appearing to cohere. If we fail to find a way to put the subcomponents together, we
may discover that certain individual pieces that we thought matched, in fact do not.
As a result, we may have to disassemble some subcomponents in order to assemble
others. Similarly, we may find that pieces which appear quite different, in fact go
together. As a consequence, our conception of what the puzzle will look like when it
is fully assembled may change radically with time.

6 This observation is due to a comment made on an earlier draft by Henry Richardson.
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Different strategies for assembling a puzzle are also likely to work better or
worse in different situations. If there are missing or extraneous pieces, attempting
to fit a single piece to others may lead to a dead end if the initially chosen piece does
not in fact belong to the puzzle. Attempts to match a single piece with others
may also be ineffective if a single piece can mate with multiple other pieces. Here
matching on color or pattern as well as shape may be critical. Alternatively, strong
assumptions about what the overall structure or subcomponents of the puzzle consist
of may be effective if they are correct or at least nearly so, but may be disastrous if
they are wrong. Ideally, in the end, we should succeed in putting all the pieces
together. Of course, if the puzzle is difficult, this may not be the case. Alter-
natively, if the final shape of the puzzle is complex we may not be certain about
whether it is fully assembled. As such, a claim that the puzzle is complete may be
provisional.

To stretch our example but make it more useful, individuals also may be
differentially committed to having specific pieces in the puzzles, convinced that
they belong or, as in a game of Scrabble, they may ‘‘possess’’ different pieces. As
a result, there may be conflict about which pieces do in fact belong and, if individuals
are inflexibly committed having to a piece in the puzzle that in fact does not belong,
it may never be possible fully to assemble the puzzle. Thus, at any particular time,
our puzzle will only be partially assembled and, in fact, it may never be fully
assembled.

3. Searching for Coherence: An
Alternative

.......................................................................................................................................................................................

Why is the example of assembling a difficult puzzle potentially useful? In his work on
deliberating about final ends, the philosopher Henry Richardson has argued for a type
of rationality that differs from and complements the standard model of instrumental
rationality found in means–ends policy analysis. What I argue is that the model of
assembling a puzzle, what I have termed ‘‘puzzling,’’ represents a concrete, but general
and generic model of just such a type of rationality. Although it is true that there is an
end that is being pursued—to have an assembled puzzle—what the assembled puzzle
will look like may be totally unknown. As such, there is no way to knowwhat strategy,
i.e. what means, represents the best approach to finding a solution.

The key idea in Henry Richardson’s rich and insightful book, Practical Reasoning
about Final Ends is coherence as an end. By coherence, he means the achievement of a
situation in which multiple and potentially conflicting ends are in fact compatible.7

7 Richardson’s analysis of coherence has important connections to coherence theories of truth
(Davidson 1984, 1986, 2001; Hurley 1989). Space limitations prevent me from analyzing these connec-
tions.
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Richardson argues that when we have multiple conflicting ends that are incommen-
surable, the solution is not to choose among them and/or impose some metric that
makes them commensurable, but rather to find a way that all the ends can be realized
simultaneously. To quote Richardson, ‘‘Pursuing practical coherence among one’s
various commitments . . . is the best way to discover what we ought to do’’
(Richardson 1997, 28). In colloquial terms, the goal is to find a way ‘‘for us to have
our cake and eat it too.’’8
Richardson suggests that coherence may not be an ultimate end, but may be an

intermediate end that is pursued for the sake of other ends. There may be specific
ends that we are committed to and the search for coherence involves finding a way to
pursue those ends simultaneously. Richardson argues that coherence is critical for
two reasons. First, it is essential for effective action; that is, to create a workable
situation. If a proposed solution meets everyone’s end, we will not need to choose
among competing ends, and action will be possible. Richardson states that coherence
is also important in that it allows for consistency in one’s actions. For example, if an
academic department can successively hire individuals who are both strong teachers
and strong scholars, it can avoid being seen as oscillating between the different values
of research and teaching as it makes appointments.
A key component of Richardson’s argument is Dewey’s theory of holism. Richard-

son describes this as the recognition of and a commitment to a strategy that seeks
coherence through analysis and evaluation at multiple levels. In seeking to make
different ends compatible, one approach is to work on a dyadic level, trying to resolve
the conflicts between pairs of ends. Alternatively, one may consider the problem
more holistically, seeking an overall structure that will allow all or most of the ends to
be simultaneously achievable. Finally, one may consider subgroups of ends, and seek
ways to make them compatible. Having then worked at one level, one may then
evaluate one’s progress by examining the degree of coherence at another. For
example, if one has been working by trying to mate a single piece to others, one
may evaluate the success of one’s efforts by examining the overall coherence of one’s
efforts. Richardson talks about this as bi-directionality or in Rawls’s words ‘‘working
from both ends’’ (Richardson 1997, 141).
Richardson discusses both the problem of a single individual deliberating about

final ends and the more difficult problem of groups of individuals deliberating about
shared final ends. It is the latter situation that is of interest to us. In this context, he
points out that the goal of coherence is closely related to Rawls’s idea of an
‘‘overlapping consensus’’ (Rawls 1987, 1989). The goal of aligning all ends across all
individuals is almost certainly unachievable. What is desired, however, is finding
areas of agreement or potential compatibility such that it is possible to have an

8 There are important similarities between Richardson’s model of coherence and the concept in
negotiation theory of an integrative solution (Raiffa 1982; Bazerman and Neale 1992; Lewicki, Saunders,
andMinton 1997). An integrative solution is one that turns a dispute into a win–win situation as opposed
to a zero-sum game. Thus, parallel to Richardson’s model, the goal is not to figure out appropriate trade-
offs between different goals, but rather to figure out how simultaneously to achieve all opposing parties’
goals. Vickers’s (1965) idea of ‘integrative decisions’ in public administration also is closely related.
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‘‘overlapping consensus.’’ If this consensus is broad enough, it may be sufficient to
support social life, i.e. there may be enough coherence in different individuals’ and
groups’ ends that coordination of action and the pursuit of joint activities may be
achievable.

4. Puzzling out Coherent Wholes
.......................................................................................................................................................................................

Return now to the example of a jigsaw puzzle. The different pieces should be thought
of as specific ends. The goal is not to choose a single piece, but rather to see if it is
possible to fit the pieces together. That is, the goal is to fit the pieces together into a
coherent whole. What that coherent whole will look like in the end may well be
unknown. Some pieces may be abandoned because it is eventually determined that
they do not fit. We may, however, insist that particular pieces be included, and as
such, the inclusion of these pieces will drive the process of assembling the puzzle.
These pieces are final ends that we are inflexibly committed to. It is also possible that
we may discover that to put the puzzle together we need to include new pieces/ends
that have not been considered before and/or that we may need to look at the puzzle in
a different way. Finally, it may or may not be clear when the puzzle is finally
assembled.

The puzzle example is important for several reasons. First, it shows in a concrete
fashion how we can pursue an end that is in great part largely unknown. At a general
level the end is to put the puzzle together. We, however, may have little or no idea
what the puzzle will look like when it is put together. In the process of assembling the
puzzle we may believe that we know what the final assembled picture will look like.
But, of course, as the process proceeds, our beliefs about what is the final end we are
pursuing may well be revised as our understanding of what pieces fit together
changes. In addition, as our thinking changes, our belief about which specific pieces
belong in the puzzle or which pieces fit together may change. This is analogous to
Richardson’s discussion of the specification of ends (Richardson 1997). Thus, the
puzzle example shows how in a quite rational deliberative process, both general ends
and specific ends may come to be revised.9

Second, the puzzle example is useful in illustrating the variety of different strat-
egies that we may use in trying to assemble a puzzle or evaluate our progress in doing
so. In this way, it illustrates Dewey’s theory of holism. As noted above, at times we
may focus at the micro level of trying to find the pieces that fit with one particular
piece. At other times, we may focus on placing pieces we believe are likely to go
together into groups. At still other times, our assumptions about the overall structure
of the picture may drive our strategy of how to sort pieces.

9 See Wildavsky 1979 for a discussion of how policy objectives come to be revised.
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If the puzzle example helps elucidate Richardson’s model of deliberation, we need
to also examine where it differs. For Richardson deliberation about final ends is
explicitly about reasoning, as it is for Dewey (Richardson 1997, 83). Puzzling in the
sense in which I mean it may or may not involve reasoning. When puzzling involves
making and changing assumptions about the overall nature of the puzzle or its
subparts, then reasoning is obviously involved. However, when puzzling is done
simply by trying to fit a single piece to others, reasoning may be only involved in the
most primitive sense—we use reason to recognize whether specific pieces fit together
or not. Potentially, it is possible that intentionality, in the sense that we are actively
seeking to assemble a puzzle, may not exist. We may simply recognize in passing that
specific pieces fit together.10 The difference between Richardson and the puzzle
example is important. What the puzzle example points to is that blind action can
lead to coherence. I illustrate this below in my discussion of the empirical case of the
Ten Point Coalition.

5. Two Policy Examples
.......................................................................................................................................................................................

Water rights. As already briefly discussed, Espeland (1998) examines a many-decade
dispute over the plan to build the Orme Dam in central Arizona. Her story is a classic
example of conflicting non-commensurable ends that result from non-commensur-
able world-views, and the importance of flexibility and intransigence. I continue the
discussion in more detail here.
The original site proposed by the Bureau of Reclamation was at the confluence of

two rivers, making it most attractive from a design perspective. The proposed dam
also would be appealing aesthetically, adding one more grand dam to the process of
civilizing the southwest. However, if the dam were built in the proposed location it
would flood the ancestral lands of the Yavapai Indians.
Because the dam would greatly benefit fast-growing Phoenix and local farmers,

the Bureau was willing to pay the Indians handsomely for their land. The Indians,
however, were not willing to sell the land at any price, as the land was in-
timately connected to their identities as Indians. Their view was summarized
in their statement: ‘‘The land is our mother. You don’t sell your mother’’ (Espeland
1998, 183).
Over time new engineers joined the Bureau. These engineers framed the problem

of dam building differently (Schön and Rein 1994). Unlike the ‘‘old guard’’ engineers,

10 Cohen and March’s garbage can model could be thought of as a puzzling process. Here individuals
with solutions search for problems, and coherence potentially can be achieved in windows of opportun-
ity when a solution fits to an available problem. In the garbage can model there is individual intention-
ality—individuals trying to find problems for their solutions—but there is no sense of group
intentionality (see Cohen and March 1974; Kingdon 1984).
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the new group was not particularly interested in building grand dams. Rather,
they had been schooled in cost–benefit analysis and economic decision models.
Because of their different orientation, they were willing to consider alternative
plans that involved multiple dams in different locations. In this process they dis-
covered a plan that avoided flooding the Yavapai’s land, but that had the same cost–
benefit properties, resolving the dispute. Eventually, it was this plan that was
adopted.

Espeland emphasizes that the Bureau and the Indians did not come to any
agreement about how to analyze or evaluate the problem of where the dam should
be built. In fact, the Indians totally rejected the cost–benefit perspective that the
engineers used, which assumed that all options were commensurable. The world-
views of the Indians and the engineers remained totally divergent. Rather what they
agreed upon was a solution, although the solution was satisfactory for quite different
reasons for the two groups. She also points out that resolution totally failed to satisfy
the old guard engineers’ desires for another grand dam.11

For our purposes, Espeland’s story is of interest as it is explicitly about a conflict in
which an attempt to create commensurability, i.e. buy the Yavapais at some price,
fails. It is not possible to solve the problem by evaluating the different components of
any solution along a single dimension, though one group, the new engineers them-
selves, precisely evaluated alternatives in this way. Rather what needed to be found
was a solution that allowed the Yavapai Indians to keep their land and at the same
time create the needed water resources for local farmers and a quickly expanding
Phoenix.

Espeland’s story nicely illustrates how coherence in the sense of Richardson
(or similarly Rawls’s overlapping consensus) can be a central goal. As Richardson
points out and the puzzle example illustrates, a solution is only achieved by changing
the components of the problem. The new cohort of engineers brought in a new way
of thinking about the evaluation of dam sites with the result that new plans were
considered. The goals of the original engineers for a grand dam, however,
were abandoned. Coherence may often be partial. As a result of new and different
perspectives, new pieces are put on the table and potentially added to the
puzzle and other pieces, originally thought as essential components (e.g. that the
dam be grand), are abandoned. The example also illustrates how the flexibility of
one group and the inflexibility of another led to a solution, but a very specific
solution.

Cops and ministers. In a series of papers Jenny Berrien and Chris Winship (1999,
2002, 2003; Winship 2004) describe how during the 1990s the Boston police depart-
ment and a group of black inner city ministers known as the Ten Point Coalition put
together a partnership to deal with the problem of youth violence in Boston’s inner
city. Initially, both groups had an extremely hostile relationship, particularly so
between one key minister, the Reverend Eugene Rivers, and the police. By the late

11 For discussions of the importance of partial agreements, see Sunstein 1995; Jonsen and Toulmin
1988; Forester 1999.
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1990s, however, Boston had become a model for other cities, both nationally and
internationally, for how clergy and the police can work together to deal with youth
violence. By 2004 over 400 cities had visited Boston to learn about ‘‘the Boston
Model.’’
Several things in particular are of interest about this story. First is that both the

police and ministers initially had quite different goals. The police saw their job as
responding to reports of crime and ensuring that justice was carried out with respect
to each crime. The ministers saw themselves as providing ‘‘safe houses for decent
people’’ and fighting the police department’s maltreatment of Boston’s poor black
community. Initially, Reverend Rivers was a court advocate for youth who were
arrested on drug charges and, as a result, there was strong suspicion that he was a
drug dealer himself. In the end, however, both groups came to see their goal
as ‘‘keeping the next kid from being killed.’’ Initially, neither group saw this as
their goal. Multiple times the ministers made clear that when they started to
walk the streets at night after an attempted stabbing in a church during a gang
funeral, they had no idea what their goal was. They just knew that they had to
be ‘‘present’’ in the streets at night even though they were not sure what it was
they were trying to accomplish. In the sense described above, they were involved in
blind action.
Second, the story is of interest, as the two groups did not come to a common

understanding through a series of meetings. To put it in metaphorical terms, there
was no ‘‘table’’ in this story around which the two groups sat and worked out a way to
work with each other. Rather, the two groups worked out their relationship over time
around a series of incidents. In terms of the puzzle example, they found ways to put
particular singular pieces together without any conception of what the overall puzzle
or even large subparts would look like. The search for coherence was entirely at the
micro level. There are multiple examples of this. We discuss one.
In 1991, Reverend Rivers’s house was shot up with a bullet barely missing his

six-year-old son’s head. Rivers was in a difficult situation. He could move his young
family out of the tough inner city neighborhood where they lived and he worked. In
doing so, he would lose much of his credibility on the street. He had been shot at and
ran. Or he could work with the police to apprehend the shooter. He chose to work
with the police.
Some police initially thought that Rivers had arranged the shooting himself in

order to discredit the belief among street cops that he was a drug dealer. The two cops
that Rivers had the most difficult relationship with volunteered to investigate. They
volunteered so that they could find out what the real story was. Rivers and the cops
suddenly found that they needed to work together. After six months the shooter was
arrested. He had actually intended to shoot up the house of a drug dealer next door
to Rivers’s, but had missed. The shooter was eventually tried and sent to jail with the
full support of Rivers.
This incident was critical for two reasons. First, it forced the police and Rivers

to work together on the very basic task of finding the shooter. They had to
work together to figure out a shared puzzle—who had shot up the Rivers’s house.
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However, they didn’t remotely have any overall agreement about how to deal with
the problem of Boston’s inner city youth violence. Second, it laid the foundation for a
much more general goal that would emerge later of ‘‘keeping the next kid from being
killed.’’ As a result of the shooting, Rivers was suddenly saying that some kids were so
out of control that they needed a prison minister. There was now at least some
agreement between Rivers and the police—some kids did need to be in jail.

What this incident and the more general Ten Point story illustrates is how a vision
of a common goal (keeping the next kid from getting killed) emerged not by debating
or discussing what that vision should be, but rather by having that vision emerge out
of a set of common joint actions. Karl Weick (2001, 17) argues that ‘‘people commit to
and coordinate instrumental acts (means) before they worry about shared goals.’’
Clearly that is what occurred here. The critical work was done at the micro level over
a number of years and this then led to an understanding between the two groups that
they had a partnership and a common goal.12

6. Puzzling about Policy
.......................................................................................................................................................................................

How can we succinctly describe the common element in our two empirical cases? I
would suggest that what actors are doing is ‘‘puzzling.’’ What they are trying to figure
out is how to rectify a set of seemingly conflicting policy ends. As the example of a
jigsaw puzzle (or Scrabble, or a crossword puzzle, or Rubik’s cube) suggests, they are
trying to figure out how it might be possible to fit the pieces of their puzzle, that is,
their various ends, together into a single coherent whole.

It is important to recognize that puzzling as we have described it represents a
process that is rational, but rational in a way quite different from standard analysis of
means. The key difference is that standard rationality involves choosing among a set
of possible options. Puzzling involves discovering which options are possible—what
are the possible ways that seemingly conflicting ends can be simultaneously pursued.
Put in other terms, puzzling involves discovering the ways, if at all, in which disparate
pieces may be put together. Both processes are systematic. Standard rationality
involves the analysis of the desirability of different possible alternatives. Puzzling
involves determining what the alternatives, if any, are. Thus, puzzling might be said
to conceptually precede standard rational analysis. It is a process of determining
what options there are. Standard rationality then involves choosing among those
options.

12 For a discussion of the importance of retrospective sense making for institutions, see Weick 1979,
2001.
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How might one puzzle well? Clearly, the most important ability is good percep-
tion—the ability to discern which pieces fit together.13 Aristotle thought that dis-
cernment could be learned. It is not a technical knowledge (techne), but rather a type
of practical knowledge (phronesis) that is learned through experience (Nussbaum
1990; Dunne 1993). In our context, it is through experience that one learns to
recognize specific patterns that potentially can be assembled together. Leifer (1991)
argues and provides evidence that what differentiates chess masters from lesser
players is precisely differences in the ability to recognize patterns, not differences in
how many moves forward individuals can see.
Are there are general rules for puzzling well? A few. As we have discussed

earlier, inflexible commitment to specific pieces being included can lead to dead
ends if in fact those pieces do not belong to the puzzle. In the Orme Dam case,
the Yavapai Indians were inflexibly committed to keeping their ancestral dams. With
the arrival of a new cohort of engineers, however, the Bureau of Reclamation was able
to consider alternative project designs and dam sites. These engineers were then
able to come up with a design that met the goals of the Bureau and did not involve
flooding the Yavapai lands. If both the Bureau and the Indians had stayed committed
to their original positions, they would have been permanently stuck in a dead
end. The willingness of the Bureau’s new engineers to search for new solutions
kept this from happening. Flexibility and avoiding permanent commitments
are virtues in puzzle solving. As James Scott argues in Seeing Like a State (1998), it
may be better to have a plan that is flexible and allows for change than to have the
‘‘right’’ plan.
Our empirical examples have also highlighted the importance of searching at

different levels—Dewey’s theory of holism. The Orme Dam case illustrates how an
overall reframing of the project by the Bureau led them to consider a different set of
solutions. In contrast, the case of the Boston police and the Ten Point ministers
demonstrates how work at the most micro of levels—literally figuring out how to
work together on a day-to-day, situation-by-situation basis—was what created a
foundation for a broad-based approach to youth violence. In order to succeed, it may
be critical to search at different levels. Furthermore, there is no a priori reason to
believe that searching at one level of generality is more likely to be successful than at
another.
Finally, the Boston case shows that action that may not be rational in terms of any

short-term goal may in fact lead to policy solutions. In terms of the puzzle example,
simply by randomly moving the pieces around people may come to recognize new
possibilities in terms of which pieces might fit together.14 This suggests that both
patience and a tolerance for uncertainty and for a lack of specific direction may be
important to the discovery of which ends can be successfully pursued simultaneously.

13 I am grateful to Rachel McCleary for making this point.
14 For a related discussion of how a seemingly arational process of wandering can lead to new options

or solutions, see Thacher and Rein’s (2004, 466–7) discussion of cycling.
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If one is patient, new possibilities in the form of new options or new information
may appear. Wandering aimlessly and patience may in fact lead to the discovery of a
solution. To coin a saying worthy of Yogi Berra: ‘‘If you don’t know where you are
going, you might actually get there.’’
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c h a p t e r 6
...................................................................................................................................................

POLICY ANALYSIS AS
CRITICAL LISTENING

...................................................................................................................................................

john forester

1. Introduction
.......................................................................................................................................................................................

In public policy work, we interview people all the time. We try to Wnd out what
happened at yesterday’s meeting, and we Wnd ourselves asking questions to Wnd out
what Harry’s done now, what Sue’s up to, or how Chris reacted to our new proposal.
To work on any new project we may have to ‘‘talk to’’ many diVerent people, and in
doing so, we need to listen as much as, or more than to talk as we try to Wnd out
about others’ perspectives and experiences, their needs and interests, their weak or
strong support, and always, too, as we’re trying to get a better grasp of the organ-
izational, legal, and practical world we’re in with them.
To make new things happen, to Wnd out what we can do eVectively in politically

uncertain and Xuid settings, we need to learn—and to learn, we very often need to
ask questions and listen carefully. When we do this, we’re ‘‘planners’’ and policy
analysts in the most general sense: exploring what’s possible, Wnding out about what
we can and can’t do. In what follows, I use the term ‘‘planners’’ to refer very generally
to all those who need to learn about their environments—public or private, social or
natural—in order to change them. As we shall see, ‘‘planning for change’’ not only
requires learning in pragmatic and politically astute ways, but in social and political
environments, it requires skillful and sensitive interviewing too. But such interview-
ing, it turns out, is not so simple.
In the world of social science, interviewing can often be formal, but in the

world of policy analysis and planning, interviewing may just as often be informal;

* My thanks for help and comments on earlier drafts to Jennie Cameron, Stephen McFarland, David
Laws, and Sarah Slack, and for quite extensive suggestions, thanks too to Stephen Atkinson, Sarah
Dooling, and Lynne Manzo—who, of course, bear no responsibility for the missteps that remain.
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no less serious, but more subtle. In the world of social science, clipboards may be
appropriate ritual objects; in the world of policy and planning analysis, though, a cup
of coVee or something stronger might help an informative conversation along. Social
scientists work to analyze—to understand, and perhaps to explain—‘‘what’s going
on,’’ and although we as policy and planning analysts certainly share that aspiration,
we have to do more: we have to assess what’s possible in a future political world, what
might yet work for better or worse in a politically reconstructed world that does not
yet exist! So let’s consider how change agents—entrepreneurs, organizers, managers,
policy analysts, activists of many kinds—‘‘planners’’ we shall call them generically—
can do this work of interviewing and practical learning and do it well (Schön 1983;
Greenwood and Levin 1999; Forester 1999a; cf. Wildavsky 1989).

In public and private sectors alike, planners often work in between diverse
‘‘stakeholders.’’ The head of a hospital department wants to improve care and cut
costs, and she works in between higher-level administrators and all those working in
her department. The manager of a regional parts supply oYce works in between local
customers and more central suppliers. One of the governor’s policy advisers wants to
get an economic development taskforce going once again, this time to make a
diVerence in the legislature. The director of a community center works between
staV, board members, funders, city oYcials, community residents, interested aca-
demics, and yet others. And so on. Call them ‘‘administrators,’’ ‘‘managers,’’ ‘‘policy
staV,’’ ‘‘community leaders,’’ or ‘‘organizers,’’ but they all try carefully to shape future
action: they are all ‘‘planners’’ faced with daunting but intriguing challenges.

Not only must these planners try to protect fragile relationships in often con-
tested, Xuid, and ambiguous situations, but they also have to bring about sanity and
conWdence, some practical order, light as well as heat, from the chaos. Often blessed
with a bit of thick skin, they will try to respond to others’ felt needs, interests, and
desires even as these often conXict. Trying to do their work within and through these
webs of relationships, these planners must work to understand many points of view,
many perspectives, many senses of what counts, what’s valuable—for both technical
and political reasons.

Technically, understanding multiple perspectives may enhance planners’ own
understanding of a particular case because the planners themselves have no special
access to truth, full or perfect information. Politically, understanding and being able
to integrate many perspectives enables planners to address questions of feasibility
and power as well.

So planners have to learn through conversations every day—about people, places,
and projects—and to do that, they will Wnd themselves doing many diVerent kinds of
interviews. A few interviews will be formal, carefully arranged and recorded. But
many more will be much more informal: side conversations before, during, or after
meetings; impromptu telephone conversations, ad hoc oYce visits, ‘‘getting a heads-
up,’’ ‘‘checking in,’’ ‘‘seeing how you’re doing,’’ and so on.

But this inevitably intermediating role that’s played by planners can make
their interviews quite special. These interviews search not only for attitudes and
relationships that now exist but for possibilities that do not yet exist—so that where
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some social scientists might be wary of exploring hypotheticals, ‘‘What if . . . ?’’
questions, those same questions are often crucial, if not altogether essential, for
planners.
But in a political world, we know, what any party believes to be possible at all

depends on their assumptions about other parties. So planners’ and policy analysts’
interviews are more typically inter-views: the planners and analysts seek to under-
stand what this neighbors’ representative fears about what this developer proposes,
what this politician wants as it overlaps and partially contradicts what that politician
wants, how this group’s concern for ‘‘environmental quality’’ avoids another group’s
claims regarding aVordable housing, and so on. Exploring the stakes and issues in
between stakeholders, then, planners’ interviews can subtly foster virtual argumen-
tative spaces in which stakeholders not only stake out but explore future possibilities;
not only set out positions but clarify, reformulate, and probe the diverse interests
they seek to satisfy—and the practical ways they might really satisfy them (Forester
2004b, c; 2005).
So planners listening to contradictory arguments Wnd themselves between

views, needing to understand them all in order to work with them, sometimes to
mediate between them, sometimes simply to acknowledge them, sometimes simply
to be able to craft practical responses that will actually address citizens’ real interests.
This work is not simple, even though we have been exhorted since elementary school
to ‘‘listen to others.’’ Planners, mediators, negotiators, and organizers all stress the
signiWcance of astute listening to their practice as they face situations full of conXict,
ambiguity, posturing, and diVerences of culture, class, race, gender, and values
(Forester 1999a).
We can now explore this work of inter-viewing and listening to multiple parties—

from the planners’ ‘‘in-between’’ standpoint—in two ways. First, if brieXy, we
can note the conceptual problems that arise: what, for example, does it mean for
an attentive listener or interviewer to be responsibly ‘‘rational’’ in a very messy world
of complexity, incommensurability, emotion, conXicting obligations, and the need to
improvise when simply following rules, even optimizing, won’t do?
Second, we can address at greater length in what follows the practical problems

analysts face here. How in actual cases can planners learn, diagnose, inter-view—
under the realistic but daunting conditions of unequal power relationships, diverse
forms of conXict, and sheer organizational messiness, each of which involve distinct
challenges of their own?
Assessing relations of power often reveals shifting interdependencies, and thus

spaces of negotiation, and in turn, contingently shifting degrees of participation and
thus possibilities of future cooperation and collaboration—possibilities that under-
standably skeptical, fearful, and distrusting parties may hardly think to be possible
at all.
Assessing conXict carefully can reveal multiple perspectives articulated in complex

rhetorical ways, including many postures and styles, all framing future possibilities of
action and interaction quite selectively. Assessing organizational messiness and
complexity reveals not only unique particulars and encompassing general norms,
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but uncertainties and ambiguities as well as layers of distrust and fear, anger and
division, interests and desires, too. Here we Wnd that planners’ interviews echo—and
can learn from—the work that public dispute mediators do both in the early stages
they call ‘‘conXict assessment’’ and in the actual process of mediating as well.

2. Inter-viewing in Everyday Policy,
Planning, and Public Management

Practice
.......................................................................................................................................................................................

We can begin with four simple examples to suggest the challenges and possibilities of
listening and learning in such planning and change-oriented interviews. We then
turn, in the following three sections, to consider: (i) what’s at stake as planners listen
and inter-view well or poorly; (ii) what makes such work diYcult; and Wnally, (iii)
what helps.

Consider Wrst, then, a city planner’s short story of his own earlier blindness, his
own dawning recognition of what was involved in really listening to the people with
whom he’d been working (for a time as a social worker). Jim (as we can call him)
says:

First I thought I could at least be polite, that I’d be dealing with the poorest and the most
downtrodden of society, that even if I didn’t have the power to do much, I could be polite. But
then I saw that some people were just so personally obnoxious that it was the most I could do
to be business-like. Being polite to them was more than I could do. Then, some people just
expected the agency to give them hell, and they acted like it.

There was one woman—she was just impossible to deal with. She just yelled and screamed
and pounded her Wsts on my desk—and nothing I could say did anything. There wasn’t
anything I could do; I’d try to talk to her, but she’d yell and demand this and that—she was
just irate.

Then once I couldn’t take it anymore. I threw my casebook down on the Xoor, slammed my
Wst, and yelled right back at her. What happened? She had a big smile on her face, and in the
Wrst calm and steady voice I’d ever heard out of her, she said, ‘‘Well, there! You’ll be all right
yet!’’

I was astonished. It seemed I hadn’t really been paying attention to her, taking her seriously,
really listening to her, until then. (Forester 1989, 112)

Now what’s Jim telling us? We notice his early orientation to rules, manners, and
politeness—all as a hedge against his own powerlessness, ‘‘even if I didn’t have the
power to do much,’’ in the face of the overwhelming need of ‘‘the poorest and the
most downtrodden of society,’’ as what he could do ‘‘at least’’—all of which reXects
Jim’s preoccupation with Jim himself, and perhaps the inadequacy of his position,
rather than any speciWc recognition of particular people and their particular situ-
ations. Jim’s demeanor begins with manners but retreats to being ‘‘business-like’’ as
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he came to work with people ‘‘so personally obnoxious that it was the most I could
do to be business-like.’’ Here the conventions of civil deference and regard, being
polite, called for more than he could give, and the impersonality of being business-
like provided him with a style of work and, it seems, protection.
But then, he tells us, one woman taught him a lesson by provoking him to drop

that armor of being business-like, to tell her what he really thought. He slammed his
Wst, threw the book, yelled back—and what happened? For the Wrst time, perhaps, he
became—to the woman in front of him—not just a bureaucratic functionary but a
real person: and with ‘‘a big smile on her face, and in the Wrst calm and steady voice
I’d ever heard out of her, she said, ‘Well, there! You’ll be all right yet!’ ’’
What had happened here? Jim believes he had not been seen to be really

paying attention before. He wonders if he had been, then, even with the best of
intentions, giving others the impression that he was not taking them seriously, not
recognizing their own dignity—so he suspects, no wonder they were angry, and not
just with the agency but with him! One part of listening to others and learning from
others then, he tells us, involves expressing a real regard for the other, taking
them seriously, showing a concern that Wts the gravity of the situation at hand: No
visible respect, no success interviewing!—as we shall see (Slack 2003).
Consider a second example now as a community organizer-turned-city planner

warns us of the constant danger of professional blindness in a world of structured
inequalities, felt commitments, and economic conXicts. Sue speaks of working in
between landowners, shopkeepers, and local residents involved in a local street-
widening project, and she tells us:

In the middle, you get all the Xak. You’re the release valve. You’re seen as having some power—
and you do have some . . . .

Look, if you have a Wnancial interest in a project, or an emotional one, you want the person
in the middle to care about your point of view—and if you don’t think they do, you’ll be
angry!

[I asked her then, ‘‘So when planners try to be ‘professional’ by appearing detached and
objective, does it get people angry at them?’’ and she responded,]

sure! (Forester 1989, 97)

Notice that Sue begins by locating herself in the structure of the situation: when
planners are in the middle, both sides imagine that the planner has some inXuence,
some power, and thus that they on each side are vulnerable and at risk in some ways.
She tells us too that social and political-economic structures organize investment and
attachment—so landowners will be concerned about the value of their real estate;
homeowners and residents who have lived in the area for many years may well have
attachments to and aVection for their neighborhood in other less commercial, less
economic ways (and of course they may well also be concerned about economic
value).
But each of these parties will face risk, and each of these parties will demand

recognition, Sue tells us: ‘‘You want the person [the planner] in the middle to care
about your point of view.’’ Sue does not say, or even seem to feel, that everyone wants
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the planner to agree with them, for she implies that the parties recognize complexity,
that they do recognize many views and competing concerns (cf. SanoV 1999). Still,
she suggests, the landowners, shopkeepers, and residents alike want the planner at
least to ‘‘care about [their] point of view,’’ thus to recognize it, to acknowledge its
claims, to understand it (even if it is just one view of many), to consider it seriously,
to respect it. Not least of all, she warns us—‘‘and if you don’t think they do [care, thus
understand and respect, even if not agree!], you’ll be angry,’’ an anger that all too
many planners and professionals have faced, even despite their best intentions
(Susskind and Field 1996).

But then in a wonderfully illuminating moment, too, Sue speaks to the diYculties
any of us create if we imagine professional rationality to be detached and uninvolved.
Asked, ‘‘So when planners try to be ‘professional’ by appearing detached and
objective, does it get people angry at them?’’ she responded quickly and emphatically,
‘‘sure!’’

Here we Wnd in a few lines a damning indictment of traditional ideas of profes-
sional rationality that make no place for emotional sensitivity and responsiveness, no
place for the moral resonance of professional attentiveness—in speech or writing—
with the character of situations they face (Benhabib 1990; Slack 2003). But more: we
see here too the immediate emotional reaction confronting planners, administrators,
managers, organizers . . . who fail to be sensitive and responsive to citizens’ felt
attachments and concerns: these citizens will be angry, and rightfully so (Forester
1999a, ch. 2).

Sue teaches us, as Martha Nussbaum (1990) does, that a rationality that makes no
place for such emotional responsiveness is an impoverished rationality, one not only
partially blinded to what comes before it but one that’s actually counter-productive,
fueling anger and resentment and thus exacerbating rather than working to respond
sensitively to civic problems at hand. Such an emotionally Xat rationality is a weaker,
thinner rationality, not one more robust and capable, but one more blind rather than
more perceptive.

Listen now as another planning consultant (‘‘public manager’’) tells us about the
deceptively simple but politically complex process of learning via interviews in a
contentious comprehensive planning process in a busy East Coast transportation
corridor. An organizer turned mediator says:

While I love [doing] surveys . . . I know that for purposes of conXict resolution surveying
absolutely is no substitute for personal contact. Interviewing is partially information gather-
ing, but it’s sixty percent relationship building. You are introducing yourself and inviting
people to trust you.

It’s a negotiation in itself. And if they trust you, to share information with you, and you
treat that information with the respect that you promise, it’s then not a very large leap to say,
‘‘Now, will you trust me to put together a meeting where you won’t get beaten up?’’

Here we see that interviewing and asking questions reach far beyond information
gathering—and we glimpse not just the qualities of sharing information, manifesting
respect, earning trust, building relationships, but then all of this in the service of
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convening conversations, ‘‘a meeting,’’ in which parties’ fears of aggression, distrust,
and disrespect (where they ‘‘won’t get beaten up’’!) can be overcome in the pursuit of
practical learning and actual civic deliberation. Here the work of interviewing no
longer remains prior to—but is thoroughly interwoven with—planning and acting
and implementation, because as it builds relationships and trust and encourages
future collaboration, it enacts a future-oriented planning imagination and directs
practical attention as well (Forester 2006; Umemoto 2001).
Finally, listen to a European port city’s planning director and public administrator

who contrasts two very diVerent styles of interviewing. Rolf Jensen suggests that he
tried to wean his own staV from a conventional, ‘‘old fashioned way’’ to a more
exploratory, diagnostic, even deliberative style of planning and policy analysis. He
begins by illustrating his staV’s earlier practice:

For instance, when [our planners] did urban renewal, and they talked about public partici-
pation, it was in the more old fashioned way. You go out with a sketch and say look, ‘‘This is
what I think is good for you,’’ and some [people] will not be able to understand the sketch at
all, and they’d think, ‘‘Well, what should I comment on? What should we do? I won’t say
anything.’’

And some will say, ‘‘This portion is really good; but this portion we don’t think is good at
all.’’ And the planners would say, ‘‘Why do you think so?’’ And the people would say, maybe,
‘‘We’re lacking trees,’’ or ‘‘There’s not enough place for the kids.’’ And the planner would go
back, and he would say, ‘‘Well, I think they still could use the space for the kids over there,’’ or
the planner might change the plan and then go back again.

But it’s not really a negotiated process at all. You listen to something, and you decide what
you will hear and not hear, and what you will do and not do. When you’ve done that a couple
of times, then you say, ‘‘Well, I’ve done participation. Now, here’s a plan as a result of that
process.’’ And I don’t think I’m exaggerating. That was about the way it was done. So I wanted
to do it diVerently.

This planning director continues to describe another way that planners could work
with others, encourage ‘‘participation,’’ and learn in the process:

[There] was a [land-use] issue that was hard to solve. So we created a special group, trying
to come up with schemes for this area, and then the planner would be just a mediator
in that group. The planner would let the parties argue, and try to Wnd solutions; they would
work with colored pens and papers; they could write; they could do whatever they liked. They
had what you might call workshops together, in which the basic task of the planner was to
get the parties to understand each other—because in [this country’s] tradition, many
times, you just present the maps, and that’s it: ‘‘Take my demand or not!’’—[It’s] a sort of
power play.

We tried to conceive from the Wrst day that we are here to listen. We are here to try to
understand. But we are also here to try to tell you a story—in other words why we are
concerned about certain things . . . if you do that, you gain two things.

First of all, the other party recognizes you too as a party . . .
But also, secondly, you might be able to help that party to come up with other demands.
This happened both when we as planners met with individual groups and met altogether—

all the time! That attitude we used over and over and over again: never presenting a sketch as
the sketch. Always saying, ‘‘Look, the sketch is not important, but what I’ve been trying to Wnd
a solution to, through this sketch, is this and that and that and that and that and that.’’ In other
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words, it was the intentions and the characteristics with the sketch that was important, not the
sketch itself.

It was important as a way of asking questions, and as a way of controlling questions to the
parties: ‘‘Does that serve your needs?’’ ‘‘Is this something that you can live with?’’ Or, ‘‘What is
really burning you if you look at this sketch?’’ (Forester 1994, 1999)

Here we Wnd a full-Xedged sense that planners’ ways of asking questions em-
bodies their overall planning strategies: collecting information and then making
their own decisions or, instead, involving aVected people more directly and intim-
ately in framing options and choices in varied processes of discussion and dialogue.
This planner’s account of learning through ‘‘the sketch’’ acknowledges that sketches
are also ways to control questions, to focus attention selectively, but we can see the
sketch too as a door to newly imagined options and possibilities. In the contrast
between the old-fashioned way and the more deliberative strategy, we see the sign-
iWcance of the planners’ learning with others, the signiWcance of planners both
informing and learning from the views and cares of stakeholders.

In applied settings, in the face of complex projects and policy and project disputes,
planners’ interviews, we will see, need to reach far beyond traditional survey research
interviews, and far even beyond ethnographic interviews, in part because planners
must try not only to explain, not only to understand, but also to imagine, clarify, and
reWne—actually design!—future action. So they must try both to probe and to
organize possibilities and thus too, profoundly, in revealing those possibilities, they
work to organize hope. We will see this more clearly as we explore now just how
much is at stake in planners’ practical interviews.

3. What are the Stakes: How Much
More than ‘‘the Facts?’’

.......................................................................................................................................................................................

So let’s consider how much we can learn from these interviews—or miss! In practice,
it turns out, we can not just learn reXectively—as we reframe our assumptions and
expectations—but we can learn deliberatively with others as well: we can reformulate
our strategies (how we might act), our relationships (who ‘‘we’’ are), and our
interests (what we really care about) too. If we appreciate these many ways that we
can learn, we will see much more clearly too what planners and policy analysts might
miss in their meetings, what they might not ‘‘get,’’ what they actually might never
know that they’ve missed!

We can explore ‘‘what’s at stake’’ in good interviewing, what’s to be learned or
missed, Wrst by asking what’s to be learned about the other person, the interviewee;
second, by asking what can be learned about the possible relationships between
interviewers and interviewees, and perhaps others; and third, by asking what can
be learned about the interviewer’s own actions. Consider each brieXy in turn.
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3.1 Learning about the Other

Information

We often interview people to get basic information about what they do, their
behavior. ‘‘How often do you use the park?’’ we might ask, or ‘‘When you take
your children to the doctor, do you use the bus, take a car, get a ride from a friend?’’
And so forth. We look for the facts of the matter, even if we know that the facts never
speak for themselves. And sometimes, of course, we wonder not just about others’
behavior but about their preferences—and these concerns are among the classic
concerns of survey research (e.g. Judd, Smith, and Kidder 1991).

Preferences

Beyond some ‘‘baseline’’ facts, then, we may look for subjective desires of the people
we interview: ‘‘How do you feel about that undeveloped land nearby? Would you
welcome a housing project built there? Do you want a park for local children to play
in? Given a choice between leaving the land as-is or building A, B, or C, what do you
prefer?’’ And so on, as discussed in standard discussions of survey research (Judd,
Smith, and Kidder 1991, 230–3).

Values

But preferences are just one form of subjective orientations that we might wish to
explore. What about ‘‘values?’’ We say typically that we ‘‘hold’’ preferences, but we
‘‘cherish’’ values. We take values to make up part of who we are, what we stand for,
what makes us distinctive—in ways that mere preferences do not. When we cannot
have one preference, we typically try to substitute another satisfaction in its place.
But when we cannot honor a value or lose the valued object, we don’t simply look for
other satisfactions but we grieve, we feel a deep loss for the intrinsic good that we’ve
lost (Nussbaum 1986). Asking about values, probing for what can be deeply mean-
ingful in a person’s life, accordingly, involves an intimacy and requires a degree of
respect that asking about preferences typically does not—and so treating another’s
cherished values as merely strategic preferences can get interviewers in a good deal of
trouble (Forester 1999b).

Identity

We might wish to know not only what community members value deeply, but how
they imagine themselves, how they understand themselves as members of a commu-
nity of place or faith or commitment. Here we explore not only elements of
commitment, but the ways that history, tradition, and long practice have shaped
(even tacit) senses of ‘‘who we are’’ or ‘‘who I am’’—so that in turn we may regard
certain Others as ‘‘foreign’’ or ‘‘strange,’’ or to be feared or presumed as not interested
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in certain issues, or presumed not to be open to dialogue, discussion, or cooperative
relationships.

So in interviews that assess the social structuring of controversies or disputes,
we need to examine how citizens’ identities might shape strong presumptions of yet
other citizens. Jones calls herself ‘‘an outsider’’ and speaks of Smith as ‘‘an insider,’’
for example, and this sense of political identity might help to explain both their
never having spoken face to face, despite their deep concerns with neighborhood
issues, and the yet unexplored possibilities of their meeting and perhaps even
collaborating.

Local Knowledge

We certainly might want to know not just what a community member desires,
prefers, wants, or values, but what special knowledge they bring to the situations at
hand. That ‘‘local knowledge’’ forms the expertise about their own lives that they
have in the case at hand, the expertise they bring as perceptive people having lived
and worked where they have, having had the problems and meaningful experiences
that they uniquely and particularly have had.

We should explore this knowledge not as an either–or alternative to the special-
ized, professional knowledge that others might bring to bear, but as an additional
source of insight, suggestion, suspicion, or consideration, as an additional source of
relevant enquiry and research. To miss this local knowledge would assure our
blindness to the particular cases in front of us. Listening only to the special know-
ledge of professionals, we might Wnd ourselves generally correct but particularly, in
this speciWc case, irrelevant (Corburn 2005).

3.2 Learning about Possible Relationships

Needs for Recognition

How we do an interview can profoundly shape, and be just as important as, what we
learn from it. If our approach to interviewing makes community members feel used,
manipulated, taken advantage of, disrespected, or not really heard, our interviews
will do far more harm than good. Part of what’s at stake in many interviews, then, is
the opportunity for the interviewee to be heard: to be listened to, to gain the
recognition of the interviewer as having value and dignity, having a ‘‘voice’’ deserving
to be heard (Stein and Mankowski 2004), having an experience that will be taken
seriously (whether or not others subsequently agree or disagree)—and, not least of
all, having a clear sense from the interviewer how his or her comments might inform
future planning or decision making.

So the interviewer who cares more about organizing the clipboard and inter-
view questions than respecting the interviewee may well do damage and learn little in
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the interview conversation too. In contrast, the interviewer who asks questions
with respect and pays attention to the tone and pace and experience of the
interviewee gives something back as well as takes information and insight from
the interview conversation. As interviewers enact respect or disrespect in asking
questions, they satisfy or frustrate interviewees’ needs for recognition, and the
success of their interview can easily hang in the balance (Arnstein 1969).

Distrust

Along with that dignity, respect, and recognition at stake in every interview come
matters of trust and the dangers of distrust. Depending upon the way an interviewer
acknowledges what’s been said as worthy of attention, as deserving of respect, as tied
to the person speaking and their vulnerability and safety, the interviewer can earn the
trust or distrust of those with whom they speak. The interviewer who shows up
unannounced, a stranger, with few connections to the community—who appears
ready to vanish just as quickly and never to be in touch again—will hardly inspire
trust and conWdence that they’ll either understand really what they’ve been told or
act in accord with its insight. A South African public oYcial put this nicely once
when he said, ‘‘Show up [for the Wrst time] in my community to do interviews with a
tape recorder and you could get hurt!’’

Value, not only ‘‘Values’’

In many interviews, especially when the subject matter can be complex or contro-
versial, the words spoken are just doorways to deeper worlds of issues and concerns.
Interviewers in applied settings are often looking not just for answers to questions,
not just for bits of information, but also for clues to what really matters, to what
needs to be worried about, what needs to be attended to, what needs to be honored or
protected or explored further—so that some actual action can follow. Good listeners
know that what’s signiWcant to a speaker will often be implicit, so interviewers need
to listen as much or more for revealing metaphors as for any clear declarations of
values.
Here the interviewer needs to reach well beyond the literal words and well beyond

the simple facts at hand to ask about ‘‘the facts that matter,’’ to probe as they wonder,
‘‘what’s being disclosed here as really signiWcant?’’ Here interviewers try to learn
about underlying value, what matters, as well as about the more superWcial, if also
important, rhetorically espoused ‘‘values,’’ preferences, or commitments.

Co-invention

Interviews provide opportunities, too, not just for information gathering but for
cooperation, collaboration, even co-invention. An interviewer’s question can prompt
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fresh thoughts—responses that suggest, ‘‘I’ve never thought of it that way before.’’ An
interviewer might ask about a possible line of action, about options, ‘‘Would there be
any other way to approach this, any other way to explore getting time oV?’’ and Wnd
that the question prompts a new thought, ‘‘Well, maybe if I oVered to help before-
hand . . .’’

Here the interview becomes not just an exchange, a quid pro quo, not just a back
and forth conversation, but actually a process of collaboration and co-creation. By
exploring possible moves, eVorts, suggestions, enquiries, or questions that might be
asked of still others, both sides can enquire together to explore new options or new
ways of understanding issues at hand.

3.3 Learning about the Interviewer’s Own InXuence

Emotional Responsiveness

If interviewers display no emotion at all as they listen and pose questions, they can be
seen as callous, arrogant, egotistical, disinterested, and disrespectful, or worse. So in
our opening quotations above, for example, we see that only when professionals
show that they take seriously the experience of those with whom they’re speaking will
they be likely to have productive conversations—and actually showing that may only
be possible through their own emotional responsiveness that they as interviewers
bring to bear, that they themselves express.

Being responsive need not mean being wholly deferential, being cowed or intimi-
dated or hopelessly distracted, but itmightwellmeanbeing led tonewquestions, being
led to even more important areas of conversation than the interviewer
imagined initially. In part the promise of every interview lies in such discovery,
in surprise, in the interviewee at times showing the questioner altogether new
issues, new domains to explore, new matters of signiWcance and relevance that ought
to be ‘‘looked into.’’ Such responsiveness, Sarah Dooling suggests, requires a quality of
presence that works ‘‘from a place of curiosity and hope,’’ as well as from ‘‘a place of
political savvy and strategic caution’’ (personal communication, May 2004).

So emotional responsiveness on the interviewer’s part oVers opportunities as
well as dangers, opportunities for discovery as well as dangers of getting lost.
Such responsiveness challenges interviewers to show that when they ask
questions, they hope not just to Wll out boxes on a clipboard but to show that they
‘‘can relate’’ to the experience, or at least to this telling of the experience, of the
interviewee.

Relationship Building

Interviewers who can’t inspire a minimum of trust may not just lose their interviews,
for worse still can happen. Instead of being asked to leave, interviewees might ask
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them to stay and give them a taste of the game they seem to be playing. So a
distrusted interviewer might evoke stories and tales designed for many purposes—
many purposes that the interviewer may never discover.
Distrusted interviewers may be told ‘‘just what they want to hear,’’ whether or not

it has any relationship to any real world. They may evoke feigned cooperation just
because the interviewee is more worried about his or her own safety than with
helping the interloping interviewer: the interviewee might wonder, ‘‘Who will Wnd
out, and how might I suVer, if I say really what I feel here?’’
Similarly, when interviewers can inspire trust and ensure the safety of those they’re

talking to, they can build relationships that they might build upon in the future. Not
least of all, the interviewer might be able to come back, to keep in touch, to learn in
the future. So the organizer turned mediator and public manager above told us, ‘‘If
they trust you, to share information with you, and you treat that information with
the respect that you promise, it’s then not a very large leap to say, ‘Now, will you trust
me to put together a meeting where you won’t get beaten up?’ ’’
Curiously, a sense of humor can help both to level and to build collaborative

working relationships across the interviewer–interviewee divide. Humor can play an
ironic role, not just because everyone might laugh, but because they might laugh
together: because humor creates a temporary common ground from which new
relationships can arise—new relationships of those who come to see something
surprising together, and to see in doing so that they share the possibility of viewing
the world together, recognizing similar experiences in the world, Wnding some
experiences similarly strange, or surprising, or wacky, or contradictory, or ambigu-
ous, and evoking similarly ‘‘a laugh’’ (Forester 2004a).

Discovery and Humility

Finally, interviewees often promise to break the presumptions and ordinary expect-
ations of their interviewers. People just say the strangest and most wonderful things.
Or they do it in the most unexpected ways. Robert Coles writes of interviewing
African-American families with children who’d been the object of the most vicious,
hateful heckling as they went daily to school, and Coles tells us of the astounding
graciousness and generosity with which he, a stranger and an outsider, a white
professional psychiatrist, was received and welcomed.
Humility is a virtue in interviewing not only as a corrective to the dangers of the

arrogance that those of us with our important questions can have, the arrogance of
those of us who ‘‘need to know,’’ as we’re on some ‘‘oYcial mission’’ to ‘‘Wnd out,’’ but
humility counts too because as interviewers we are so ridiculously Wnite, so merely
mortal, so imperfect, so far really from any full rationality or omniscience, that we
need to be as open to surprise and discovery as anyone else in the world (WoodruV
2001). Or more: Humility can help us because we may too often already have our
sights set, our blinders in place, our presumptions operating even when we think we
know to hold our ‘‘biases’’ aside.
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So the wonder of words, and the wonder of each new meeting, lies in part in the
discoveries we can share in inter-views, if we listen for far more than words, for far
more than intentions too (Coles 1989; Reich 1994).

4. But what Obstacles make
Interviewing Tough?

.......................................................................................................................................................................................

Talking about interviews is easy, but conducting them can be much tougher. Who are
you, after all, to interview someone else? What will they think, once you start to ask
questions? How badly have they felt treated by other interviewers—and how will that
predispose them to treat you? What are you doing for them? Will they have any
reason to trust you? Let’s review several of the obstacles that you might face.

4.1 How Do You Look Before You Ever Open Your Mouth?

Consider all the non-verbal signals you send when you approach another person to
‘‘do’’ an interview. How do you dress (casually, formally, oYcially)? How do you smell
(full of aftershave or perfume)? How do you arrive (by bus, by foot, by car, whose car)?

The South African oYcial who warned us about the dangers of bringing a tape
recorder to interviews unannounced was not alone. Speaking of her experiences as a
young planner in Jerusalem, Sarah Kaminker recalled walking in neighborhoods with
oYcial-looking maps and having people stream out of their houses, once with rocks.
Another planner spoke of introducing herself in a community meeting, and she
recalled how she was then greeted as the representative of the city’s powerful planning
agency: ‘‘A guy got up in the back of the room and started yelling at me that his family
had lost their home because of what we had done—but I hadn’t even been born when
that had happened!’’

In such cases, these planners teach us, interviewers often send signals before they
ever open their mouths. They way they dress, drive, equip, and identify themselves
shapes the expectations of others, expectations for which the interviewers have some
responsibility too.

4.2 ‘‘Mere Words’’ Matter

If interviewers use language that interviewees Wnd strange, overly formal, obscurely
technical, ambiguous, or arrogant, their interviews will fail. The language of our
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questions will shape not just the language of answers but perhaps whether any
answers will be forthcoming at all.
In a striking story of intercultural negotiations, Shirley Solomon quotes a Native

American tribal leader’s experience of the silencing eVects of the formal procedures
and language of Robert’s Rules of Order: He says, ‘‘In those meetings where it’s
Robert’s Rules of Order, I know that I either have nothing to say or what I have to say
counts for nothing’’ (Forester and Weiser 1995).
The point here reaches far beyond ‘‘Robert’s Rules’’ or parliamentary or other

formal procedures. The language of our questions, and the language in which we
might presume a conversation to unfold, can discourage, intimidate, humiliate, or
otherwise silence many people with important experiences and knowledge to share.
If we neglect these languages of interviewing and instead assume some supposedly
‘‘neutral’’ terminology, we risk not only keeping ourselves stupid but undermining
future cooperation and weakening our future relationships as well.

4.3 Safety Matters

When those asking the questions and those being asked have histories between
them, histories of distrust and inequality, interviews will be more complicated
than they would otherwise be. Those asking the questions sometimes think that
their own ‘‘good intentions’’ should be enough to pave the way to successful
interviews, but they can face rude surprises. Ken Reardon writes of taking planning
students to East St Louis to interview community leaders about prospective local
projects they might work on—only to Wnd that they would be interviewed in turn, if
not grilled, and then told pointedly by community leaders of the long history
that residents had suVered as objects of previous generations of university researchers
(Reardon et al. 1993).
In any situation of conXict, too, parties will be reluctant to ‘‘tell all’’ to third-

party mediators for just the same reasons that very few of us ‘‘tell all’’ to many others:
we very reasonably worry about how others will use the information we
might disclose, especially if others might come to see us in some partial light or
take advantage of that information. Even ‘‘students’’ can have diYculties doing
interviews if community residents fear that their words will not be accurately
reported or that the conWdentiality they’ve assumed (or have been promised)
could be violated.
The more general point is simple enough: the more afraid interviewees feel

about having their words used against them, the more limited will be the utility of the
interview results. Interviewers need to know that these issues reach far beyond
their ostensible ‘‘good intentions,’’ of course, for they conduct their interviews on
institutional stages, in historically and politically staged contexts that frame every word
they speak.
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4.4 Theoretical Blinders

Interviews can run aground on other rocks too: the interviewer’s theoretical frame-
work may be so selective, so narrow, that he or she cannot grasp eVectively, much less
adequately report, what’s been said or what’s signiWcant about it (Umemoto 2001).

Robert Coles puts this beautifully, quoting William Carlos Williams here: ‘‘Who’s
against shorthand? No one I know. Who wants to be shortchanged? No one I know’’
(Coles 1989, 29).

We do interviews to learn, but we need to ask questions to help others help us, and
sometimes our preoccupations, our own selective attention canwork not just to focus
attention too partially, but to mislead us as well. We might ‘‘frame’’ a question as a
matter of time and resources, for example, and not really hear an answer that hints
that the problem of limited resources is really humiliation, not economic capacity.

So in a mediation once I asked a young man, as I tried to check what I thought I’d
heard, ‘‘So, because you’re working, you don’t have much time to do the things that
your father’s talking about here?’’—and when he replied, ‘‘Yeah, right, it’s hard to
do,’’ I missed the signiWcance of his answer altogether. But his father who was sitting
across the table didn’t miss a thing and exclaimed: ‘‘Oh! (I get it!) This is hard for
you! Sure, of course; Yes, I can see that it is . . .’’ and their whole conversation then
turned from arguing and bickering to a real search for cooperation. The point, it
turned out, was not about time at all, but about the father’s pressure, the son’s pride
and embarrassment to admit that what the father was asking was diYcult because of
his job’s demands, the father’s having been fooled by the son’s brave face—and only
now, with the son hinting and the father seeing past the blinders of my question
about ‘‘time,’’ were the father and son able to try together not only to address the
supposed ‘‘issues’’ at hand but to improve their relationship as well.

4.5 Presumptions Can Blind Interviewers and

Interviewees Alike

Robert Coles warns us that patients can have presumptions about what their doctors
wish to hear, and so what those doctors learn through their questions can be limited
accordingly. Similarly, professionals of all kinds bring presumptions of what others
know or don’t know, what they will be able or unable to respond to, what they will be
willing or unwilling to talk about, and so what they (or we) learn will be shaped
accordingly.

Lawyer-turned-mediator Gordon Sloan suggests the inXuence that such presump-
tions can have. Talking to parties participating in a Vancouver Island land use
mediation that he had convened, he found many parties telling him that they were
quite willing to talk to others, but they then said quite conWdently of their adversar-
ies, ‘‘But they’ll never talk to us!’’
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Sloan tells us, instructively, that he found himself saying then to several of these
parties, ‘‘Funny thing: that’s exactly what they said about you!’’ and found them
responding, in surprise, ‘‘They did?!?’’ (Forester and Weiser 1995).
Here presumptions reach past what gets asked to the very possibility of discussion

and dialogue in the Wrst place!

4.6 Professional Education as a Source of Blinders and Bias

Our own training encourages us to pay attention selectively, to ask some questions
and not others, to see some responses as relevant and not others, to treat some claims
and some emotions as signiWcant and others as less so. So in the Wrst part of this
chapter we read one planner’s warning: if we work with people who’ve invested years
of work and commitment in their neighborhoods, and our own professional self-
image leads us to suppress showing that we care about those places, those commit-
ments, and that real work, we can very well then seem not to be sensitive, impartial,
and professional, but callous, unfeeling, and distant—and if we seem to be blind
and unresponsive, we will inspire not conWdence and reassurance but resentment
(Sandercock 2003; Krumholz and Forester 1990, 256).
If our training misleads us to think of emotion as simply a distraction from

rationality—as if irrelevant facts could not be just as distracting—that very training
will have saddled us with a terribly thin, emaciated idea of rationality, as Martha
Nussbaum has so often argued (1990). We can learn through emotions as well as from
facts, which explains why in the face of complex problems we might seek counsel
from those capable of feeling as well as thinking. Consider the risks of taking
advice—about anything important in your life—from someone with lots of brains
but with no emotional sensitivity, no emotional awareness or responsiveness.

4.7 Impatience

It can be hard to listen sensitively, or be diYcult emotionally to spend the time
required to understand someone, when as interviewers we’re itching to ‘‘get to the
point’’ (or to the next interview!). So having patience as an interviewer can be an art
form. New questions can so easily derail a train of thought, and part of the wonder of
doing any good interview is enabling surprise, enabling the person being interviewed
to bring something wholly new into the conversation: a distinct turn of phrase, a way
of putting something, a new idea, an angle that’s important, a sense that ‘‘I’ve never
really thought of it that way before’’ (Weiss 1994).
But interviewers may think, after all, that they ‘‘don’t have all day,’’ and they have

others to talk to and other work to do (and so do the interviewees, of course!)—and
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so interviewers have to be careful: if they show signs of impatience, they’re likely not
only to shorten the interview, but to get canned and ready-made answers instead of
the thoughtful, if less crisp, responses that will really be fresh and instructive.

4.8 The Fear of Loss of Control

Not only can patience be in short supply, but so can conWdence. When an interviewee
seems to be wandering, interviewers have a judgement call to make: do I interject or
interrupt to ‘‘bring them back’’ to the topic at hand, or not? Questions often provoke
unintended responses, and these can be the most interesting of all or be the most
irrelevant—and good interviewers must know the diVerence!

Questions can provoke strong emotions too, and when they do, in unanticipated
ways, interviewers will wonder what they’ve been missing, what they should have
known but didn’t, and more: they will wonder if the strong emotions they’ve
provoked will threaten (or help to redirect) the Xow and direction of the interview
itself.

The more an interview matters, at times, the more emotional the response of those
questioned may be. Asked about grievances or the responsibility of others or
promises made or betrayed, respondents may quite reasonably become angry, cyn-
ical, distressed, disgusted, perhaps prone to go oV on a screed that can threaten all
but the most experienced interviewer.

So control can often be an issue negotiated all the way along an interview. Like
their interviewees, interviewers too have purposes and limited time and limited
capacities to understand and assess what they hear—and so they might reasonably
fear losing control of interviews when respondents have very strong views or stronger
emotions.

4.9 Posturing Threatens Successful Interviews

Sound bites threaten interviews no less than they subvert substantive political
discussion. If interviewers hope to explore fresh material rather than pre-scripted
‘‘pat’’ answers, then they have to be careful not simply to evoke respondents’
‘‘posturing’’ instead of their more candid replies.

Parties can posture for many reasons. They may distrust the interviewer and so fall
back on tried and true answers. They may worry that the interviewer will reveal
sensitive information and so not disclose anything that’s not already ‘‘canned.’’ They
may have little time and rely on ‘‘tried and true’’ answers. They may presume that the
interviewer wants well-rehearsed, well-thought-out, and prepared answers, and so
posturing becomes a way to appear ‘prepared’ and in control. In these ways and
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others, interviewees can withhold fresh and thoughtful responses, and their inter-
viewers can learn little, perhaps and very likely never knowing what they are missing.

5. So, to Overcome these Obstacles,
What can Help us to Inter-view Well?

.......................................................................................................................................................................................

So you’re going to do a series of interviews, and you’re reasonably a bit apprehensive
about how they might go. What can you do to avoid some of the obstacles just
discussed?What canyoudo to learn a gooddeal rather thanwasting your time? There’s
a good deal you can do, so consider Wrst at least these dozen or so suggestions:

5.1 Think about Ceremony and Rituals of Indirection

that Allow Talk

Conversation just doesn’t happen. Especially when controversial issues are involved,
interviewers may need to build relationships if they’re going to be able to ask
good questions and get good answers. Tel Aviv public oYcial Baruch Yoscovitz
put this wonderfully once when he described the experience of a Japanese plan-
ning colleague who’d worked on a major transportation infrastructure project in
metropolitan Tokyo (Forester, Fischler, and Shmueli 2001, 39). ‘‘How’d you manage
to do it?’’ Yoscovitz recalls asking. He found the answer striking: ‘‘Over two thousand
cups of tea.’’
Curiously here, the rituals of meals, breaking bread or sharing tea, allow inter-

viewees to see what sort of person they may be dealing with in the interviewer: is this
someone who just wants to ‘‘hit and run,’’ to ask pre-scripted questions quickly and
leave, or does this person bring a broader agenda? Given our situation, what’s
appropriate here? And in these same rituals, of course, interviewers may build trust
and rapport and learn as well.

5.2 Remember that People Care about Much More

than they Say

If we know not to take people ‘‘literally,’’ as if everything they mean could possibly
be expressed in their words, we know to look beyond words, to take what we hear
as indications, metaphors, expressions, practically produced accounts in speciWc
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(interview-structured) situations. So we know that what we hear is almost always
provisional, not the ‘‘last word,’’ always incomplete. Once we understand that
speakers very often care about much more than they can put into words, we can
treat their words as doors to yet other of their concerns, beliefs, worries, commit-
ments, and more—even as we must also be careful about reading too much into what
they’ve said (Spirn, personal communication, 2003).

Just as we must listen for more than mere ‘‘words,’’ so do we read quotes not just
for ‘‘words’’ but also for meanings and implications, clues and cues, hints and tips to
matters of concern far more complex than any simple sentences might literally render.
If we resist being too literal as we listen to answers, we might remember the saying
that ‘‘a picture’s worth a thousand words’’—and apply that thought to the many
pictures that our interviewees paint in our conversations.

5.3 Recognize Emotions as Modes of Vision Tied to Cognition

(No More Distracting than ‘‘Facts’’!)

We should listen carefully to the emotional tone of what we hear, and we should
appreciate emotions as being equally capable of either distracting us from or leading
us to ‘‘the truth of the matter’’ at hand (including a party’s strategic posturing!). At
the risk of repeating a suggestion made above: if we think about it for a moment, we
can see that anyone with a deeply hidden agenda can use an appeal to ‘‘the facts’’ to
distract others just as much as they ever might use ‘‘emotion’’ for the same ends. But
more ironically: the appeal to ‘‘facts’’ might distract us even more subtly (as if ‘‘the
facts’’ were simply, out of any context, free of any selectivity, independent of any
language of representation, just ‘‘the facts’’).

So instead of assuming either that ‘‘the facts’’ ever speak for themselves or that
emotions of fear or anger or suspicion have little to teach us in a speciWc case, we
should try sensitively to learn through such emotions rather than try pre-emptively
and blindly to suppress them as ‘‘non-rational,’’ ‘‘misleading,’’ or ‘‘distracting.’’ We
can learn through another’s fear or anger, for example—if we listen closely—for fear
and anger are typically related to evaluative judgements and cognitions: a resident
fears losing their neighborhood’s ‘‘character’’ if ‘‘other people’’ start to come in, and a
sensitive listener might now probe for issues of class or racial stereotypes associated
with the fear of ‘‘other people.’’ Or a resident’s anger at ‘‘City Hall’’ might be
understood to involve not just what ‘‘City Hall’’ allowed to happen last time, but
the lack of any recognition on oYcials’ parts respecting residents or concerning what
actually happened.

Emotions can disclose important information, but interviewers have to listen
sensitively so they can probe—or they will just miss the cues, miss the tips, and
learn less than they very well might in the practical case at hand.
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5.4 Realize that Messiness Matters, and Details Help

Mediators need to do careful interviews with parties before they might ever bring
them together to try to settle a few of their diVerences. One mediator—call her
Mary—shared a time-tested strategy she has often used: to do a good interview, she
remembers to let her interviewees get past their Wrst Wfteen minutes, past their tried
and true routines, their favorite summaries of ‘‘what it’s all about’’—so she can, then,
learn a lot from the details of their less rehearsed and less reductive accounts.
Mary teaches us that interviewers can be held hostage to these summary stories,

the favorite phrasings, the practiced simpliWcations of interviewees, so we
ought deliberately to press for further elaboration, for the details, for unexpected
angles that can reveal both new information and also at times a better understanding
on the part of the interviewees themselves. So we might often ask, for example,
‘‘Can you say a bit more about how that happens?’’ or ‘‘Can you give me an example
of that?’’

5.5 Moving Beyond the Rush to Interpretation

Robert Coles warns young doctors that patients may often only tell them what they
think the doctors wish to hear. So too in social research can interviewers miss
important insights if they fail to appreciate the preconceptions that their interviewees
have of the interview process and the interviewer’s purposes. Coles warns us to
beware of ‘‘the rush to interpretation,’’ our own temptations to interpret too quickly,
to jump to premature conclusions because of our own lack of time, our own anxiety
about getting ‘‘the point,’’ our own over-conWdence, or simply our own inability to
listen well.
The same problem arises in the world of public policy. So students of the Weld pass

along ‘‘Goldberg’s Rule:’’ Instead of asking someone, ‘‘What’s the problem?’’ ask
them instead, ‘‘What’s the story?’’—so you Wnd out not just one narrow perspective
on ‘‘the’’ problem at hand, but a broader fabric of relevant details that might do
justice to the complexity of what’s actually going on (Forester 1999a).

5.6 Moving Beyond Contextual Blinders

Recalling their interviews, mediators of public disputes have said some strange things
about the parties to those disputes. Sometimes, mediators suggest, parties seem not
to have thought very thoroughly about their own ‘‘interests’’ in a given case and seem
instead to focus their attention much more narrowly on goals, objectives, positions,
or outcomes they hope to achieve.
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What sense can that make? If the parties themselves haven’t thought these things
through, who in the world has? But now, if we don’t treat these mediators as blind or
condescending here, we can actually learn from these curious comments: parties
understandably express ‘‘what they want’’ within the contexts of what they take to be
possible, within the frameworks of relationships and institutional possibilities that
they take for granted as ‘‘realistic.’’

So too if we were interviewees: our answers would depend on some institutional
context we assumed, on some set of possibilities we took to be plausible. So we might
believe ‘‘the City Council will never allocate funds to honest work on race relations,’’
and so we might not ‘‘waste time talking about irrelevancies,’’ things that will never
happen (Forester 2005).

The challenge for interviewers here is a complex and theoretically intriguing one:
in a world in which everyone has limited vision, limited rationality, we may need to
call into question taken-for-granted assumptions that severely restrict what might
actually be thought to be politically possible. So interviewers can try to be explicit
about contingencies: ‘‘If, somehow, the City Council were to consider funding for
work on race relations,’’ for example, ‘‘what would you recommend? If that were
possible, what might you support? Advise?’’

Mediators face a related diYculty when they do interviews: parties may fear being
exploited if they reveal what really matters to them. Of course, when parties who are
interdependent all do this, when they all misrepresent what they care about, they set
themselves up ironically and tragically for failure. They make it much more diYcult
to ‘‘trade’’ across their diVerent priorities. So failing to take advantage of mutually
beneWcial exchanges—actually possible and mutually beneWcial reciprocity, each
giving what matters less to them in order to get in return what matters more to
them—they reach lose–lose agreements: agreements, but agreements that are ‘‘lousy’’
for both parties relative to what they really might have achieved if they had taken
advantage of their diVerences in priorities, concerns, worries, fears, or ‘‘interests’’
(Susskind et al. 1999; Forester 1999a).

The more general problem for interviewing is this: if interviewees fear
being exploited in any way for being truthful, the interviewer may not learn
very much, not even that (or why) the interviewee is perhaps quite rightly
afraid. What can interviewers do? They can bring a keen sense of politics to their
interviews and a practical awareness of the political settings that frame and loom
behind them.

If interviewers seem oblivious to those institutional contexts, as if their
‘‘good intentions’’ alone were all that mattered, they will not likely inspire con-
Wdence and trust. But they can try to build trust and protect their interviewees
in many ways: acknowledging political contexts, clarifying just how they will
use interview materials, at times ceasing to take notes or turning oV tape
recorders, perhaps bringing trusted third parties along, and perhaps most import-
antly creating their own track record of living up to their word, building relationships
over time.
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5.7 Take Small Steps, Make Small OVers

Imagine that someone wants to interview you about your childhood. If they begin by
asking, ‘‘Were your parents successful?’’ what’s likely to happen? You might ask in
turn, ‘‘Well, what in the world do you mean by ‘successful’?’’ Or if you defer to the
interviewer and accept her terms, you might now feel put in a bind, as if you had to
decide upon a Wrst ‘‘yes or no’’ answer, ‘‘successful’’ or not, and then give subsequent
answers that would back up that Wrst answer.
Interviewers might do much better, it would seem, to ask for evidence rather than

for summary judgements: to ask for information or stories that might support
overall judgements (perhaps about anyone’s ‘‘success’’) later in the research process.
This means that as interviewers, we have to resist the temptation to ask our
interviewees to do our work for us.
So if we want to Wnd out what sort of parents (or alternatively, residents, neigh-

bors, activists, patients, and so on), for example, Sue and Chris are, we’ll do far better
to ask them for evidence (How do you spend time with your children? How do you
respond to your children when they . . . ?) rather than to ask them point blank, ‘‘What
sort of parents (and so on) are you?’’
In part, this means interviewers must build trust; they must take small steps with

interviewees to show that they are interested in the details of experience that matter,
not just in easy summary judgements. Small steps build conWdence; they invest time
and attention; small steps are far less threatening (and less obscure) than big overall
questions that overreach and so eventually underachieve. Asking, ‘‘How does this
political process work?’’ might ask for such a summary account, and it might signal
such ignorance of the process that the question itself may prompt a far more
reductive response than the interviewer really wants (and than the interviewee
would be willing to give).
Big questions need to be broken into pieces, so interviewers can ask interviewees to

walk with them in small steps rather than to jump in front of them in big leaps.
Interviewers who ask smaller questions will threaten less, build trust and conWdence
more, and produce surprising results as well.

5.8 DeXecting the Blame Game: Probe Possibilities Too

AsMary suggested above, interviewers, like mediators, can be held hostage to familiar
but reductive rationalizations, whether we call them ‘‘scripts’’ or ‘‘raps’’ or ‘‘bones to
pick’’ or ‘‘spiels’’ or ‘‘homilies’’ or political doctrines. But they can do better, too,
not only by asking for details and examples, but by asking their interviewees for
positive suggestions, for proposals, for oVers, for possible solutions to problems at
hand. This move accomplishes several objectives at once: it moves beyond a ‘‘blame
game,’’ it searches for value to be protected and honored, and it asks the interviewee
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to take responsibility as an agent not just to lay blame, but to imagine constructive
alternatives too.

Mediators Wnd this ‘‘future orientation’’ to be axiomatic, for the blame game
escalates easily and displaces contingent and constructive oVers, ‘‘What if we tried
X, Y, Z? Could we do A, B, C?’’ Similarly, interviewers can probe not only for the
allocation of blame, but for the suggestion of possibilities too—and enrich their
research results by doing so.

In a land use case a mediator we’ll call ‘‘Monica’’ put this search for proposals this
way:

Whenever somebody put something negatively, I would just try to Wnd a positive idea there.
I’d try to turn it around to a positive idea. So someone would rant and rave, somebody

could become angry about houses being built in cornWelds, let’s say—they didn’t want to see
that, and they mentioned something about a land trust in the course of talking. So I’d pick out
that idea, and I’d say, ‘‘So are you saying it would be good if we had a local land trust that
could try to protect some of this land?’’ and they’d say, ‘‘Yes.’’

So it was really a question, whenever anybody spoke negatively, of trying to turn it around
into a positive suggestion, or just coming back with, ‘‘Well, what would you like to see
happen?’’

That set the tone for our meetings, and it really set the tone for our organization as a whole
about what we’re trying to do—which is Wnd positive solutions.

5.9 Let a Sense of Humor Break Presumptions

Having a sense of humor does more than produce smiles and laughter. It conveys to
interviewees that an interviewer has a sense of perspective about her work, that she is
not so earnest, so narrow-minded, or so grimly serious that the interviewee must
worry from the very beginning, for example, about giving ‘‘inadequate,’’ ‘‘wrong’’, or
‘‘stupid’’ answers. Bringing a sense of humor does not only lighten the work for the
interviewer, but sharing that sense of multiple perspectives encourages interviewees,
too, to share the contradictions and complexities, the riddles and peculiarities they
see in cases at hand.

Sharing a sense of humor signals to the person being interviewed that the
interviewer is not in full control of the situation; he or she doesn’t know all the
answers; he or she is prepared for the unexpected, for multiple meanings and views,
for not just a soberly serious attitude but for the contributions that a playful
approach might make as well.

Having a sense of humor in this way can help build trust and ease the anxieties
of interviewer–interviewee relationships; it can align questioner and respondent
together collaboratively in the face of ambiguous and puzzling, complex, and conten-
tious subjects. Not least of all, having a sense of humor can make it possible for both
interviewee and interviewer to face very diYcult, even painful subjects, recognizing
them and yet not being held hostage to them (Forester 2004a; Sclavi 2003).
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5.10 Take a Walk!

Still another approach to interviewing takes a less conversational and more physical,
even more ambulatory, form. Talk less about issues in the abstract, and instead get
out and move around more and look at the setting or city or neighborhood or view
corridor or open space together. As you do things together, you will learn things, and
sometimes talking may only come after walking, traveling, touring, moving through
space together, going door to door or site to site together. In Tony Gibson’s mem-
orable phrase describing participants working together on community planning
strategies and physical models: ‘‘Eyes down (to the work), hands on, rubbing
shoulders, a lot less big mouth’’ (Gibson 1998).

5.11 Pre-brief and De-brief

It might help to realize that interviews live in our imaginations not only before
we ‘‘do them,’’ but after we have ‘‘done them’’ too. So it can help, early on, to talk
to trusted and informed others about what we’re getting into—what we might ask or
not ask, do or not do. Similarly, we might discuss what we’ve heard and what we
think we’ve learned with others after the fact, for often others will bring
other perspectives, insights, and knowledge to bear on what we’ve heard, and we
will learn even more than we Wrst thought as we ‘‘go over’’ what we’ve heard with
others.

6. Conclusions
.......................................................................................................................................................................................

So inter-viewing means listening to and learning from others and doing that with
their cooperation, even collaboration. To interview well is to act practically, respond-
ing to the particulars of the person to whom you’re talking in the unique situation of
your conversation. In more philosophical terms, doing an interview requires a form
of practical rationality, a context-sensitive rationality that’s Wnely aware of details and
richly responsible to encompassing histories of obligations and responsibilities (as
Martha Nussbaum (1990) might put it).
In interviewing well, we try to explore possibilities of understanding the world in

new ways. We are asking questions not simply to conWrm our suspicions, but ideally
to be surprised and to be taught, to be shown in new ways the world about which we
care. In policy and planning situations, interviews often involve the sense of future as
well as the perception of the past, and in conversations of depth, we can come to see
both past and future in new ways—so that we reconstruct the past as hardly so ‘‘past’’
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after all, for we may come to interpret that past as we have never before beheld it and
acted upon it.

So too in interviewing do we necessarily probe matters of fact and value together,
even simultaneously. We probe, after all, the facts that matter, the facts that we take to
be worth asking about, the facts that our interviewees Wnd worthwhile noting,
drawing our attention to, telling us how much they count.

In planning and policy contexts, then, inter-viewing to explore future pos-
sibilities reaches far beyond traditional interviews that might collect multiple-choice
answers to pre-scripted questions. Policy and planning interviewing values objectiv-
ity not as opposed to subjectivity but as building upon it, as established by inter-
subjective conWrmation, by public scrutiny rather than private bias. In the policy
and planning Welds, interviewers dispense with the Wctions that salient know-
ledge could be adequately pre-scripted, and so in these Welds, open-ended inter-
views become essential to open up possibilities of action and design, negotiation
and conXict resolution, collaboration and modes of recognition that lie beyond the
initial presumptions of the interviewers. In planning and policy contexts, inter-
viewing becomes exploratory, normatively inquisitive, action-oriented collaborative
research.

Interviewing, we see, begins with a form of relationship in which strangers often
approach each other to talk. In the course of such talk, we can transform relation-
ships (for better or worse), so that interviewers can often create trust and rapport,
can make their presence well worth the time of the interviewee. In other cases, of
course, interviewers damage relationships by being presumptuous, condescending,
threatening, callous, disrespectful, short, confounding, or worse.

When we consider the harm interviewers can do, we can see vividly how the work
of interviewing involves an ethics that involves the treatment of others to whom we
talk. The ethical considerations that become immediately relevant involve issues of
respect, recognition, and emotional sensitivity. So interviewing combines matters of
epistemology and ethics: interviewers must care deeply not only how they can know
about the world, but also about how they can treat others with or from whom they
hope to learn about and perhaps change the world.

Interviewing requires us to listen far beyond the literal words we hear, far beyond
the ‘‘facts of the matter,’’ so that we assess meaning and signiWcance, so that we assess
emotional nuances and feelings as well as factual accuracy, so that we take our
conversations not as last words about complex matters but as Wrst words that open
them up for us.

Lastly, the challenges of interviewing make clear to us a deep insight of Hannah
Arendt’s: our work of social enquiry must have a moral resonance with the
subject matter, the experiences, the political and moral complexities that we wish
to explore (Benhabib 1990; Slack 2003). This sounds simple enough, but perhaps
no challenge in social enquiry is more daunting. Pre-scripted questionnaires
will hardly do. Just how can one person ask insightfully about another’s experience
of family or neighborhood or community disintegration, or about the humiliations,
perhaps due to racism or sexism or job loss or incapacities, of another’s loved one(s)?
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Just how can we ask sensitively, not stupidly, about one another’s real and precious
hopes, or tragic losses?
For all those concerned with matters of public policy possibilities, the work of

interviewing is inescapable, ever-present throughout organizational and political life.
Technical and non-technical work alike will depend deeply on the skills and insights
we bring to our interviews, so we have our work cut out for us.
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c h a p t e r 7
...................................................................................................................................................

POLICY ANALYSIS AS
POLICY ADVICE

...................................................................................................................................................

richard wilson

Policy analysis and advice, and the decisions based on them, should in an ideal
world be united in one smooth continuous process: research, analysis, options,
consultation, proposals, and decisions, all guided and informed by advice at each
stage. This simple sequential model is one which many policy advisers themselves
have in mind in setting out on the path leading to a decision.
In practice the world inside government is not always as simple as that. The policy

process can be more tortuous. The steps may come in the wrong order and some may
be omitted. External factors may have an unpredictable impact on what happens.
Even a strong Minister may be swayed late in the day by a word from an inXuential
outsider or a media report or a new statistic. Policy analysis is usually an important
part of policy formulation, but it is not necessarily the whole story. This chapter
explores why.
The chapter is written from the viewpoint of a practitioner who has worked inside

government departments and the Cabinet OYce since the 1960s, in a position of both
giving and receiving advice. It takes no account of experience elsewhere.1 Every
country does these things in its own way, inXuenced by its own administrative
culture and conditions. This is a local account, hopefully with relevance to others.2

1 For corresponding accounts of US practitioners, see e.g. Eizenstadt 1992; Schultze 1992; Neustadt
2001; Barber 2001. For more analytic accounts drawn from a US experience see e.g. Neustadt 1960, 2001;
Neustadt and May 1986; Wildavsky 1979; Porter 1983, 1997.
2 For other academic accounts of the British case, see e.g. Brittan 1964, 1969; Heclo and Wildavsky

1974.



1. What is ‘‘Policy?’’
.......................................................................................................................................................................................

The word ‘‘policy’’ is imprecise and usually used loosely by those who make it. It may
indicate an overall objective (‘‘we will take eVective action to combat the terrorist
threat,’’ in the words of the 1997 New Labour manifesto (Labour Party 1997, 35) ) or a
guiding principle (‘‘we will be tough on crime and tough on the causes of crime’’
(1997, 5) ) or a speciWc action which will be taken to help reach the objective (‘‘we will
halve the time it takes persistent juvenile oVenders to come to court’’ (1997, 5) ).

DeWnitions of policy are sometimes crafted for a particular purpose. For instance,
a Government White Paper on Modernising Government in 1999 said: ‘‘policy
making is the process by which governments translate their political vision into
programmes and actions to deliver ‘outcomes’—desired changes in the real world.’’3
The National Audit OYce, which audits public expenditure on behalf of the UK
Parliament, similarly said: ‘‘Policy is the translation of government’s political prior-
ities and principles into programmes and courses of action to deliver desired
changes’’ (National Audit OYce 2001). These deWnitions were intended to give a
signal to particular audiences, and are incomplete. For instance, ‘‘policy’’ may relate
to the principles and priorities which a government adopts in relation to an issue,
and not to their translation into action: see above. And not all policies are about
bringing about change. In some cases the objective of policy is continuity. To take a
random example, the British government has declared, as a matter of policy, its joint
commitment with China to stability, prosperity, and a high degree of autonomy for
Hong Kong.4

In other cases ‘‘policy’’ is used with other meanings for other purposes. For
instance, Michael Howard, the then Home Secretary, faced demands in Parliament
for his resignation following a serious lapse in prison security for which he had
dismissed the director general, Derek Lewis. He said:

I am personally accountable to the House [of Commons] for all matters concerning the Prison
Service. I am accountable and responsible for all policy decisions relating to the service. The
director general is responsible for day-to-day operations.5

Here the Minister was proposing a distinction between policy and day-to-day
operations as a basis for deWning personal responsibility. The distinction was not
new. Similar distinctions had been drawn in other contexts, for instance in the
relationship between governments and nationalized industries.

The distinction needs to be used with care. Policy making and day-to-day oper-
ations are not separate spheres of inXuence but inextricably linked. The policy maker
may, for instance, regard it as morally and politically unacceptable for inmates of a
prison, who are there for punishment and correction, to have television sets in their
cells, and may decide that they should be withdrawn as a matter of policy. The person

3 Cm 4310. 4 Prime Minister, press conference, 10 May 2004.
5 Hansard, 19 Oct. 1995, col. 518.
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in charge of day-to-day operations, on the other hand, may regard withdrawal as an
operational matter which may lead to disturbance, rioting, and even a loss of control
in prisons. DiVerent roles may have diVerent objectives and priorities and ultimately
the policy maker has to be responsible for operations as well as policy. But day-to-day
operations can of course be delegated within that framework.
Another way of putting the point is that there are diVerent levels of policy making.

At the highest level, governments deWne their policy objectives and how they will be
achieved. But at lower levels there is often a myriad of intermediate policy decisions
about the interpretation and implementation of policy which is the stuV of daily life
in government departments including day-to-day operations; and it is where success
and failure often lie.
It can be argued for instance that the chances of successfully introducing the poll

tax (community charge) were dramatically reduced by an intermediate policy
decision (see Butler, Adonis, and Travers 1994). The Conservative manifesto in the
general election in 1987 included a commitment to the tax. The intention was
to introduce it alongside its predecessor system, the rates, and to phase out the
rates over four years, an arrangement known as ‘‘dual running.’’ Then in late 1987,
after brief discussion, it was decided to abandon dual running and introduce the tax
in one go in April 1990. This intermediate policy decision was arguably as important
as the policy itself but it was taken quickly and with only a small fraction of the care
and thought.
In this chapter policy means the actions, objectives, and pronouncements

of governments on particular matters, the steps they take (or fail to take) to
implement them, and the explanations they give for what happens (or does not
happen). Policy advice means the advice which is given to governments in connec-
tion with these things, including how to achieve a policy goal, once it has been
decided upon.

2. The Exercise of Power
.......................................................................................................................................................................................

Policy in government is fundamentally about the exercise of power by the state.
Policy advice is advice about how that power should be exercised, and to the extent
that it actually inXuences what governments say or do it may itself represent the
exercise of informal power. Policy analysis is about providing a basis for the exercise
of power, and may or may not be powerful, depending on how far it actually
inXuences what happens. The policy process does not exist in a vacuum, nor does
it operate in a world of pure rationality. It can only be seen and understood in a
political context.
This is why the relationship between policy analysis and policy advice is rarely

straightforward. Power—and therefore control over policy—never remains con-
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stantly in one place with one person: it is a matter of degree, dependent very much on
time and circumstance. This applies even at the highest levels of government

Policy advice must take account of these things and therefore goes wider than
policy analysis. It includes ‘‘the art of the possible,’’ the art of judging what can be
achieved within the constraints which limit a government’s freedom of maneuver
(see e.g. Vickers 1983). These constraints are many and varied. Lack of resources, lack
of legal power, lack of parliamentary support, public opposition on moral or other
grounds, opposition from elsewhere in government, opposition from powerful
vested interests such as the trade unions in the 1960s and 1970s or the media today,
the reaction of Wnancial markets, lack of technical know-how: these and many similar
factors curb the policy options open to governments.

3. The Political Context
.......................................................................................................................................................................................

There are many ways in which context may aVect the policy processes of government.
The chances of a policy analysis being accepted may depend in part on who carries

it out and for whom. For instance, where the analysis is the work primarily of people at
the centre of government working for a Prime Minister or a Chancellor of the
Exchequer who is strongly placed in relation to his colleagues, with a large majority
in the legislature, the chances are that policy decisions will be in line with the analysis
although this is not always the case. Reports from inXuential inquiries or bodies such
as Royal Commissions set up by government are also more likely to carry weight than
analyses volunteered unasked, particularly if the group or individual concerned has an
obvious interest in the outcome, unless of course it suits the convenience of govern-
ment to cite them in support.

Where analysis is the subject of dispute within government and diVering advice is
being given in diVerent quarters to diVerent ministers, a policy analysis which lends
weight to a particular viewpoint is more likely to have an eVect than one which
further muddies the water. So too is a report which is clearly authoritative and
independent, in particular on a scientiWc or social issue of current concern. So too is
a report which is clearly expressed and can be grasped by a busy Minister or oYcial
reading late at night in the back of a car.6

Much of government is about reconciling conXicting points of view held
by diVerent groups and individuals outside government. Policy analyses
which command wide support among experts or others, and are well documented
and supported by authoritative evidence, are more likely to have an impact
than analyses which are disputed by other authorities and supported only by one
strand of opinion. But even where there is consensus it may not prevail if political
conviction and belief points to another course as the best for the long term, as the

6 For a more general analysis of these phenomena, see Majone 1989.
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Thatcher government demonstrated with macroeconomic policy and the trade
union reforms of the early 1980s, and as Prime Minister Blair showed over military
action in Iraq from 2003.
In practice, if an issue is highly contentious, too many views may come from too

many quarters—experts, businessmen, quangos, people inside government, Parlia-
ment, the media, pressure groups, and so on—for any rules or generalizations to
apply. The issues simply have to be thrashed out in whatever Cabinet Committee or
other forum the Prime Minister of the day uses to debate them.
For example, in the late 1970s, the government was faced with a decision on the

choice of thermal reactor for the next generation of nuclear power station orders in
England and Scotland, a highly technical issue involving many scientiWc, safety,
environmental, and commercial factors. Passions ran high and reached the front
pages of newspapers. Opinion was divided between those who favoured the British
Advanced Gas-cooled Reactor (AGR), the American Pressurized Water Reactor
(PWR), no new nuclear orders, or something else. The policy process was a model
of its kind. A technical assessment of the options was prepared at a cost of some
millions of pounds; the Secretary of State launched a process of public consultation
and personally took evidence from as many groups as possible, including his own
civil servants; and the Central Policy Review StaV (see below) prepared their own
analysis. In the end there was no obvious ‘‘right’’ answer, no consensus, no deter-
mining factor, no greater agreement when everyone had had their say than at the
outset of the process. The Wnal decision, taken by the Cabinet after prolonged debate,
was a compromise: one AGR for England, one AGR for Scotland and a design study
for a PWR which was later built at Sizewell. Sometimes in government there are no
‘‘right’’ decisions, just decisions. (For an academic study of some of these episodes,
see Williams 1980.)
Good timing can be a key factor in the inXuence which a policy analysis may have.

There are some fundamental issues such as, say, the elimination of poverty which
governments are most likely to be prepared to tackle at the beginning of their period
of oYce or later on when they begin to be accused of running out of steam. Attempts
to persuade governments to tackle such issues at other times when there is no public
pressure to do so are likely to end up in the long grass however rational the case for
addressing them, unless of course they are taken up by a policy unit or individuals
close to a strong Prime Minister—as with Prime Minister Thatcher on global
warming, for instance—or Chancellor of the Exchequer.
Governments are more open to new thinking at some times than at others. Where

consideration of a policy issue is still at an early stage and thinking is still Xuid, it is
easier to inXuence it than later when thinking has hardened. The chances of inXuen-
cing thinking are even greater if a review has been running for a while without
making progress and no one knows what to do (which may not always be apparent
from the outside). The review of the National Health Service in 1988 which lasted a
year had reached few conclusions after six months’ work. It had been initiated with
no idea of where it would lead and found itself conducting an exercise which required
original thinking with relatively little ready-made analysis available to assist.

156 richard wilson



This happens in government from time to time, particularly in Welds which are
peculiarly the business of government such as health or social security or rail
privatization.

Other things being equal, proposals which involve an increase in taxation, the
introduction of legislation, or new public expenditure are less likely to be accepted
than proposals which are self-Wnancing (or even better, raise money) or which can be
implemented within the existing law. The parliamentary timetable has room for only
a limited number of major bills in each session, generally Wfteen to twenty: compe-
tition among departments for one of those slots is intense and begins well over a year
before the session begins.7

These are all examples of extraneous factors which may inXuence the eVectiveness
of policy analysis and the content of policy advice.

4. Poor Decision Making
.......................................................................................................................................................................................

No amount of good policy process can remedy the wrong political judgement.
Those involved in the community charge, referred to above, regarded it as a model
of policy analysis. One of the ministers most closely involved, William Waldegrave,
said later:

In the way the policy was originated, formulated and carried through it was a model of how
. . . modern policy should be formulated. There was a project team. There were outsiders.
There was published analysis and enormous consultation. There was modelling of outcomes
using the latest technologies. What there wasn’t (it is now generally alleged) was a correct
political judgement by the Cabinet of the day. That was nothing to do with the civil service
and the outside experts who had performed exactly what their democratically elected masters
had asked of them . . . In the end there is no magic wand which can ensure that human
decision-makers avoid mistakes.8

Whether it was in fact a model of policy analysis has been questioned: it has for
instance been pointed out that the then Chancellor of the Exchequer, Nigel Lawson,
composed a devastating critique of the tax which anticipated virtually all the key
weaknesses, including the serious distributional impact the tax was likely to have
(Butler, Adonis, and Travers 1994). But the central point, that good decisions require
good judgement as well as good policy analysis and advice, is a fair one. Where the
exercise of power is too concentrated in a department or in government or in one
individual this increases the risk of poor decisions.

7 Rose 1986; van Mechelen and Rose 1986. On the timetable imperative in government, see Cabinet
OYce 2004.

8 W. Waldegrave, speech to Social Market Foundation conference on ‘Reforming the role of govern-
ment’, 1 Dec. 1993, p. 7.
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Ultimately, however good the policy process, the quality of the policy decision
boils down to the quality of the judgement of the person or people making it. What
constitutes ‘‘good judgement’’ is easier to say with the beneWt of hindsight. At the
time, when everything is still uncertain, good judgement requires personal qualities
which comprise the ability to weigh up competing factors with conWdence, the
courage to work for the long term while managing the immediate politics, an instinct
for which objections or diYculties to take seriously, and an understanding of people
and human behaviour. Plus good political nous. Plus the qualities speciWed in
Rudyard Kipling’s ‘‘If.’’ Plus luck.
Those who provide policy advice, whether inside or outside government, need to

cultivate these qualities too. The key to conveying policy advice—assuming it is
sound—is Wrst, to do so within a relationship of trust; and second, to frame it in
terms which are clear and succinct and engage the reader at the right level in the right
tone, not labouring things he already knows but focusing on what he wants to know
and what he needs to know, even if it is unwelcome, refreshing the issues with a new
perspective and crystallizing the key facts and arguments.

5. From Generalists to Managers
.......................................................................................................................................................................................

Over the last thirty years there has been a movement away from civil servants giving
policy advice as generalists towards a more rigorous and professional approach to
policy making in which policy advice goes wider than traditional concepts of policy
analysis and embraces risk, management, and results.9
The importance of taking account of management in policy making had always

been recognized: Sir Edward Bridges as Secretary of the Cabinet in 1950 described it
as ‘‘a cardinal feature of British Administration.’’ But in practice it was often over-
looked amid the other pressures of decision taking.
Historically the word ‘‘policy’’ has had deep cultural signiWcance in the British

civi service. For many years the service was divided into three main classes: admin-
istrative, executive, and clerical. Everyone wanted to be in the administrative class.
This was where the fun was. In the words of a leading reference book of 1957 it
‘‘consists largely of university graduates, advises Ministers on policy, deals with any
diYculties arising from current policy and forecasts the probable eVects of new
measures and regulations.’’10 The key word here was policy: the skill of the senior
administrator lay in the giving of policy advice to the Minister, including a lucid
account of the evidence, options, and arguments and a recommendation about the
way forward, although the culture of the service constantly reminded people that the

9 On the corresponding phenomenon in the USA, see Rivlin 1971. On the pitfalls of such approaches
see Majone and Quade 1980.
10 Whitakers Almanack 1957, 353.
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true power lay with Ministers and the democratically elected government, not
oYcials.

Below the administrative class was the executive class, ‘‘responsible for the day-
to-day conduct of government business within the framework of established pol-
icy.’’11 Unusually the word ‘‘executive’’ acquired a faintly pejorative Xavour in this
context: the superior importance of ‘‘policy’’ was a glass ceiling for people who lacked
policy experience when they appeared before promotion boards. The role of the
professional, scientiWc, and technical classes, experts such as doctors, lawyers, and
engineers, was famously to be ‘‘on tap but not on top.’’ The clerical class was at the
bottom of the pile.

The Wrst dent in this cultural attachment to ‘‘policy’’ came with the Report of the
Fulton Committee into the Civil Service in 1968 which criticized the ‘‘cult of the
generalist’’ (Fulton 1968). Although its proposals never got oV the ground at the time,
the report laid the seeds of subsequent reforms.

The introduction of Wnancial management under Prime Minister Thatcher,
coupled with decentralization of managerial responsibility to ‘‘Next Steps agencies,’’
led to recognition of the importance of management as well as policy skills and the
need to design policies which took account of the needs of management. (On the
‘‘Next Steps’’ principles, see Jenkins, Caines, and Jackson 1988.) The Major govern-
ment introduced the requirement that policies on public services should include
standards for performance, with complaints and remedies where standards were not
met, through the ‘‘Citizen’s Charter’’ (Major 1999, 251).

These reforms culminated under the Blair government that was returned
in 1997 in a drive to concentrate the civil service still more intently on achieving
results and improving public services (‘‘delivery’’) and on producing better policies
rooted in evidence-based analysis, well designed and capable of successful
implementation. Numerous publications testify to this drive. Adding it up, a report
by the Performance and Innovation Unit in January 2000, called for good analysis
to be placed at the heart of policy making. Better Policy-Making, a report
by the Centre for Management and Policy Studies in November 2001, reported
examples of the most innovative approaches to policy making in central govern-
ment. Modern Policy-Making: Ensuring Policies Deliver Value for Money, a report by
the National Audit OYce in November 2001, examined speciWc examples of
cases where policy analysis and advice had resulted in poor design and imple-
mentation of policy, and identiWed nine key characteristics of modern policy
making.

These reports had an aspirational Xavour, and no doubt beneWted from hindsight.
But they also reXected the trend away from reliance on generalists. In an address to
the civil service on 24 February 2004 , the Prime Minister called for:

a more strategic and innovative approach to policy. Strategic policy making is a professional
discipline in itself involving serious analysis of the current state of aVairs, scanning future
trends and seeking out developments elsewhere to generate options; and then thinking

11 Ibid.
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through rigorously the steps it would take to get from here to there. I Wnd too often that civil
servants have not put forward a proposal either because they thought it would not be
acceptable politically or because it simply seemed too radical. . . . don’t be afraid to recom-
mend ideal solutions that look impractical; it is my job and the job of ministers to decide
whether something can and should be done . . . Large bureaucracies tend to be risk averse.
Failures that result from taking risks are too often punished more severely than failures which
result from inaction. The Civil Service needs to encourage and reward lateral thinking. (Blair
2004)

Whether it is reasonable to blame civil servants for taking a realistic view of the world
in which they work and the likely consequences if things go wrong, including
criticism from Parliament and the media, is another matter. Although it may
sound like a joke in Yes Minister (Lynn and Jay 1984) more than one Minister has
found himself saying, when a policy went wrong: ‘‘I know I want people to take more
risks but I didn’t mean that sort of risk.’’

6. Decline of the Generalist: Does it
Matter?

.......................................................................................................................................................................................

It has been argued that the rise of managerial advice and many of the reforms in the
1980s and early 1990s actually stripped away analytic capacity at the centre of
government (Dunleavy 1995). Some deplore the exit of the generalist; some applaud
it; some dispute whether it has happened. It is very hard to demonstrate, one way or
the other.
The numbers prove nothing. There were 2,700 people dealing with policy in the

administrative civil service in the mid-1950s. Fifty years later there were 3,800 people
in the senior civil service, a narrower, more senior grouping covering both senior
policy advisers and senior managers.
To the extent that management reforms required the senior civil service to give

greater time and eVort to management they implicitly reduced the eVort devoted to
policy advice within government. The cull of the most senior grades in 1995–7, which
led to a reduction of over 20 per cent in the most senior posts, led to a loss of
corporate memory, temporarily at least. The list of skills and competences expected
of people in senior positions is now more than any single person could hope to
acquire in a lifetime, with policy skills only one of many specialisms, and has led to
greater emphasis on the importance of teams who between them have all the skills
needed to run a big department. Certainly there has been a rebalancing of what is
required of senior civil servants with a new and healthy respect for a wider range of
professional skills.
But does this mean that policy making is necessarily worse? It can be argued that

the old cultural attachment to ‘‘policy’’ described above bears out the model of
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‘‘bureaushaping,’’ in which civil servants monopolize the intellectually intere-
sting activity of giving advice to ministers while oZoading less intellectually
engaging activities, such as managing policy delivery, to other agencies (see Dunleavy
1991). This creates a pleasant and intellectually stimulating activity but at the
price of detaching policy from the question of whether it can be imple-
mented successfully and eYciently and whether it actually works. There has been
suYcient evidence of the failures of policy advice over the years (see Dunleavy 1995;
Hennessy 1997) and more recent successes, for instance in the Weld of macroeco-
nomics over the last twenty years compared with the previous twenty years, to
suggest that it is worth striving for better and more professional models of policy
making.

Some commentators worry that ‘‘detached from their civil service advisers, Min-
isters will be able to exercise more arbitrary power given their discretion within the
law’’ (Foster and Plowden 1996, 178). But arbitrary action, detached from advice, has
always been a hazard, as the Suez venture illustrated. The only duty on Ministers is
‘‘the duty to give fair consideration and due weight to informed and impartial advice
from civil servants, as well as to other considerations and advice, in reaching
decisions’’ (Cabinet OYce 1996). It is the duty of the civil service to give such advice,
but to extend this to acting as a block on government action risks giving the civil
service an independent constitutional role which it does not have.

The end of generalists as a class was a necessary step on the path to better
policy making. Whether the generalist will ever be dispensed with completely is
open to question. Certainly the skills will continue to be needed. But the determined
trend away from the generalist as a class is unmistakable over the period.

7. What Prime Ministers Want
.......................................................................................................................................................................................

One major inXuence on policy making in government is intervention by Number 10.
Prime ministers want success for their government and re-election; and they may not
see these things as Xowing naturally from the sum total of the successes of their
colleagues, unaided by the centre.

Although usually powerful, prime ministers in Britain have relatively few formal
executive powers other than the power to recommend the Queen to appoint and
dismiss ministers and the power to chair and sum up meetings without a vote. Most
executive powers, including legal powers and expenditure, are vested in secretaries of
state or other bodies such as local government. Prime ministers are therefore driven
to searching for ways of intervening eVectively.

The extent of their interventions diVers; but regardless of political party, they tend
to be reluctant simply to rely passively on their ministerial colleagues to serve up
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papers for collective discussion in their own time and on the basis of their own
analyses. Most business and most policy has to be left to departments: the volume is
far too great to be run from the centre. But there tends to be a restless wish on the
part of prime ministers to improve policy decisions and the policy analysis available
when decisions are taken.
One reason for this restlessness, obviously not stated, may be a lack of conWdence

in a colleague or his oYcials, because of political diVerences or poor performance or
a lack of new ideas coming forward, or for whatever reason. One response in such
cases may be a reshuZe of ministers and the astute appointment of permanent
oYcials to key posts in the department when vacancies arise, not out of a wish to
politicize but to improve the performance of the department. An alternative response
may be the appointment of an adviser in Number 10 to shadow the policies of the
department. Both sorts of appointment are better done with the consent, however
grudging, of the Minister concerned. The danger otherwise is that, rather than
improve policy, there will be tensions which boil over publicly. A famous example
concerns Prime Minister Thatcher’s appointment of Sir Alan Walters as her eco-
nomic adviser—an appointment that set up such tensions with the Treasury that it
led in 1989 to the resignation of her Chancellor, Nigel Lawson, a resignation that in
turn contributed to the chain of events that led to Thatcher’s own deposition as
Prime Minister in 1990.
A third response may be reorganization of departmental responsibilities. One

executive power which prime ministers do have is the power to decide the machinery
of government. Some avoid using the power on the grounds that the short-term
costs of upheaval are certain whereas the long-term beneWts are uncertain and may
be small. Thatcher took this view and reorganized very little. Prime Minister Heath
on the other hand instituted a major reorganization within months of taking oYce,
making an explicit link between organization and policy:

government departments should be organised by reference to the task to be done or the
objective to be attained, and this should be the basis of the division of work between
departments rather than, for example, dividing responsibility between departments so that
each one deals with a client group. The basic argument for this functional principle is that the
purpose of organisation is to serve policy.12

Prime Minister Blair similarly carried out a major reorganization of departments at
the beginning of his second term of oYce. But whether the ‘‘functional principle’’
remains so strong and so clear-cut when the ‘‘delivery’’ of high-quality services to
diVerent client groups is a top policy priority is an open question. As the focus of
government policy becomes increasingly centered on client groups, the functional
principle may begin to fall away.

12 White Paper, Cmnd 4506, Oct. 1970, Reorganization of central government.
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8. Policy Units
.......................................................................................................................................................................................

More fundamentally, all prime ministers are concerned to ensure that departmental
policies are scrutinized critically and that the government as a whole has a coherent
strategic approach to policy in a ‘‘joined-up’’ way. Cabinet OYce secretariats can
coordinate papers across departments but they do not have the capacity for inde-
pendent research, nor indeed is it easy for them to recommend courses of action
which are strongly opposed by departments and their Ministers. In such circumstan-
ces they can at most draw attention to unpopular options and rehearse the arguments.
So the pressure is to create units speciWcally for policy analysis and advice.

There is another factor. Prime ministers tend to lack the resources to take on a
Cabinet colleague and his experts in a major argument about policy. There are ways
round the problem, including force of personality and low cunning, but another
approach is to develop an alternative source of expertise at the centre.

For these reasons, therefore, successive prime ministers have experimented with
policy units. In the White Paper of October 197013 Prime Minister Heath set up the
Central Policy Review StaV (CPRS, often called the Think Tank) in the Cabinet OYce
to enable ministers to:

work out the implications of their basic strategy in terms of policies in speciWc areas, to
establish the relative priorities to be given to the diVerent sectors of their programmes as a
whole, to identify those areas of policy in which new choices can be exercised and to ensure
that the underlying implications of alternative courses of action are fully analysed and
considered.

The CPRS had a considerable impact. Under its Wrst head, Lord Rothschild, it
developed a style of short papers submitted to Cabinet, expressed in pithy English,
usually thinking the unthinkable, which delighted some and infuriated others. One
Secretary of State was so irritated by its work that in 1976 he expressly instructed his
permanent secretary that when studies on departmental business were undertaken by
the CPRS and oYcials were informed, Ministers should be informed immediately to
allow their view to be taken into account by the CPRS. This is another example of the
way in which institutional factors may have an eVect on policy analysis.

The CPRS was wound up by Prime Minister Thatcher in 1983 when it was
perceived to have ceased to be as eVective as it was. Thatcher’s own account is of
interest:

a government with a Wrm philosophical direction was inevitably a less comfortable environ-
ment for a body with a technocratic outlook. And the Think-Tank’s detached speculations,
when leaked to the press and attributed to ministers had the capacity to embarrass. The world
had changed, and the CPRS could not change with it. For these and other reasons, I believe
that my later decision to abolish the CPRS was right and probably inevitable. And I have to say
that I never missed it. (Thatcher 1993, 30)

13 Ibid.
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In place of the CPRS Thatcher set up a smaller Policy Unit in Number 10, staVed
by a mixture of civil servants and special advisers. The location was signiWcant.
Whereas the CPRS had submitted its policy advice to the whole Cabinet openly,
the Policy Unit worked directly for the Prime Minister who was the only person
who saw its work unless she chose to show it to others. At meetings she would
have two briefs before her: one from the Policy Unit and one from the relevant
secretariat of the Cabinet OYce. The support was to the Prime Minister rather than
the Cabinet.
The coming to power of the Blair government inMay 1997marked a further step in

the use of central units. This had been foreshadowed by Peter Mandelson, a close
political ally of Blair, in 1996, drawing on his perception of how Thatcher had run her
governments:

Margaret Thatcher’s success lay in her ability to focus on a set of clear goals and make
everything (and everyone) conform to these priorities . . . she lost a lot of blood (most of it
other people’s) on the way. Tony Blair’s aim must be to achieve a similar level of
policy fulWlment without the accompanying costs and damage to relations inside and
outside government . . . a prime minister needs support in taking the initiative and imposing
a clear strategy on the government, and this support has to be found among the prime
minister’s personal advisers in No.10 . . . . The answer lies in a more formalised strengthening
of the centre of government. (Mandelson and Liddle 2002, 236, 239, 240)

The result was experimentation with many diVerent forms of policy unit—the
Social Exclusion Unit, the Performance and Innovation Unit, the Centre for
Management and Policy Studies, and latterly the Strategy Unit in the Cabinet
OYce and the Policy Directorate in Number 10—and an expansion of the role of
the center.
There was also an increasing role for the Treasury in policy analysis and advice,

reXecting the strength of the Chancellor of the Exchequer’s personal position
within the government. This was more often eVected directly, using public expend-
iture as a lever, rather than through the creation of units. Policy making at the centre
was in practice now shared between the Treasury and the Prime Minister’s OYce,
with the Cabinet OYce providing support both to Number 10 and the Cabinet
collectively.
The Blair and Thatcher governments in their diVerent ways illustrate the import-

ance of the political context in which the policy process takes place, and the impact
which Number 10 can have on it.

9. The Challenge for Policy Units
.......................................................................................................................................................................................

The challenge for policy units, once established, is to maintain a high quality of
work and to nurture their inXuence, so that their advice continues to be accepted.
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Policy units at the centre have developed their own capacity to do research and
analysis, rather than just relying on departments. The CPRS moved into the Weld by
the mid-1970s, for instance with their controversial review of Overseas Representa-
tion. In the 1980s the Policy Unit under the leadership of Lord (Brian) GriYths
played a major role in the formulation of radical new policies, in particular on
education and the national curriculum. By the late 1990s the Performance and
Innovation Unit was carrying out substantial research of its own, through teams
assembled for the purpose.

Because they are dealing with subjects which cut across government or which
are new, policy units often Wnd themselves dealing with subjects which are under-
researched or not researched at all. With limited resources, it is diYcult for them
to do all their research themselves, particularly in view of the critical scrutiny their
evidence will receive if their recommendations are controversial. It is also dangerous
for them to come up with controversial conclusions if some of the hostility is likely
to be from within government. They have the protection of the prime minister; but if
they get things wrong, it can seriously damage their reputation and credibility.
There is therefore a real incentive for policy units to Wnd allies in the outside world
who can help with the research and occasionally trail ideas to test the waters of public
opinion. This is where think tanks, pressure groups, and voluntary bodies can gain a
foothold.

Theothermain challenge forpolicy units is thepressure tobe sucked into immediate
issues and troubleshooting at the price of losing their role in providingmore reXective,
long-term advice. It is a tension which reXects the pressures on prime ministers.
However important the long-term policy, it can easily seem less urgent and, by
implication, less important, than immediate crises and the battle for political survival.

The performance of policy units is diYcult to sustain at a high level over time.
Most have a Wnite lifespan after which their usefulness gradually declines. But while
they are at their peak they can play a formidable role in the policy process.

10. The Departmental Point of View
.......................................................................................................................................................................................

It should not be assumed that this mistrust of departments is always justiWed. From
the point of view of departments, policy analysis by the centre is liable to be shallow
and to lack a proper understanding of the factors which must shape policy. The
classic statement of the case for the departmental point of view was put by Lord
Bridges:

In most cases the departmental philosophy is the result of . . . the slow accretion and
accumulation of experience over the years . . . . They are the expression of the long continuity
of experience which can be one of the strongest qualities of an institution, if well organised.
Again they are broadly based, and the resultant of protests and suggestions, and counter
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suggestions, from many interests, of discussion and of debates in which many types of mind
have taken part. They represent an acceptable point of view after the extreme divergencies
have been rooted out. (Bridges 1950, 16–17)

It is of course these extreme divergencies that some prime ministers want to see
before they are rooted out.
The best answer in an imperfect world is likely to be a creative tension between

departments and the centre of government in which neither is ever certain of
winning. Where the balance of power lies in practice depends on circumstance and
may be a matter of some delicacy. There is always the risk that a strong Secretary of
State will object vigorously to an infringement of his or her responsibilities. There is
also always the risk that a department, weakly placed, will lose control of its policy to
the centre as happened, for instance, with the review of the National Health Service
(NHS) conducted in 1988. Support for the ministerial group chaired by the Prime
Minister was coordinated centrally, and few people in the department or the NHS
knew about the group’s radical conclusions until shortly before they were an-
nounced, arguably a factor which handicapped their implementation. Policy analysis
and policy advice are not only about the exercise of power by governments; they are
about the exercise of power within governments.

11. Conclusion
.......................................................................................................................................................................................

Governments tend to assume that the government machine can achieve successfully
whatever it sets its hand to. In practice performance across government tends to be
variable and patchy, with diVerent parts performing well at diVerent times. The same
applies to the policy process. There have been big strides towards improving the
quality and professionalism of the policy process in government over the years, but
there is still a long way to go and performance is variable and patchy. And, however
good the analysis and advice, policy making still remains an uncertain business, often
a long way from the smooth continuous process envisaged at the opening of this
chapter.
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c h a p t e r 8
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POLICY ANALYSIS FOR
DEMOCRACY

...................................................................................................................................................

helen ingram
anne l. schneider

1. Introduction
.......................................................................................................................................................................................

Much of what is taught to policy analysts in many policy programs ill equips them to
deal with the issues related to the quality of democracy. Traditionally, policy analysis
served democracy by concentrating on the eYciency and eVectiveness with which
stated policy goals were delivered (Bardach 2000; Weimer and Vining 1999).
Using tools from macroeconomics, policy analysts have conducted increasingly
sophisticated means–ends assessments and theories of the proper role of government
vis-à-vis markets (Ostrom 1990; Lindblom 1977). Where political science has a
substantial foothold in policy programs, policy analysts have attended to political
feasibility and support, responsiveness of policy to citizens, evaluation of the ways in
which policies are constructed to reach agreement, and how implementing agencies
relate to constituencies, and to each other (Dye 1998; deLeon and Steelman 1999;
Ingram and Smith 1993). Today, assuming that eYciency, eVectiveness, and political
feasibility are the only measures policy analysts should apply in measuring the
various policies’ contribution to democracy is clearly inadequate.1 There is an
accumulation of both theoretical and empirical work demonstrating that public
policies, and the elements in their designs, have important eVects on citizenship,
justice, and discourse.2 The importance of public policy in creating a more just

1 See Stone 1997; Fischer 1990, 1995; deLeon 1997.
2 See Schneider and Ingram 1993, 1997; Mettler and Soss 2004; Landy 1993; Soss 1999.



society is apparent worldwide. Issues of distributive justice and responsive leadership
cannot be left only to academic enquiry, but must become more central in the work
of the policy analyst (Page 1983; Denhardt and Denhardt 2003). Moreover, the
context in which policy analysis is taking place is changing in important ways that
make the relationship of policy to democracy especially salient.
Our initial theme is to suggest that the contexts for most public policies are

undergoing rapid changes, which require a focus on the democracy gap that has
previously received scant attention from policy analysts. We will then explore brieXy
the meanings of conditions for democracy. We will next posit some possible linkages
between democratic conditions and public policy content or design. The bulk of the
chapter will be in developing these linkages as a subject matter for policy analysis.
Finally, we will examine how the purposes and tools of contemporary policy analysts
need to change to serve democracy better. While our principal focus will be on
developments in the United States, which is the case we know best, we will refer to
parallel developments elsewhere as appropriate.

2. Contemporary Context for Public
Policy

.......................................................................................................................................................................................

The public opinion context in which policy analysis now takes place is extraordin-
arily critical about government and public policy not only in the United States, but
also in other Western democracies.3 In the United States, a large proportion of the
public no longer believes that government is able to fulWll the promises embodied in
policy goals (Skocpol 2003). Rather than being viewed as the principle collective
problem solver, often government is perceived to be as much part of the problem as
solution (Savas 2000; Rauch 1994; Kennon 1995). Moreover, the motives of govern-
ment oYcials are not trusted. Many people do not believe that government is trying
to help people like themselves, and believe instead that the interests of the elite and
the members of the government are placed above the interests of ordinary citizens
(Dionne 1991; Greider 1992; Sandel 1996).
Despite nearly forty years of seemingly aggressive attempts on the part of govern-

ment to alleviate gender, racial, and ethnic bias and unequal treatment, disparities
remain. In fact, race and gender have not disappeared as issues in most modern
democracies but instead are masked beneath rhetoric that may not mention either
one. In the United States, but also in many other Western democracies, a number of
policy issues have become exceptionally divisive along these cleavages, including
crime, public schools, welfare, and immigration. In these issues, political support is

3 See Anderson and Guillory 1997; Norris 1999; Karp, Banducci, and Bowler 2003; Verba et al. 1993.
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too often built by appealing to thinly veiled symbols that represent some groups in
highly negative terms as unworthy and undeserving. Such portrayals are
justiWcation for provision of beneWts to positively constructed groups and burdens
upon those who are stigmatized as dependent or deviant. In our other work, we
have called this degenerative politics because the result is to perpetuate and aggra-
vate divisions among citizens by providing them consistently with quite diV-
erent treatment at the hands of government (Schneider and Ingram 1997; Ingram
and Schneider 2005). The consequence is an American democracy that espouses
ideals of equal protection and treatment under the law, while actual treatment by
policy of citizens is noticeably and unfairly unequal. There is great variety through-
out Western democracies in how much importance is placed on equality or
fairness as an outcome of public policy, and in the extent to which govern-
mental practice approaches the ideals of the society. Nevertheless, the US experience
toward greater justice and equality is an uneven one and some social issues
emerge again and again as if there is no way to solve them ‘‘once and for all’’ (Sidney
2003).

Concern about the vitality of civic society, social capital, and political participation
is evident in the United States and the democracies of the Western world.4 Robert
Putnam’s often-cited thesis that each generation born in the USA since 1920 has
shown less interest in civic participation than the one before has generated numerous
calls for civic renewal and numerous policies at the federal and local levels to re-
engage citizens in the work of democracy (Putnam 2000).

One of the consequences of the disquiet with politics and government in the
United States is that governance structures have altered dramatically with decentral-
ization, devolution, and the emergence of a variety of public–private partnership
models (Rosenau 2000; Reeves 2003; Salamon 2002). Among the most salient of these
changes is that non-proWt organizations now play a critical role in policies as widely
divergent as private prisons, charter schools, police, Wre, substance abuse, and
environmental clean-up (Rosenau 2000). Not only is measuring the eYciency
and eVectiveness of such programs increasingly diYcult, lines of democratic control
and accountability are diVerent and less direct (Goodin 2003).

3. Relationship of Policy to
Democracy

.......................................................................................................................................................................................

Even as democracy becomes the apparent political system of choice for many nations
throughout the world, in the United States it remains an unWnished, open-ended

4 Skocpol and Fiorina 1999; Putnam 2000; LeDuc, Niemi, and Norris 1996; Blais and Dobrzynska 1998;
Karp and Bowler 2001; Lijphart 1999; Nevitte and Kanji 2002.
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project. As Dryzek (1996, 1997) has argued, democratic governance is in large part
striving to expand the franchise, scope, and authenticity of democracy. Franchise
refers to the numbers of participants in any political setting. Scope concerns the
domains of life under democratic public control. Authenticity is the degree to which
democratic control is substantive, informed, and competency engaged (Dryzek 1997).
No one of these proposed enlargements ought to take place at the expense of the
other: expanded franchise must not lead to superWcial deliberation that hurts
authenticity. Of course, there are many forces apart from policy, such as interest
groups, political parties, leadership, and the press, that aVect the democratic enter-
prise. However, since the important work of Lowi (1964) and Wilson (1986) that
connected the content of policy with patterns of politics, a substantial literature has
developed tracing the consequences of public policies to politics and to democracy.
Figure 8.1 lays out some pathways through which public policy content may inXuence
the character of democracy.
The third set of boxes in the Wgure identifies some critical conditions for democ-

racy: There need to be open arenas for public discourse in which all relevant points of
view are expressed; citizens ought to view their role as citizens as important, as
involving obligations as well as rights, and they must be convinced that government
has the interest and capacity to solve public problems; citizens themselves should be
supportive of policies and positively involved in producing shared goals; and
there must be means to hold government accountable for its actions. These import-
ant conditions for democracy are directly related to consequences Xowing
from policy designs: The framing of issues; how targets are constructed; the structure
of implementation and delivery systems; and transparency of governmental actions
and citizen access to information. The pathways are not meant to be exhaustive
but only suggestive. Also, we recognize that a complete causal model would be
recursive, showing how changes in the framing of issues impact policy designs, for
example; but our focus here is on how policy itself addresses the conditions of
democracy.
The relationships shown in Fig. 8.1 reXect an interest in how policy design, or

content, aVects the framing of problems and citizen identities through language,
symbols, and discourse. The central contention here is that policy analysis must
probe how the elements of design found in policy content impact framing, construc-
tions, implementation, and information/transparency, and through these the oppor-
tunities oVered to citizens. These linkages must become part of what policy analysts
do if they wish to understand how and why policy impacts democracy and if they
wish to design policy that will better serve democracy. Policy is not a black box from
which the analyst can understand outputs or outcomes on the basis of inputs such as
citizen demand, support, and resources. Nor is policy a simple extension of culture
or public opinion. The ways in which the elements of design (goals, target popula-
tions, rationales and images, implementation structures, rules, tools) are conWgured
within policy set the stage for what follows.
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4. Creation of Public Arenas and Open
Forums for Discourse

.......................................................................................................................................................................................

Robust democracy requires open public forums in which citizens can and should be
asked to confront policy problems that aVect them directly. In such forums people
are encouraged to face policy problems not solely as clients or interest groups, but as
citizens who can incorporate the view of others in their own ‘‘civic discovery’’ of what
constitutes the collective welfare. Whether or not such arenas emerge is at least in
part a function of policy framing and design.
It is a political truism that whoever deWnes the problem has control of the design

of solutions (Bardach 1981; Rochefort and Cobb 1994; Baumgartner and Jones 1993).
Problems do not just happen. They are constructed through the interaction of a
variety of political phenomena including existing public policies. The deWnitions
embodied in policies that characterize what is at stake in particular subject areas can
lead to processes of democratic discovery or drastically limit participation and
debate. DiVerent problem deWnitions locate political discourse in particular value
contexts and elicit particular kinds of participants, participation, and institutional
response. According to the way an issue is framed, diVerent boundaries of interest or
jurisdiction are created. DiVerent people get involved, for example, when domestic
violence is deWned as a health rather than criminal justice issue. DiVerent values are
at stake when an issue is framed in moral rather than economic terms. Framing also
aVects participants’ empathy or willingness to see other perspectives and the likeli-
hood of compromise.
As an example, historians and political scientists in the Weld of water

policy have argued that a misunderstanding of Spanish colonial customary law led
western states of the USA to adopt the idea that water rights could be owned as
property for growing crops, and later for municipalities and industries. It followed
that since water was property, water rights holders were the appropriate decision
makers. That meant that the arenas constructed for the discussion of water matters
became irrigation districts that focused upon questions of allocation and delivery.
Left out of such forums were non-consumptive, non-owner users of water such as
recreationists and wildlife enthusiasts and others concerned with the myriad ways
water aVects the environment. As time passed, water policy evolved to give water
other associated meanings: water as product and water as commodity. Water
reclamation policy treated water as the output of water development processes of
dams and diversions designed to reduce risks, to secure supplies, and to spread water
rights allocations to additional users. The arenas in which water development
decisions were made not surprisingly consisted of existing and prospective
water rights owners as well as producers and managers of large-scale engineering
works.
Most recently federal and state water policy has redeWned water as a commodity to

increase Xexibility and eYciency of water reallocations. The discourse in arenas so
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constructed is between willing buyers and sellers. This does not mean that environ-
mentalists have had no voice in water resource arenas. In fact, they have exerted
considerable veto power through policies that require environmental assessments
and protect endangered species. However, they certainly have not been participants
in public forums with anything like an equal footing, largely because of the way the
issue has been framed in policy. Moreover, water quantity has tended to be separated
from water quality, and from other issues such as riparian habitat for birds and other
wildlife and the rights of indigenous peoples. The importance of water to a sense of
community and place has been marginalized.

Over the past decade, a competitive frame for considering water has taken hold,
which has variously called itself ecosystems or watershed approaches. The impetus
for framing water diVerently came largely from the grass roots, but supportive
embodiments in federal agency programs and policies have been important (Yafee
1998). At present, seventeen federal agencies have endorsed ecosystems approaches
(Michaels 1999). State-level laws authorizing watershed planning such as the Massa-
chusetts Watershed Initiative and the Oregon Plans have also been critical. The most
distinguishing mark of this new way of looking at water is that it reintegrates water
into the broad ecological and social processes from which it was disembodied by
property, product, and commodity framing. Watershed planning embraces equal
concern between healthy ecosystems and communities, and envisions them as closely
related (Johnson and Campbell 1999). Watershed associations, the arenas for public
discourse associated with this emergent framing, involve a wide range of stakeholders
including local property holders and citizen coalitions, county state and federal
agencies, scientists, corporations, environmental organizations, and the general
public. Boundaries for involvement are broadly open and inclusive, encompassing
all those who are aVected by and have knowledge about particular watersheds.
Decision rules vary, but emphasis is placed on consensus building. Those involved
accept the equal standing of diVerent kinds of information ranging from laboratory
science to detailed experiential understanding based upon long-standing familiarity
with place. The watershed management vision includes speciWc attention to repre-
sentation, assistance for weaker parties, full and fair opportunity for all participants
to participate in the negotiation processes, and respect for cultural values (Johnson
and Campbell 1999). Whatever the ambiguities of the watershed approach, and it is
not without its inconsistencies (Blomquist and Schlager 2000), the consequence for
democracy appears to be quite positive.

Another example of how a policy can frame an issue in a way which has adverse
eVects on discourse is the Superfund legislation. Mark Landy (1993) has argued that
the goal of the Act, which insists on cleaning up all toxic and hazardous waste dumps
to all applicable standards, does not encourage people to think intelligently about the
issue. It appears to establish a total freedom from risk, but there are far too many sites
and the cost of clean-ups is too high for this goal to be obtainable. Because federal
dollars, supposedly recovered from polluters, carry most of the burden, citizens are
not encouraged to deliberate over which allocations of clean-up eVorts are most
desirable. As a consequence, precious environmental protection resources are
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misallocated and citizen cynicism that laws do not live up to promises is perpetuated
(Landy 1993; Hird 1994).
One of the proposals to redeWne the issue and to encourage deliberation begins by

making distinctions between diVerent kinds of inactive and abandoned hazardous
waste sites (Hird 1994). Older sites at which dumping was legal at the time and where
there were no strong connections linking the site to original polluters should be
removed from Superfund jurisdiction and made eligible for funding from a National
Environmental Restoration Fund. Such sites along with other salient environmental
problems such as asbestos removal, radon or lead remediation, or other environ-
mental hot spots are to be relabeled and reframed as environmental restoration
problems. Such reframing allows numbers of chronic, long-term risks to community
and health to be seen in the same light and considered together. Hird argues that a
new kind of arena for discourse then becomes possible. Each state, according to the
proposal, would establish a committee of citizen representatives, some of whom live
near the waste sites, but also including governmental oYcials and scientists to decide
how the fund allocated by the federal government to the state would be spent (Hird
1994). Citizens would be encouraged through this policy change to engage in
discourse about relative risk and values of restored lands in diVerent places. Rather
than asserting some absolute right, citizens would deliberate about the value added
to diVerent areas by diVerent kinds and levels of restoration.
Similar dynamics are found in many social policies. Traditional societies, for

example, conceptualized crime as a violation against an individual and his or her
family and tribe. The appropriate enforcers were the victim and victim’s family. In
some cultures, the prescribed punishment was decided through negotiations between
the victim’s family and the oVender’s family. The arenas for discourse belonged to the
individuals and groups to which they were culturally tied. In contrast, modern
Western societies view crime as an oVense against the state. This construction of
crime results in enforcement belonging to the state, and the state (not the victim)
being the appropriate decision maker regarding the amount and type of punishment
or rehabilitation. In addition to changing who the relevant decision makers are, this
change (as well as in many other social policies) places decision-making authority
within a highly specialized body of knowledge and prescribes what kinds of training
are needed if one is to participate. One of the results is that participation becomes
increasingly the province of highly specialized knowledge groups. Ordinary citizens
scarcely participate at all in dialogue about appropriate responses to crime, or even
what sorts of things ought to be considered ‘‘crimes.’’ Because these policies lend
themselves to highly divisive social constructions of the target populations (a point
we will return to below), policy entrepreneurs and those intent on Wnding issues to be
used for political advantage manipulate public opinion, rendering intelligent dis-
course almost non-existent. Arenas of discourse become contaminated and used as
‘‘wedge issues’’ dominated by negative, divisive, and harmful social constructions of
social groups and events.
There have been numerous attempts to reform criminal justice policy and bring it

into the province of rational discussion where responses to behavior that is harmful
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to others or to the society are more uniform and more proportionate to the harm
that is done. The juvenile court, for example, is an invention of public policy that
traces to the late 1800s where youthful oVenders—for whom the harsh penalties of
the times seemed too extreme—were separated by policy from ‘‘hardened criminals’’
thereby permitting more lenient and humane responses to the former and continu-
ing with the harshness directed at the latter. These changes also shifted the forms of
knowledge specialization such that the juvenile court became dominated by ‘‘treat-
ment’’ philosophies of social workers, psychologists, and educators who believed in
rehabilitation. From the 1970s onward, this type of policy separation has continued
such that ‘‘status oVenders’’ are now separated from ‘‘serious juvenile oVenders,’’
with diVerent decision makers and arenas for each. Another innovation is to reframe
‘‘crime’’ from being exclusively a legal problem dealt with by police and courts after
the fact to a community development issue or a public health problem (Thornton et
al. 2000; Howell 1995). This shifts the prevention activities from police and courts,
with programs such as ‘‘scared straight,’’ or DARE, to those in which ordinary
citizens in the community have a greater opportunity for participation.

Experiments with restorative justice both in the United States and elsewhere oVer
an interesting case in point (Braithwaite 2002; Bazemore et al. 1998; Schneider and
Warner 1987; Galaway and Hudson 1996). Restorative justice approaches reconcep-
tualize the oVender, not as an incorrigible deviant who is a danger to society, but as a
virtuous person who has made a mistake for which he or she needs to be held
accountable (Braithwaite 2002; Bazemore et al. 1998; Schneider and Warner 1987).
These approaches also reframe the appropriate response, rejecting both the medical
model in which agents of the state ‘‘treat’’ the oVender and the deterrence model in
which the state punishes the oVender. Instead, the principle of justice is a responsi-
bility model in which oVenders are expected to restore victims and the community
even as they restore themselves to a contributing member of the society. Restorative
justice involves a process through which victim, oVender, and community participate
in determining the measure of responsibility and accountability. This reverses the
modernist trend toward statist responses to crime in favor of responses that permit
those who have been harmed (local community and direct victim) to participate
within regulations enforced by the state. The victim, oVender, and community are all
to be restored through a process that brings understanding to the oVender of the
harm done and that negotiates a sanction all believe to be fair. By reframing the issue
and changing the social construction of the oVender, restorative justice programs
change the decision-making arena, the decision makers, and the results of the
decisions.

These examples of how policy designs frame issues and thereby shape the decision-
making arenas and the types of knowledge that are brought to bear only hint at the
large number of similar issues begging for intelligent policy analysis. What is the
impact of the creation of special districts for particularized service delivery? What
have been the impacts of the social justice statements now required in many policy
areas in Australia? What are the impacts of the movement away from geographically
based to service-based jurisdictional lines? Public policies in many US states provide

policy analysis for democracy 177



for citizen initiatives and referendum in a form of direct democracy that is increas-
ingly being used. This enlarges the franchise of democracy in that it opens to the
voting public direct legislative authority; but what are the actual impacts on authen-
ticity—on informed discourse and intelligent policy with predictable results (Broder
2000)? Policies that have constructed various types of arenas for public participation
in no way anticipated the emergence of the Internet and the ability of people to
communicate so quickly over such large distances and with so many others of similar
beliefs. How is this aVecting the framing of issues, the emergence of social move-
ments, and the formation of entirely new arenas for discourse (Margolis and Resnick
2000)? There is some evidence to suggest that transnational environmental move-
ments encompassing grass-roots groups with shared interests on diVerent sides of
international borders are being enabled to act in concert through information shared
and networks built in the cyberspace (Doughman 2001; Levesque 2001). Indigenous
people are communicating worldwide and taking their case for indigenous rights
increasingly into international arenas.

5. Identity and Orientation of Citizens
.......................................................................................................................................................................................

The skepticism and negative attitudes of citizens toward government and public
policy are among the growing challenges to American democracy. While there are
many causes, the experiences citizens have with public policy are among them. Public
policies do more than simply deliver services or implement goals. They also carry
messages. The ways in which various publics are treated by policy—whether their
views of problems are recognized as legitimate or ignored; whether they are targeted
for burdens or beneWts; the rules to which they are subjected such as means testing;
and the reception they encounter in interaction with implementing agencies—all
teach lessons related to democracy (Schneider and Ingram 1997, 2005; Esping-
Andersen 1990, 2002).
There is mounting evidence, particularly from the social welfare Weld, that implicit

messages delivered by policy have signiWcant consequences for the construction of
citizenship and the role of government (Mettler and Soss 2004). Policies sometimes
implicitly signal who is important to national welfare and who is not. In her book
Divided Government, Suzanne Mettler (1998) argued that New Deal social policies
treated white males very diVerently from women and men of color. Policy sent
messages that white males were the signiWcant economic and political actors.
While white males were brought under the mantel of national citizenship through
social security, white women were included only as widows, and minority domestics
and farm workers were ignored until much later. The welfare of women and children
was assigned by New Deal policies to the states with varying levels of beneWts and
state agencies favoring intrusive, paternalistic rules. As a result, a kind of two-tiered,
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dual citizenship resulted, under which women, and men of color, were treated as
second-class citizens not fully incorporated into the mainstream of economic and
political life.

Policies carry messages by socially constructing the intended targets in positive
and negative terms. In our writing, we have argued that diVerent targets for policy
are treated diVerently and come away with quite distinct identities as citizens and
sharply contrasting orientations toward government (Schneider and Ingram 1993;
Sidney 2003). Advantaged populations are powerful and positively constructed as
good and deserving citizens. They mainly receive beneWts from government, and are
treated with respect and governmental outreach so that their interests are portrayed
as the same as public interests. Advantaged populations view themselves as eYca-
cious and their participation is reinforced. In contrast, other groups whose construc-
tions are not so positive receive fewer beneWts and more burdens and pick up
messages that their problems are not public but private or of their own making.
Only conditional beneWts are allocated to them by government, and then only upon
successful application. Government is likely to treat them with pity, disrespect, or
hostility.

Contemporary experience with welfare policies suggests that the messages dam-
aging to democracy persist. One study of some welfare mothers in Phoenix, whose
comments in focus groups were recorded, illustrates messages sent and orientations
toward government aVected (Luna 2000). Long waits for, and the unreliability of,
service and seemingly capricious decisions, led welfare clients to believe that agency
oYcials regarded them as unimportant, dishonest, and unworthy. For example, one
mother said:

They’re [the welfare case workers] telling me ‘‘you have 30 to 45 days to get your case done.’’ I
told her I have rent to pay. I need my necessities. They can’t understand that. They shrug their
shoulders and say, ‘‘well they still have 30 to 45 days, and they have other clients.’’ I understand
that, but I complied and I did my part like you wanted me to. I was preapproved. All you need
to do . . . . They’re the ones who have the computer. You just put it in and send it. But they
want to prolong it.

Another woman added: ‘‘They act like it’s coming out of their pocket. They act like
when they get their check, they are going to each of their clients’ houses and say, ‘ok,
here’s your Wfty, here’s your Wfty,’ and they ain’t giving me a dime.’’

These comments echo many heard by Joe Soss who interviewed clients in a mid-
size Midwestern city (Soss 1999). He found that clients of the means-tested program,
then the AFDC, believed by overwhelming percentages that government employees
are autonomous, that is, ‘‘Governmental oYcials do whatever they want, whenever
they want’’ (Soss 1999, 369). In addition, he found that only 8 per cent of AFDC
recipients believe that government listens to people like them. Such attitudes sub-
stantially aVect the willingness of target groups to participate in politics. Verba,
Schlozman, and Brady (1995; Verba et al. 1993) found that public assistance clients
were under-represented in every political activity measured. There is real evidence,
therefore, that the social constructions built into policies contribute importantly to
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the existing democracy gap. Those who would seem to have most to gain from
participation in the design of the welfare system are the least likely to become
engaged. Moreover, the diVerences in messages received from policy by diVerent
racial and gender groups fuel the cleavages within American society and lower the
possibility of the citizens’ empathy being important to democratic discourse.
A far more encouraging picture of how policy can overcome negative

identity conferred by broad social norms is found in the Head Start program.
Soss (1999) found that single welfare mothers who had previous experience in the
Head Start program developed political orientations and eYcacy virtually iden-
tical to other citizens, whereas welfare recipients without this type of experience
were the least likely to engage in political activity. The Head Start program re-
quires parent participation in shaping the child’s education and through this type
of policy design emboldens those who otherwise remain very passive in their role as
citizen.

6. Engagement and Support
.......................................................................................................................................................................................

Public policies that serve democracy need to garner support, stimulate civic engage-
ment, and encourage cooperation in the solution of problems.
It is diYcult for public policies to achieve goals without suYcient support. Hostile

legislators and non-compliant agents and targets can often thwart policy intent.
Further, the extent of policy support is an important measure of representation
and responsiveness. Policies also can greatly aVect the extent of civic volunteerism
and civil society. Governmental action can displace private charities and crowd out
community problem solving (Skocpol 2003).
The structures of implementation and service delivery embodied in policy have a

profound impact upon citizen engagement. The dangers of large-scale bureaucracy
to democracy have been thoroughly researched and are widely appreciated (Wood
1994). Public agencies tend to substitute organizational goals in the place of policy
intent. Caseworkers in some agencies tend to believe that they must break the rules in
some (or many) instances if they are to do what is fair and helpful for their clients
(Maynard-Moody and Musheno 2003). The development of specialized areas of
policy leads to the dominance of expert knowledge over ordinary grass-roots experi-
ential knowledge and the demise of local knowledge and contextual experience.
There is an emphasis in most public agencies of process over content—a reliance
on rule compliance rather than tailoring the rules to ensure delivery of desired goals
within the local context. EVorts to overcome rules that actually thwart policy success
are the source of much of the red tape associated with large hierarchical organiza-
tions. Specialists in public agencies are very much a part of the narrowly based, self-
serving iron triangles that bring together legislative interests, agencies, and powerful
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interest groups who are the agency clients. Partly under the banner of strengthening
democracy, decentralization, devolution, and contracting out predominate in con-
temporary policy designs (Minow 2002, 2003; Smith and Lipsky 1993). While these
designs arguably may bring implementation and service delivery structures closer to
local people, their actual impact upon democracy varies widely.

Studies of partnerships between government and non-proWts and their eVects
upon the authenticity and responsiveness of volunteer organizations deliver mixed
results. Some scholars provide examples of governmental actions that spur citizen
mobilization and voluntarism (Baker 1993; Marston 1993) or that permit neighbor-
hood-based organizations to carry out missions of providing services to the ‘‘poorest
of the poor’’ who often are overlooked by more highly specialized service delivery
agencies (Camou 2005). Others Wnd that government funding of non-proWts leads to
professionalization of staVs, lowered dependence upon volunteers and community
ties, and competition among non-proWts for particular service niches (Lipsky and
Smith 1990; Smith 1998). Studies by Jurik and Cowgill (2005) found that even a non-
proWt fully devoted to serving the very poor through a micro enterprise loan
program, over time, shifted their construction of who the appropriate clients
would be to mirror the expectations of the business culture in which they were
operating and dependent on for funding. Much would seem to depend upon the
particular policy design and the resulting nature of the public–private partnership
within particular contexts.

Public–private partnerships take a variety of forms other than government fund-
ing of non-proWt organizations for service delivery. Some of this activity involves
signiWcant public investment in infrastructure (such as ball Welds, airports, shopping
malls), research and development of innovation, or even new products (Reeves 2003;
Rosenau 2000).

Other public–private partnerships have been used to avoid prolonged and debili-
tating conXict. The Environmental Protection Agency, for example, used a tool
described as ‘‘civic environmentalism’’ to avoid a Superfund designation which
might have put an end to a revitalization plan in downtown Wichita, Kansas. A
plan was negotiated between state and local government oYcials, the business
community, and residents to allow the city to take over clean-up operations of a
contaminated site involving many businesses and large acreage. Banks agreed not to
deny loans based solely on the contamination of property; the city’s liability was
limited to what it could collect from responsible parties and property taxes; the
polluter agreed to pay for part of the clean-up; and the state government agreed to
pass a law creating a special redevelopment district (Knopman, Megan, and Landy
1999). Weale discusses a similar British-based controversy on eVorts to democratize
decisions about risk (Weale 2001).

Contracting, vouchers, and other partnerships are often successful in building
public support for services to dependent groups lacking in political power.
Contracting for services with private organizations continues to expand throughout
the USA. The contract agency provides a service for government using government
funds. In the process, the contract agency becomes a client of government with
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keen interest in perpetuating and raising funding for the program. Providers
band together in supportive associations and supporters also include board members
and staVs of private organizations. Since service providers have roots in the
community, local support for programs often rises. Similarly, housing vouchers
often win the support of landlords for low-income housing programs, which
they bitterly opposed when delivery was through public housing (Smith and
Ingram 2002).
This same dynamic can work against deviant or dependent groups who lack

political power, however, when discipline or punishment is being delivered rather
than beneWts. Studies of private prisons indicate that this policy design builds a
powerful, private sector constituency that competes with public sector prisons for
‘‘clients.’’ Prisoners become commodities, and those who advocate expansion in the
scope and harshness of punishment have gained a powerful economic ally. When
prison policy shifts toward entitlement funding, based on the number of prisoners,
there are both public and private sector advocates to continue increasing the number
of prisoners. These dynamics are at least partly responsible for the fact that the
United States in 2004 had the highest rate of imprisonment in the world (Schneider
2005).
Service learning programs can facilitate civic engagement and support. In the case

of Americorps, students prepay some of their college tuition while at the same time
becoming actively engaged in community problem solving. The evaluations of the
impact of Americorps upon participants’ attitudes and behavior are still preliminary,
but there is some evidence that service increases the propensity of Americorps’
alumni toward greater participation in voluntary associations (Simon and Wang
2000).

7. Accountability
.......................................................................................................................................................................................

Accountability is critical to democratic governance, and is quite diVerent from
political support. The traditional notion of accountability through politically elected
and appointed oYcials operates poorly in an era of decentralization, devolution, and
public–private partnerships. In these new patterns of governance, the public must
become more directly involved in holding governance structures accountable. There
must be accountability built among partners in complex implementation or service
delivery relationships. This implies transparency in transactions and full disclosure
of interests. From the perspective of democracy, it is important that actors be held
accountable not just for the delivery of programmatic goals, but also for fair and
equitable actions.
Accountability of the contemporary implementation and service delivery struc-

tures is especially diYcult because of the complexity of structures, the diVusion of
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responsibility, lack of understandable information, and competing values among
implementers. Goodin (2003) contends that there are diVerent types of accountabil-
ity mechanisms that need to be used for markets, the state, and the non-proWt
sector—actions, results, and intentions, respectively. He also argues that the mech-
anisms of accountability diVer, with hierarchy the dominant model for the state,
competition for the market, and cooperative networking for the non-proWt sector.
For public agencies, the implementation literature makes clear that slippage is most
apt to occur in long policy-delivery chains (Pressman and Wildavsky 1973). It is
possible for the proximate beneWciary of policy to gain resources such as funds for
job training, drug treatment, or health services, without delivering full value to the
ultimate targets. Child welfare agencies, for example, provide keen support for the
programs through which they get funding, but have resisted evaluations and per-
formance measures and remain a deeply troubled area of public policy around the
USA (Smith and Ingram 2002).

There are ongoing experiments to improve accountability in the emerging organ-
izational context. The Emergency Planning and Community Right to Know Act of
1986 introduced an interesting model for lowering the transaction costs of obtaining
information critical to citizen education, mobilization, and participation. Under the
legislation, industries must make public the amounts and location of releases of a
large number of potentially damaging toxic substances. The Act is not without
Xaws, but it has spurred citizen protests and helped to create a sense of community
with common stakes among all residents aVected by exposure to dangerous sub-
stances. ‘‘Benchmarking’’ is a technique increasingly used to improve non-
proWt performance in delivery of services. It entails investigating the ‘‘best practices’’
in a particular area and then using those criteria to measure performance. ‘‘Organ-
izational report cards’’ have been used to provide information to the public in
modes that are easily understandable (Smith and Ingram 2002). The extent to
which such accountability mechanisms actually work in practice is in need of
analysis.

There is likely to be a direct relationship between the social construction and
power of the target groups and the imposition of successful accountability mechan-
isms. For instance, it has been forcefully argued that the social construction of
criminals as deviants suggests that attempts to hold private prisons accountable
will be diYcult. There is simply insuYcient interest in the welfare of or fairness to
inmates (Schneider 1999). Moreover, it is probably easier to hold implementation
structures accountable for eYciency and eVectiveness than for democratic values
such as due process, openness, and diversity of clients served. It is much simpler to
hold charter schools to some standard of student performance on tests than it is to
assure that such schools reXect the diversity of value perspectives in American
society.
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8. Challenge for the Policy Analyst
.......................................................................................................................................................................................

Exploring the kinds of questions and linkages suggested here requires that the policy
analyst must evaluate government and governance structures quite diVerently from
simply measuring eVectiveness and eYciency. Analysts need to be especially attentive
to ancillary eVects of actions beyond goal fulWllment. Government must be measured
by its ability to intervene strategically in the complex networks of policy delivery
systems to encourage better access to information, to correct for power imbalances
and damaging stereotypes and social constructions among stakeholders, and to create
arenas and spheres of public discourse. Policy analysts must be prepared to unmask
framing of problems and social constructions of targets that are degenerative and
damaging to democracy. Policy analysts may also be called upon to suggest alternative
policy tools, rules, and implementation structures that facilitate the conditions for
democracy.
Policy analysts will need to hone skills beyond quantitative policy analysis and

system modeling to incorporate these criteria into policy assessments. Additional
attention should be given to in-depth interviewing skills including various kinds of
narrative analysis. The use of stories, for example, of how street-level policy workers
assess client identities and deliver policy that they view as ‘‘fair’’ (Maynard-Moody and
Musheno 2003) oVers rich insights into the day-to-day work of policy implementers
that would be invaluable in helping structure public organizations to release the
tension between rule-boundedness and discretionary judgements. Ethnographic and
participant observation are vital elements of the policy analyst’s work yet are paid scant
attention in most policy analysis methodological texts. Participatory policy analysis
has been used very eVectively not only to assess how and why a program is having
certain kinds of impacts, but in designing better alternatives. Further, we need to
recognize that policy analysis is inherently a normative exercise and that the values of
democracy are in need of particular analytical attention. Thus, interpretative meth-
odologies must be incorporated into the tool kit of the policy analysts.
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c h a p t e r 9
...................................................................................................................................................

POLICY ANALYSIS AS
CRITIQUE

...................................................................................................................................................

john s. dryzek

Policy analysis encompasses a variety of activities concerned with the creation,
compilation, and application of evidence, testimony, argument, and interpretation
in order to examine, evaluate, and improve the content and process of public policy.
This chapter will look at one such activity, that of critique. Critique is treated not just
as one thing that policy analysts might choose to do, but as rightly basic to their
whole enterprise. Public policy processes feature communication in context with
practical eVect, and such communication is always amenable to critique oriented to
change for the better. Critical policy analysis therefore constitutes a program for the
foundations of the Weld. All policy analysis should have a critical component, if only
to establish that the social problem at hand is not deWned in such a way as to
advantage particular interests in indefensible ways.

1. Critique and its Opposites
.......................................................................................................................................................................................

The place of critical policy analysis can be approached through reference to two of its
opposites: technocracy and accommodation.
The intent of technocratic policy analysis is to identify cause and eVect relation-

ships that can be manipulated by public policy under central and coordinated
control. At its most ambitious, technocratic analysis could be allied to the nineteenth
century positivism of Comte and Saint-Simon, who sought the establishment of a set



of causal laws of society that provided points of leverage for policy makers in pursuit
of social perfection. Those dreams may be long dead, and positivism long rejected
even by philosophers of natural science, but the terms ‘‘positivist’’ and ‘‘post-
positivist’’ still animate disputes in the policy Weld (for example, Durning 1999;
Lynn 1999). And the idea that policy analysis is about control of cause and eVect
lives on in optimizing techniques drawn from welfare economics and elsewhere
(Stokey and Zeckhauser 1978), and policy evaluation that seeks only to identify the
causal impact of policies. Technocratic analysis implicitly assumes an omniscient and
benevolent decision maker untroubled by politics (Majone 1989 refers to ‘‘decision-
ism’’). However, the viewpoint of analysis is not necessarily the same as that of any
identiWable real-world decision maker, for two reasons. First, a single locus of
decision making may not exist. Second, technocratic analysis often proceeds from
its own frame of reference which may embody values diVerent from those of policy
makers. For example, cost–beneWt analysis is committed to economic eYciency, a
value generally held in poor regard by those steeped in the politics of public policy.

It should be stressed that technocratic analysis is not the same as quantitative and
statistical analysis. Technocracy can use statistics—but so can critique. There is a long
tradition of social reformers gathering statistics concerning poverty, malnutrition,
and illness, which can then be presented to indict a social system (Bulmer 1983). Only
hardline followers of Michel Foucault would condemn any gathering of social
statistics as oppression, treating descriptive statistics as constitutive of the normal-
izing gaze of a state that constructs populations as objects to be managed.

Accommodative policy analysis seeks to attach itself to the frame of reference of
the policy maker. As such it is a loyalist endeavor in which the successful policy
analyst is one who adopts views about the deWnition of problems, goals, and
acceptable solutions from his or her organizational environment. Within these
constraints the analyst will still try to bring some distinctive expertise to bear. Explicit
advocacy of this orientation is rare (but see Palumbo and Nachmias 1983), though it
does capture aspects of the working life of many analysts (Meltsner 1976), and some
of the activities of management consultants.

Critical policy analysis can be positioned in terms of explicit rejection of both
technocratic and accommodative images (Bobrow and Dryzek 1987, 161–8).

2. Critique and its Politics
.......................................................................................................................................................................................

For all their diVerences, technocratic and accommodative images of policy analysis
both assume that the key contribution of analysis to improving the condition of the
world is the enlightenment of those in positions of power so they can better
manipulate social systems. In contrast, critical policy analysis speciWes that the key
task of analysis is enlightenment of those suVering at the hands of power in the
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interests of action on their part to escape suVering. By deWnition, a critical theory is
directed at an audience of suVerers in order to make plain to them the causes of their
suVering. It is validated through reXective acceptance on the part of the audience,
and, ultimately, action based on this acceptance (Fay 1987).
Many theories fall under this general critical conception. For example, the Marxist

critique of capitalist political economy was directed at the emancipation of the
working class, and unmasked ideological and material forces that oppressed the
proletariat. When it comes to public policy, it is not hard to show that policies
justiWed as being in the public interest often have beneWts skewed toward dominant
classes, be they tax cuts for the rich, subsidies for agribusiness, or public transport
systems that serve wealthy suburbs while bypassing the urban poor. The Frankfurt
School (Adorno, Horkheimer, andMarcuse) developed critical theories of modernity
in its entirety, especially in terms of its rationality that destroys the more congenial
aspects of human association. Feminist critique highlights the oppressive but often
unnoticed eVects of patriarchy. Though often a bit weak on how suVering might be
overcome, the work of Michel Foucault showed how power could be pervasive and
constitutive of oppressive discourses about criminality, health, madness, and sexu-
ality. In radical environmental thought, attempts have been made to link the liber-
ation of human and non-human nature. The critical legal studies movement in the
United States has tried to show how ostensibly neutral laws, rules, and associated
practices systematically oppress disadvantaged categories of people.
These examples might suggest that critical policy analysis is tied to a radical leftist

agenda. Two responses are possible here. The Wrst is that technocratic and accom-
modative policy analyses also have ideological associations. The center of gravity of
technocratic analysis is center-left, in that much of it believes in the possibility of
benign active government. Accommodation is center-right, in that it adjusts itself in
conservative fashion to the prevailing distribution of political power, though this
judgement would have to be qualiWed if a power center such as an elected govern-
ment had leftist inclinations.
A second response is that the logical structure of critique is content free. Only

when the content is Wlled in does it happen to be the case that particular critiques—
or at least the kind of broad-gauge theories just mentioned—turn out to have radical
left associations. At least one important—indeed, foundational—policy Weld appli-
cation lacks any such association, and to this I now turn.

3. Critique in the Origins of the Policy
Sciences

.......................................................................................................................................................................................

This foundational application can be found in the policy sciencesmovement that began
in the 1940s,whosemost importantWgurewasHaroldLasswell (see especially Lerner and
Lasswell 1951). Lasswellwas committed to the ideaof a ‘‘policy scienceof democracy.’’ But
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he doubted that control by existing political elites, or indeed any political elites, could
bring this about, because of the psychopathology he believed often accompanied indi-
vidual pursuit of political power. Lasswell hoped that policy scientists could rise above
this sort of motivation, and come to resemble psychological clinicians in their extraor-
dinary self-understanding and commitment to a code of professional ethics (Lasswell
1965, 14). He explored innovations such as the decision seminar, a forum for social
learning that would provide an information-rich and interactive environment trans-
cending politics and policy as usual. The audience for Lasswellian critique ranged from
existing policy elites to society as a whole. The substantive content was equally wide
ranging; most famously, he warned about the need to act against development of a
‘‘garrison state’’ (1941), as alleged pursuit of national security led to restrictions on
freedom and democracy. Such a warning is no less pertinent today than in the 1930s
whenLasswellWrstmade it.Thegarrison statewouldbe forestalledbywide recognitionof
the validity of the warning, and resistance based on that knowledge.

In common with the critical theories already mentioned, Lasswell was concerned
about some very large matters: the ‘‘progressive democratization of mankind’’ (1948,
221) versus the garrison state. However, policy analysis as critique can concern itself
with more limited issues. The idea is to identify and uncover inXuences on policy
content from dominant ideologies, discourses, or material forces. The policy in
question could be (say) a matter of a nation’s economic strategy under sway of
market liberalism, such that there appears to be no alternative to policies of deregu-
lation, free trade, capital mobility, and privatization. Such inXuence might be a
matter of material forces—if a government is punished for its deviation with capital
Xight, disinvestment, and attacks on its currency. Or it could be matter of the
discourse of globalization: these material forces may not be especially powerful,
but all key actors believe they are, and so act accordingly. Hirst and Thompson
(1996) try to explode claims about both the novelty and material reality of global-
ization, treating globalization as more an ideological matter of imposing the market
liberal ‘‘Washington Consensus’’ on the world. On their account governments in fact
retain substantial scope for policies that pursue social justice, and can implement
interventionist economic policies without the dire consequences predicted by eco-
nomic globalization advocates. Alternatively, the inXuence of globalization on policy
might plausibly come from some mixture of material and discursive forces, in which
case the Wrst task of the critical analysis is to ascertain the mix of the material and the
discursive, and the processes through which they constitute one another.

4. The Linguistic Turn and its Critical
Twist

.......................................................................................................................................................................................

Policy making in large part involves the construction of meaning through language,
and policy analysis is itself a symbolic activity. Fischer and Forester (1993) speak of an
‘‘argumentative turn’’ in policy analysis and planning. Logically prior is a ‘‘linguistic
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turn’’ that recognizes the importance of language in constituting both policy analysis
and policy making, because argument is just one speciWc kind of language. The
language of policy might be highly formalized in (say) optimizing techniques; or it
might be informal speech embodying only everyday experiential knowledge, or
it might be some mix. At any rate, language is never a neutral medium. The idea
of critical policy analysis Wts well with this linguistic turn, and, with the waning of
material critique of the kind that helped deWne Marxism, most critical policy analysis
is today joined to this kind of linguistic orientation to the policy world. Marxists and
others attuned to material critique might well bemoan this turn, just as they bemoan
the preoccupation of the multicultural left (especially in the United States) with
questions of recognition of oppressed minorities (including wealthy ones) to the
exclusion of distribution.
In the wake of the linguistic turn, the Wrst task of any piece of policy analysis is the

explication of the meanings that are or were present in any particular policy setting.
The task is primary because these meanings condition problem deWnition, which in
turn determines (for example) the kind of data or evidence that is relevant. Often key
meanings are submerged or taken for granted, and tracing their origins, intercon-
nections with other meanings, and consequences can be quite demanding. A family
of techniques covering interpretation, narrative analysis, and discourse analysis is
available here.
Interpretive policy analysis (Yanow 1996) focuses most directly on meanings as

constructed by participants in particular policy processes. Public policies themselves
are not approached as means for the achievement of some goal, but, rather, ‘‘modes
for the expression of human meaning’’ (Yanow 2003, 229). The approach can be
anthropological, treating policy processes as cultural practice. Classic anthropology
of British, and of US federal, budgeting can be found in the studies of Heclo and
Wildavsky (1974) and Wildavsky (1974), who elucidate the informal understandings
shared by participants that make the process work. Participants share all kinds of
assumptions about baselines, the need to come in high but not too high when
requesting funds, and so forth that violate the notionally rationalistic and goal-
oriented aspects of budgeting. The way meanings are created in implementation can
produce consequences not intended by policy makers. Yanow (2003, 241) points to
the example of remedial educational programs that require teachers to line up and so
identify children in need of help, thus highlighting and reinforcing the very categor-
ies of problematic family background and poverty whose consequences the policy
was designed to combat.
Narrative analysis (Roe 1994) focuses mainly on stories that are told by partici-

pants in policy processes. The language of policy, in common with the language of
many social settings, features the telling of stories much more than it features
argument, deductive logic, or still less quantitative optimization. The eVect of a
good story is to convince its audience that an issue ought to be framed in a particular
way. The facts never ‘‘speak for themselves.’’ For example, a story about rape and
murder amid ethnic conXict could be told by a nationalist demagogue in terms of
violated ethnic innocence and collective ethnic guilt of its perpetrators. The same

194 john s. dryzek



facts could also support a story of violation of basic human rights and universal
principles of humanity. The action consequences of each story would be vastly
diVerent.

Discourse analysis focuses on larger systems of meaning in which stories are often
embedded, and which condition policy content. For example, Hajer (1995) traces the
emergence of a discourse of ecological modernization in Dutch environmental policy
that sees pollution abatement as instrumental to economic development, and does
not require conclusive scientiWc proof of a hazard before acting. He contrasts this
with a ‘‘traditional-pragmatic’’ discourse that dominated British environmental
policy, emphasizing end-of-pipe regulation rather than redesign of production
processes, and requiring scientiWc proof of damage from a pollutant before policy
action. In each case, analysis is needed to uncover dominant discourses, which may
be so dominant as to be taken for granted by actors who treat them as natural, and
are thus unaware of their existence.

The explication of meaning is a necessary but of itself insuYcient step on the road
to critique. If policy analysis is in large part concerned with evaluating and improv-
ing the content and process of policy, then interpretation, narrative, and discourse
analysis of themselves fall short. They may indeed produce better descriptions and
understandings of the way the world works, but they may also leave the world pretty
much as they Wnd it, even if their results are widely disseminated and accepted. For
example, a discourse analysis might lay bare the dominant discourses in a policy
area—but then conclude this dominance is immutable. This is quite a common
position to hold in, for example, explications of the impact of discourses of global-
ization in economic policy, which provide little room for maneuver on the part of
national governments. Some kinds of interpretative analysis may even support an
accommodating image of policy analysis. This is a particular danger for analyses
based on depth interviews of elites, which may end up reproducing the world view of
these elites.

5. Sources of Critical Standards
.......................................................................................................................................................................................

The impetus of critique is also toward evaluation and improvement, not just
description and explication. Critical policy analysis in linguistic mode can hold up
the results yielded by interpretation, narrative, and discourse analysis to critical
standards. Where, then, might these standards come from? There are several possible
answers, all of which begin from the fact that any meanings uncovered are likely to be
contestable, if not actually contested (Fischer 2003, 46). The possibility of contest-
ation arises from the identiWcation of contingency in interpretation, narrative, and
discourse. For contingency implies there is some alternative, however repressed or
marginalized it might be by dominant understandings.
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One standard can be found in the critical communications theory associated with
Jürgen Habermas (1984). Habermas’s own critical theory of society is grounded in the
implicit claims to truth, sincerity, comprehensibility, and appropriateness attached
to utterances in intersubjective communication. In this light, a social situation can be
described as communicatively rational to the extent it is constituted by the reXective
understanding of competent actors. Communication among them ought to be free
from deception, self-deception, strategizing, and the exercise of power. The norma-
tive principles of communicative rationality can be applied to evaluate both the
content of understandings that back a particular policy or position, and the process
that produces policies (Healey 1993).
When it comes to the content of understandings, critical policy analysis deploying

principles of communicative rationality is in a position to unmask ideological claims—
ideology here being understood in the pejorative sense as the speciWcation of
false necessities. ‘‘Globalization’’ is often used in this ideological sense, as specifying a
set of policies that governments must pursue unless they want to be left behind.
Other ideological claims might be based on the inevitability of technological change
thatmustbeacceptedrather thanquestioned, thoughthis sortof ideology isweaker today
than in the 1950s. On the other hand, the kind of ideology that legitimizes all kinds of
repressive measures in the name of ‘‘war against terror’’ has grown stronger after 2001.
Violations of communicative rationality can also come in more mundane form,
operating through interest rather than ideology. For example, tobacco companies long
denied the seriousness of the damage of their products to human health, suppressing
results of their own studies in clear violation of the ‘‘sincerity’’ aspect of communicative
rationality.
Communicative rationality is not problem free as a critical standard. Rigidly

applied, it might rule out the tacit knowledge and common sense of ordinary people
and policy actors, or the traditional, non-scientiWc understandings of indigenous
peoples about their land. Young (1996) points out that seemingly neutral rules of
dialogue can in practice discriminate against those not versed in the Wner points of
rational argument (though Young’s point will not ring true to those who have actually
observed communicative exercises involving lay participants). The solution here may
be expansion of communicative rationality beyond Habermas’s own narrow and
unnecessary emphasis on argument to encompass other forms of communication
such as Young’s own trio of greeting, rhetoric, and storytelling, or beyond to
gossip and jokes. All kinds of communication can be assessed in terms of their capacity
to induce reXection, their non-coerciveness, and their ability to connect the par-
ticular experience of an interlocutor to some more general principle (Dryzek 2000,
68–71).
Communitarians would have a diVerent problem, believing that communicative

rationality is too open and ungrounded in the reality of particular societies.
Communitarians would stress the particular standards embodied in a society’s
traditions—for example, the regime values embodied in the United States constitu-
tion. While conservative, this position does enable a kind of critique—for example of
policies that violate the spirit of the constitution (this is of course the basis for legal
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challenges to policy decisions, but it could also be the basis for policy analytic
challenges). Communitarian standards and communicative rationality could be
thought of as diVerent levels of evaluation (Fischer 1980). Perhaps the regime values
of one’s society can sometimes be treated as unproblematic standards—but some-
times they too may be in need of critical scrutiny. For example, the US constitution
originally sanctioned racism and slavery, eventually challenged on the basis of more
universalistic principles (though those principles were derived from a variety of
sources, including religious ones, so it was never just a matter of anything like
communicative rationality being brought to bear).

A more hands-oV approach to critical standards is also possible: one could let
them emerge in the contestation of diVerent understandings. For example, in
criminal justice policy, the recent development of restorative justice approaches
challenges more traditional understandings based on (respectively) the psycho-
pathology of the criminal mind, the rational choices of criminals as they calculate
the costs and beneWts of particular crimes, and the miserable social conditions that
drive some individuals into a life of crime. Restorative justice postulates com-
munity reintegration as both a core value in itself and instrumental to the re-
habilitation of oVenders and reduction of crime rates. This challenge has to be met
by more traditional discourses of criminal justice; adherents of these discourses
may on reXection choose to reject the challenge or modify their own normative
stance in response to it, but they can hardly ignore it. From such con-
testation some degree of agreement on standards might emerge—or it might not.
But even if it does, the conditions of emergence are crucial, and themselves need to be
held up to some critical standard. So the hands-oV approach is ultimately not quite
suYcient.

Finally, an agonistic approach to the generation of critical standards would insist
that opinions are diVerent and will always remain so because they are grounded in
diVerent identities and experiences. Agonism’s procedural standards specify a par-
ticular kind of respectful orientation that treats others as adversaries rather than
enemies, and interaction with them as critical engagement rather than strategizing
(MouVe 1999). However, agonism as usually presented lacks connection to collective
decision making of the sort that helps deWne the Weld of public policy, focusing
instead on the nature of interpersonal and intergroup relationships.

6. Critique of Processes
and Institutions

.......................................................................................................................................................................................

Irrespective of where one looks for its standards, critique need not stop at the content
of policies and their underlying understandings, and can extend to questions of the
procedure through which policies are produced. Communicative rationality in
particular is readily applied in procedural terms (Bernstein 1983, 191–4), providing
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criteria for how disputes across competing interpretations might be resolved, while
respecting a basic plurality of interpretations. The criteria can then be deployed to
evaluate prevailing policy processes. For example, it is possible to criticize legal
processes for their restrictions on the kinds of arguments that can be made. Kemp
(1985) discusses legalistic public inquiries on nuclear power issues in the UK which
ruled out arguments that questioned the economic beneWts of nuclear energy while
allowing economic arguments in favor, featured disparities in Wnancial resources
available to proponents and objectors, and allowed proponents to invoke the OYcial
Secrets Act at key points to silence debate.
Critical policy analysis can also inform the design or creation of alternative

processes. Such designs might range from Lasswell’s decision seminar to more recent
experiments in informed lay citizen deliberation—such as citizen’s juries, consensus
conferences, and deliberative opinion polls. Fung (2003) refers to such exercises as
‘‘recipes for public spheres,’’ though each is just one moment in the life of a larger
public sphere where public opinion is created. Discursive designs can also involve
partisans rather than lay citizens in processes such as mediation, regulatory negoti-
ation, impact assessment, and policy dialogues (Dryzek 1987a). Because they involve
partisans, these sorts of processes can feature the exercise of power and strategic
action; critical policy analysis can try to move them in a more communicative
direction. A commitment to critique means that ‘‘design’’ should itself be a commu-
nicative process involving those who will participate in the institution in question
and be the subjects of any decisions it reaches. Innes and Booher (2003, 49) show how
participants in a discursive process for water management in California created new
institutions and procedures that were more open and cooperative and so capable of
responding more eVectively to changing circumstances. Institutional design of this
sort could never resemble engineering.
Participants in institutional reconstruction should also be alive to the

degree seemingly discursive innovations can be introduced for thoroughly strategic
reasons. For example, such designs have found favor in health policy in the United
Kingdom. Their bureaucratic sponsors can present the recommendations of bodies
such as citizens’ panels as the true face of public opinion, and so circumvent
troublesome lobby groups that also claim to represent public interests (Parkinson
2004). Yet such forums once established can escape and sometimes dismay their
sponsors.
In its commitment to institutions that try to overcome power inequalities and

engage citizens in eVective dialogue, critical policy analysis joins recent democratic
theory in its overarching commitment to deliberation. Democratic theory took a
‘‘deliberative turn’’ around 1990, under which legitimacy is located in the capacity
and opportunity of those subject to a policy decision to participate in deliberation
about its content (Chambers 2003). Thus can the Lasswellian aspiration of a ‘‘policy
science of democracy’’ now be redeemed—if not quite in the way Lasswell himself
saw the matter. Critical policy analysis looks beyond technocracy and thin liberal
democracy to a deeper democracy where distinctions between citizens, representa-
tives, and experts lose their force (deLeon 1997). Such a project can expect resistance
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from both practitioners of technocratic policy analysis and powerful interests that
have a stake in perpetuating the political-economic status quo. However, important
actors may (as I have noted) sometimes Wnd it expedient to sponsor discursive
exercises, providing an opening for more authentic democratization.

7. From Weberian Hierarchy
to Networked Governance

.......................................................................................................................................................................................

Recognizing this institutional agenda, a technocratic policy analyst might accept its
attractions in terms of democratic values, yet resist it on the grounds of the sheer
complexity of policy problems in the contemporary world. The Weberian argument
is that intelligence for complex problems has to be coordinated by the apex of a
hierarchy that can organize expertise and coordinate responses across the aspects of
a complex issue. The apex should divide complex problems into sets and subsets,
each of which is allocated to a subordinate unit in an administrative organization
chart. Weber himself believed that bureaucracy Xourishes in the modern world
precisely because it is the best organizational means for the resolution of complex
social problems (though he was also alive to the pathologies of bureaucracy, and its
suppression of the more congenial aspects of human society). Intelligent problem
decomposition—and administrative organization—here means minimizing inter-
actions across the sets and subsets into which complex problems are divided. The
apex of the hierarchy can then piece together the parts provided by each of the
subunits in order to craft overall solutions.

At a theoretical level, an anti-Weberian argument can be mustered to the eVect that
this approachworks only for what Simon (1981) calls ‘‘near-decomposable’’ problems.
Higher orders of complexity mean that the density of interactions across the bound-
aries of sets and subsets requires that no intelligent decomposition and bureaucratic
division of labor exists, and so the coordinating capacities of the apex of the hierarchy
are overwhelmed (Dryzek 1987b). Better, then, to accept these sorts of interactions
rather than repress them, and promote decentralized communication across diverse
competent individuals concerned with diVerent aspects of an issue. While it is
possible to adduce examples on both sides of this dispute, some recent developments
in practice support the anti-Weberian side, particularly when it comes to ‘‘new
governance’’ and networked problem solving (Rhodes 2000). Networks themselves
are not necessarily democratic, and can indeed facilitate escape from accountability to
a broader public by hiding power and responsibility. But whether or not they are
democratic, networks are non-hierarchical, and often defended precisely for
their capacity to handle complex problems. Critical policy analysis can remind
proponents of new governance of the need for undistorted communication and
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actor competence in networks (Hajer and Wagenaar 2003), and for resistance to the
eVorts of new public managers to control networks. This kind of critical analysis is at
home in the network society, even as it must often struggle against anti-democratic
and exclusionary tendencies in networks themselves. In contrast, technocratic policy
analysis Xounders in the network society, because its implicit audience is a system
controller at the apex of a hierarchy. One deWning feature of a network is the absence
of any sovereign center; problem solving involves many actors in diVerent jurisdic-
tions. These actors might be politicans and bureaucrats; they might also be corpor-
ations, transnational organizations, lobby groups, social movements, and citizens.
‘‘Speaking truth to power,’’ as Wildavsky (1979) characterizes the main task of policy
analysis, becomes very diVerent when power itself is dispersed and Xuid (Hajer 2003,
182). Analysts become interlocutors in a multidirectional conversation, not whis-
perers in the ears of the sovereign.

8. Tasks for the Critical Policy
Analyst

.......................................................................................................................................................................................

The foregoing discussion suggests the following tasks for the analyst under the
general heading of critique:

. Explication of dominant meanings in policy content and process.

. Uncovering suppressed or marginalized meanings.

. IdentiWcation of what Lindblom (1990) calls ‘‘agents of impairment’’
that suppress alternative meanings. These agents might include ideologies,
dominant discourses, lack of information, lack of education, bureaucratic
obfuscation, restrictions on the admissibility of particular kinds of evid-
ence and communication, and processes designed to baZe rather than en-
lighten.

. IdentiWcation of the ways in which the communicative capacities of policy
actors might be equalized.

. Evaluation of institutions in terms of communicative standards.

. Participation in the design of institutions that might do better.

. Criticism of technocratic policy analysis. Even ostensibly useless technocratic
policy analysis draws on and reinforces a discourse of disempowerment of
those who are not either experts or members of the policy-making elite. The
cumulative weight of such analysis may reinforce the idea that public policy is
only for experts and elites (Edelman 1977; Dryzek 1990, 116–17).

To what extent can these tasks be addressed in policy studies curriculum design?
One reason for the persistence of technocratic policy analysis is that its techniques
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can be taught as items in a tool kit. Once analysts Wnd themselves in policy-making
processes they can display this tool kit as a badge of professional respectability. But
what analysts actually do in practice is often more consistent with the communi-
cative image that is one starting point of critical policy analysis. They ask questions,
draw attention to particular issues, investigate and develop stories, make argu-
ments, and use rhetoric to convince others of particular meanings (Forester 1983).
So curriculum design for critical policy analysis might begin with specifying that
analysts preach what they practice.

Critical policy analysis too has its techniques and logics, not least interpretative,
narrative, and discourse analysis. These too can be taught, as can logics of policy
evaluation that retain a critical awareness of diVerent sorts of values and world-views
that can be brought to bear (Fischer 1995). However, critical analysts also need to
reXect on what tools should be used in what circumstances, and to what eVect.
Analysts should be aware of the context to which they contribute—and help consti-
tute (Torgerson 1986, 41). Forester (1981) recommends a code of communicative
ethics for all policy actors, including analysts, that forbids manipulation, hiding and
distorting information, deXecting attention from important questions, and the
displacement of debate by the exercise of power or claims to expertise. These
requirements are inconsistent with the way professions often work—especially
when it comes to forsaking the mystique which is one source of professional power
(Torgerson 1985, 254–5).

9. Conclusion
.......................................................................................................................................................................................

Critical policy analysis is, then, a demanding vocation. Its practitioners cannot easily
seek professional advancement on the basis of their privilegedmastery of a set of tools.
Their craft promises tomake life diYcult for occupants of established centers of power.
But despite the forces that stand in its way, policy analysis as critique can draw comfort
from the fact that, unlike its technocratic opposite, it Wts readily into an emerging
network society of decentralized problem solving. And in a democratic world, it can
draw strength from its capacity to help realize the idea of a policy science of democracy.

References

Bernstein, R. J. 1983. Beyond Objectivism and Relativism. Philadelphia: University of Penn-
sylvania Press.

Bobrow, D. B., and Dryzek, J. S. 1987. Policy Analysis by Design. Pittsburgh, Pa.: University of
Pittsburgh Press.

policy analysis as critique 201



Bulmer, M. 1983. The British tradition of social administration: moral concerns at the
expense of scientiWc rigor. Pp. 161–85 in Ethics, the Social Sciences, and Policy Analysis, ed.
D. Callahan and B. Jennings. New York: Plenum.

Chambers, S. 2003. Deliberative democratic theory. Annual Review of Political Science, 6:
307–26.

deLeon, P. 1997. Democracy and the Policy Sciences. Albany: State University of New York
Press.

Dryzek, J. S. 1987a. Discursive designs: critical theory and political institutions. American
Journal of Political Science, 31: 656–79.

—— 1987b. Complexity and rationality in public life. Political Studies, 35: 424–42.
—— 1990. Discursive Democracy: Politics, Policy and Political Science. New York: Cambridge

University Press.
—— 2000. Deliberative Democracy and Beyond: Liberals, Critics, Contestations. Oxford: Ox-

ford University Press.
Durning, D. 1999. The transition from traditional to postpositivist policy analysis: a role for

Q methodology. Journal of Policy Analysis and Management, 18: 389–410.
Edelman, M. 1977. Political Language: Words That Succeed and Policies That Fail. New York:

Academic.
Fay, B. 1987. Critical Social Science: Liberation and its Limits. Ithaca, NY: Cornell University

Press.
Fischer, F. 1980. Politics, Values, and Public Policy: The Problem of Methodology. Boulder,

Colo.: Westview.
—— 1995. Evaluating Public Policy. Chicago: Nelson-Hall.
—— 2003. Reframing Public Policy: Discursive Politics and Deliberative Practices. Oxford:

Oxford University Press.
—— and Forester, J. (eds.) 1993. The Argumentative Turn in Policy Analysis and Planning.

Durham, NC: Duke University Press.
Forester, J. 1981. Questioning and organizing attention: toward a critical theory of planning

and administrative practice. Administration and Society, 13: 161–205.
—— 1983. What analysts do. Pp. 47–62 in Values, Ethics, and the Practice of Policy Analysis, ed.

W. N. Dunn. Lexington, Mass.: Lexington Books.
Fung, A. 2003. Recipes for public spheres: eight institutional design choices and their

consequences. Journal of Political Philosophy, 11: 338–67.
Habermas, J. 1984. The Theory of Communicative Action I: Reason and the Rationalization of

Society. Boston: Beacon Press.
Hajer, M. A. 1995. The Politics of Environmental Discourse: Ecological Modernization and the

Policy Process. Oxford: Oxford University Press.
—— 2003. Policy without polity? Policy analysis and the institutional void. Policy Sciences, 36:

175–95.
—— and Wagenaar, H. (eds.) 2003. Deliberative Policy Analysis: Understanding Governance

in the Network Society. Cambridge: Cambridge University Press.
Healey, P. 1993. Planning through debate: the communicative turn in planning theory. Pp.

233–53 in The Argumentative Turn in Policy Analysis and Planning, ed. F. Fischer and
J. Forester. Durham, NC: Duke University Press.

Heclo, H., and Wildavsky, A. 1974. The Private Government of Public Money. London:
Macmillan.

Hirst, P., and Thompson, G. 1996. Globalization in Question: The International Economy and
the Possibilities of Governance. Cambridge: Polity Press.

202 john s. dryzek



Innes, J. E., and Booher, D. E. 2003. Collaborative policy making: government through
dialogue. In Hajer and Wagenaar 2003, 33–59.

Kemp, R. 1985. Planning, public hearings, and the politics of discourse. Pp. 177–201 in Critical
Theory and Public Life, ed. J. Forester. Cambridge, Mass.: MIT Press.

Lasswell, H. D. 1941. The garrison state. American Journal of Sociology, 46: 455–68.
—— 1948. Power and Personality. New York: Norton.
—— 1965. World Politics and Personal Insecurity. New York: Free Press.
Lerner, D., and Lasswell, H. D. (eds.) 1951. The Policy Sciences. Stanford, Calif.: Stanford

University Press.
Lindblom, C. E. 1990. Inquiry and Change: The Troubled Attempt to Understand and Shape

Society. New Haven, Conn.: Yale University Press.
Lynn, L. E., Jr. 1999. A place at the table: policy analysis, its postpositive critics, and the future

of practice. Journal of Policy Analysis and Management, 18: 411–24.
Majone, G. 1989. Evidence, Argument, and Persuasion in the Policy Process. New Haven, Conn.:

Yale University Press.
Meltsner, A. J. 1976. Policy Analysts in the Bureaucracy. Berkeley: University of California

Press.
Mouffe, C. 1999. Deliberative democracy or agonistic pluralism? Social Research, 66: 745–58.
Palumbo, D. J., and Nachmias, D. 1983. The preconditions for successful evaluation: is there

an ideal paradigm? Policy Sciences, 16: 67–79.
Parkinson, J. 2004. Why deliberate? The encounter between deliberation and new public

managers. Public Administration, 82: 377–95.
Rhodes, R. A. W. 2000. Governance and public administration. Pp. 54–90 in Debating

Governance, ed. J. Pierre. Oxford: Oxford University Press.
Roe, E. 1994. Narrative Policy Analysis. Durham, NC: Duke University Press.
Simon, H. A. 1981. The Sciences of the ArtiWcial, 2nd edn. Cambridge, Mass.: MIT Press.
Stokey, E., and Zeckhauser, R. 1978. A Primer for Policy Analysis. New York: Norton.
Torgerson, D. 1985. Contextual orientation in policy analysis: the contribution of H. D.

Lasswell. Policy Sciences, 18: 241–61.
—— 1986. Between knowledge and politics: three faces of policy analysis. Policy Sciences, 19:

33–59.
Wildavsky, A. 1974. The Politics of the Budgetary Process, 2nd edn. Boston: Little, Brown.
—— 1979. Speaking Truth to Power: The Art and Craft of Policy Analysis. Boston: Little, Brown.
Yanow, D. 1996. How Does a Policy Mean? Interpreting Policy and Organizational Actions.

Washington, DC: Georgetown University Press.
—— 2003. Accessing local knowledge. In Hajer and Wagenaar 2003, 228–46.
Young, I. M. 1996. Communication and the other: beyond deliberative democracy. Pp. 120–35

in Democracy and DiVerence, ed. S. Benhabib. Princeton, NJ: Princeton University Press.

policy analysis as critique 203





p a r t iv
...................................................................................................................................................

PRODUCING PUBLIC
POLICY

...................................................................................................................................................





c h a p t e r 1 0
...................................................................................................................................................

THE ORIGINS OF
POLICY

...................................................................................................................................................

edward c. page

1. Policy, Diversity, and Hierarchy
.......................................................................................................................................................................................

Where do policies come from? Take the 1889 Invaliditäts- und Alterssicherungsgesetz,
one of the key pieces of Bismarck’s social legislation.Wemight say that it ‘‘originated’’
in the Imperial Office of the Interior. We might seek its origins in its antecedents such
as in earlier voluntary schemes of insurance, in the reforms set in train earlier by the
1883 Krankenversicherungsgesetz, in Bismarck’s state-building strategy, in the Kaiser’s
notion of a ‘‘social emperorship,’’ or even in a longer tradition of social respon-
sibility among German monarchs found in Frederick the Great among others.
The measure can be explained as part of a wider strategy of heading oV working-
class discontent and thus viewed as a product of capitalism in general, as the conse-
quences of a particular transition from a pre-industrial to an industrial society (Moore
1967), or as a response to emerging socialism.Wemay even agreewithDawson (1912, 1)
that it is ‘‘impossible to assign the origins of the German insurance legislation,
deWnitely to any one set of conditions or even to a precise period.’’ None of these
answers is clearly right or wrong (for a discussion of the novelty of Bismarck’s social
legislation, see Tampke 1981; for a comparative discussion, see Heidenheimer, Heclo,
and Adams 1990). They appear to be answers to slightly diVerent questions.

Insofar as they arise from conscious reXection and deliberation, policies
may reXect a variety of intentions and ideas: some vague, some speciWc, some
conXicting, some unarticulated. They can, as we will see, even be the unintended
or undeliberated consequences of professional practices or bureaucratic routines.
Such intentions, practices, and ideas can in turn be shaped by a vast array of diVerent
environmental circumstances, ranging from an immediate speciWc cue or impetus to



a more general spirit of the time or even a belief in a self-evident universal truth. How
can we talk about the origins of something as diverse as policy?
The core simpliWcation used in the study of the origins of policy is the analogy of

the business meeting. Policies Wrst come into being through being put on an
agenda—a notional list of topics that people involved in policy making are interested
in, and which they seek to address through developing, or exploring the possibility of
developing, policies. Kingdon’s (1995) approach to understanding the development
of agendas and approaches associated with it (Cobb and Elder 1978; Cohen, March,
and Olsen 1972; Baumgartner and Jones 1993), have served to shape thinking about
the early origins of policy. Such authors are well aware of the limitations of the
agenda analogy for describing the origins of policy because of the possibility of
inWnite regress: for any idea, proposal, or practice there is an idea, proposal, or
practice that helped give rise to it. The value of the notion of agendas is that it
provides a framework that allows one to outline the proximate causes that lead to
attention being devoted to an issue: how an issue comes to emerge from relative
obscurity to becoming something that is being discussed as a serious contender for
legislation or some other policy measure.
However, there are two limitations to using the agenda literature to help under-

stand the origins of policy. First, because the analyses on which the leading studies
are based are concerned with legislative policy making, they cannot be expected
to throw light on policies that have been developed, or better that emerge, without
having been the subject of deliberation or without the formal approval of legislative
and executive authorities. Second, and perhaps most importantly, the domi-
nant theoretical models have been developed primarily to apply to the United States,
and this makes their direct application as generalized descriptions of policy
development problematic. The model Kingdon (1995) proposes is highly plu-
ralistic with a plurality of diVerent ‘‘important people’’ in the legislative branch
(Congressmen and -women, congressional staVers) and outside (interest groups,
consultants, and parties) all with roles to play in placing items on the political
agenda. What makes this highly distinctive, from a European perspective, is not
the range of people involved, but the fact that the system lacks the hierarchy found in
systems of fused legislative and executive branches with party government. As King-
don (1995, 76) points out:

A complex combination of factors is generally responsible for the movement of a given item
into agenda prominence. For a number of reasons a combination of sources is virtually always
responsible. One reason is the general fragmentation of the system. The founders deliberately
designed a constitutional system to be fragmented, incapable of being dominated by any one
actor. They succeeded. Thus a combination of people is required to bring an idea to policy
fruition.

However, the same degree of fragmentation found in the US system does not always
prevail in executive-dominated systems with party government (whether in coali-
tions or majorities) where it is possible for one group—those around the chief
executive—if not to dominate the entire system then to have a disproportionate
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eVect on what issues get consideration. In addition, the core executive also has a
powerful inXuence on, if not control of, the process by which alternatives are
discussed. We will examine the implications of this more fully below, but if the
agenda model has largely been developed as a US model we might expect it to be
somewhat less useful as a framework for oVering an account of how policies develop
elsewhere. Consequently the discussion below is hardly pointing out issues that
Kingdon and other US theorists dealing with agendas do not appreciate; rather it
is highlighting points, some of which are discussed as possibilities in the US system,
as having much greater importance outside the USA for telling the story of how
policies come into existence.

What is the signiWcance of executive dominance in a party system for the agenda
model? Executive dominance does not mean that interest groups are powerless,
that governments do not come to rely on the advice and suggestions of such groups,
or that individual members of legislatures never develop signiWcant policy initiatives
or propose private members’ legislation in much the same way as the US agenda
literature suggests (see Richardson and Jordan 1979). Rather it means that for
the most part those seeking to inXuence policies, and above all agendas, have to
convince one audience above all which has disproportionate inXuence on the
policy process: the political members of the core executive. In some polities the
system of policy development has a degree of hierarchy within it that, while not
absent in the USA, is entirely routine in most European countries. As Rose (1980,
305) put it in a slightly diVerent context, in European countries there is both
government and subgovernment, in the United States there is subgovernment with-
out government (see also Heclo 1978; Truman 1971). Once executive-dominated
governments are committed to agendas, they have the constitutional and political
capacity to stick with them. They can commit to courses of action. Indeed, once
commitments have been made in such systems it can be hard to stop the momentum
they generate.

The greater potential for hierarchical structuring of the policy process in
systems outside the USAmeans that governments aremore easily able tomake general
commitments that shape a range of policies—from the commitment to ameta-agenda
of broad approaches they seek to develop (albeit that they may face severe
political opposition such as in the case of ‘‘Agenda 2010’’ in Germany or ‘‘Agenda
2006’’ in France) to the micro-detail of how clauses within legislation are structured
and those delivering the policies are instructed to go about their work (as, for
example, with the ability of UKMinisters to instruct immigration oYcials to interpret
regulations in a particular way). Thus in such systems it is important to examine the
origins of policy in venues somewhat removed from legislative policy making, the
focus of US accounts of agendas. This chapter sets out four levels of abstraction
and discusses how policies can emerge at each level, and each level has distinctive
characteristics.
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2. Clarifying the Differences in Policy
Origins

.......................................................................................................................................................................................

One of the basic problems involved in setting out the origins of policy is that we do
not know precisely what a policy is. The term ‘‘policy’’ can refer to a constructed
unity imposed on diverse and disparate measures—we may look at the totality of
measures on, say, education and talk of the ‘‘education policy’’ of a particular
country. A book on ‘‘education policy’’ is further unlikely to exclude the institutions
that shape and deliver it. Or the term ‘‘policy’’ may refer to a particular law or
measure—perhaps even a government circular or some other ‘‘soft law’’ instrument.
Even if we insist on deWning policy narrowly, as a particular law or other instrument,
it is likely that several distinct measures, not even necessarily related, will be bundled
together such that the description of it as a policy is dubious—‘‘omnibus’’ bills in the
USA or ‘‘portmanteau’’ bills in the UK combine diverse measures in one law.
As suggested in the introduction to this chapter, policies can be described at a variety

of degrees of speciWcity—any one of Bismarck’s social policy lawsmight be seen itself as
a collection of speciWc measures, as a policy in its own right, or as part of a body of
measures and laws that is much larger. To help remove this level of ambiguity about
what constitutes a policy it is worth considering what we mean by ‘‘policy’’ (though we
must avoid elaborate discussion of the many meanings of the term—for a useful
discussion see Hogwood and Gunn 1984, 13 V.). Policies can be considered as intentions
or actions or more likely a mixture of the two. It is possible for a policy to be simply an
intention. The proposals of a party unlikely to gain oYce or participate in a coalition
are ‘‘policies’’ even though they have no chance of being put into action. Moreover, it is
possible for a policy to be simply an action or a collection of actions. Where, for
example, immigration oYcials do not look closely at dubious applications for entry
into a country we might describe immigration policy as ‘‘lax.’’
We can, on this basis, specify four levels of abstraction atwhich policies can be viewed.

Intentions and actions can each be divided into two distinct groupings of things, each of
which can be described as ‘‘policy.’’ Intentions can be relatively broad. A range of terms
can be used to describe intentions. Policy intentionsmight take the form of principles—
general views about how public aVairs should be arranged or conducted. Candidates for
principles might include privatization, deregulation, consumer choice, care in the com-
munity, services ‘‘free at the point of delivery,’’ or ‘‘best available technology.’’ Such
principles need not necessarily be easily deWned or even coherent, but should be a set of
ideas that are capable of application in some form or another to diverse policy topics.
Something as broad as an ideology—a body of ideas that incorporate discrete prin-
ciples—might also be interpreted as an even broader statement of intentions. Notori-
ously diYcult to deWne in precise terms, we know that ideologies such as socialism are
capableof generatinganarrayofdiVerentprinciples—publicownership, theroleofparty
in government,workers’ rights, and so on.We can include, albeit at a somewhat diVerent
level of aggregation, other ideas that containbundles of diVerent principles as ideologies:
Thatcherism, Reaganomics, New PublicManagement, and ‘‘the ThirdWay.’’
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The intentionsmight not be quite so broad—theymay refer less to an overarching set
of principles or even ideology andmore to goals related to the speciWc issue or problem
that a policy seeks to address. Let us call these rather speciWc intentions ‘‘policy lines’’
since they refer to strategies (or lines) to take in regulating or dealing with particular
topics. Typically laws contain several lines. Taking the UK’s Adoption and Children Act
2002 as an example, one policy sought to increase the number of potential adoptive
parents, another line on ‘‘intercountry adoption’’ addressed the problems posed by lax
adoption laws in other countries. Yet another line was to develop registers of adoption
agencies, and there were several other distinct lines in this broad law.

When we move to actions, there are also two levels at which we may conceptualize
policies.Measures are the speciWc instruments that give eVect to distinct policy lines:
the legal requirements to be met by people entering the country with children not
their own is one measure, inserting a new clause in the law prohibiting homosexu-
ality as a barrier to adoption is another. Measures have attracted some attention in
the literature as the tools of government (Hood 1983). They are not invariably laws.
‘‘Tools’’ include Wnancial incentives, forms of exhortation or recommendation, or
the direct deployment of public personnel—nodality, authority, treasure, and organ-
ization in Hood’s (1983) NATO scheme.

Practices are the behavior of oYcials normally expected to carry out policy meas-
ures. The term includes implementation in its narrow sense: how oYcials at ports of
entry treat families returning to the UK and how adoption counselors change the way
they place children. While this aspect of policy is treated as ‘‘implementation’’ of
policy (see Pressman and Wildavsky 1973), practices are not invariably implementa-
tion in the sense that they are produced by the measures that seek to give eVect to
policy. In fact, a large part of the study of implementation looks at how a policy
interacts with existing practices within an organization to shape its implementation.
Indeed, in the original implementation study, the US Economic Development Ad-
ministration’s general desire to spend its money shaped its plans to spend money
aimed at increasing the employment of ethnic groups. Herbert Kaufman’s (1960)
classic study of the forest ranger highlighted the fact that it was the set of norms and
practices of the employees of the forestry service that shaped the character of the
service, and these norms were not ‘‘implementing’’ any particular piece of legislation.

3. Policy Origins and Levels of Abstraction
.......................................................................................................................................................................................

3.1 Overview

It is possible for the origins of policy to be discussed at each of these four levels of
abstraction, and for some policies concentrating on one level oVers a more plausible
account of policy origins than concentrating on another. While we will examine this
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proposition in detail, let us outline some initial justiWcation for it. As regards
principle, we might reasonably say that the range of initiatives adopted in the United
States in the area of ‘‘workfare’’ after the 1980s suggests that the origins of policy can
be reasonably sought in thought about the relationship between social welfare and
the obligations of recipients. Of course, how and why that thought was taken up in
federal and state legislation is an important part of the story, but since we are
interested in origins, it is reasonable to start with principle as an important part of
the origin (King 1999). Much of the work surrounding agenda setting concentrates
on the origins of what I have termed policy lines—speciWc sets of intentions relating
to a particular issue. Kingdon’s (1995) empirical analysis in his seminal book on the
subject takes as its base policy lines such as proposals or federal funding of health
maintenance organizations or the deregulation of freight transport.
Measures might at Wrst appear as unlikely candidates for the origins of policy, but

they are in fact common stimuli to developing policy—the speciWc measures devel-
oped in connection with some policies can lead to the development of diVerent
policies. This argument was given particular prominence in Wildavsky’s (1980, 62–
85) elaboration of ‘‘policy as its own cause’’ according to which ‘‘policies tend to feed
on each other: the more there are, the more there have to be to cope with the new
circumstances, eVects on other policies and unexpected consequences. New legisla-
tive amendments and new administrative regulations become a growth industry as
each makes work for the other.’’ Elaborating on Wildavsky’s ideas, Hogwood and
Peters (1983, 1) argue that true innovation in policy development is rare and that
‘‘most policy making is actually policy succession: the replacement of an existing
policy, program or organization by another.’’ This is in part a result of the ‘‘crowding’’
of the ‘‘policy space,’’ by which they mean that increasing aspects of human inter-
action have become subject to some form of public policy. In consequence ‘‘the
problem to be tackled by a ‘new’ policy proposal may not be the absence of a policy,
but problems resulting from existing policies or unforeseen adverse consequences
arising from the interaction of diVerent programs’’ (Hogwood and Peters 1983, 3).
SpeciWc measures can initiate new policy lines or measures. The ill-fated poll tax had
an impact on the British local government system long after it had gone: ‘‘The long
term harm done to local government by the poll tax system is not in the poll tax itself,
but in the raft of measures that accompanied its rise and fall. Three stand out in
particular: the nationalization of the business rate, the enforcement of universal
capping of councils’ spending and the establishment of the Local Government
Commission’’ (Butler, Adonis, and Travers 1994) which led to the large-scale restruc-
turing of local government. Practices may also be origins of policy, not least because
the behavior of some oYcials or politicians can lead to the development of policies
aimed at remedying them—the development of aYrmative action and gender and
minority employment programs can be seen in part as a response to the practices
established in personnel recruitment in earlier times.
We may well Wnd all four levels of abstraction as signiWcant parts of the story of

many ‘‘policies’’—Pressman and Wildavsky’s (1973) discussion of the Economic
Development Administration’s program for Oakland explains the policy as a mix
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of principles, lines, measures, and actions. Moreover, it may be possible to construe
almost any ‘‘policy’’ as involving all four levels; for example, increasing the cost of
posting letters by 10 per cent might be seen as a reXection of the principle or even
ideology that people should pay for services they receive as well as a measure
designed to raise income. Yet for the purpose of oVering an account of the origins
of policies it is unlikely that all four levels will be helpful, although it cannot be stated
in the abstract what determines how helpful any level or combination will be.
Nevertheless, we can point to some distinctive features about each level as regards
its role in the origin of policy.

3.2 Principles

Principles are generally easy to grasp: privatization, the reduction of the role of the
state, the development of choice or even slightly lower-order principles such as the
compilation of performance league tables and ‘‘naming and shaming’’ are ideas capable
of application to a wide array of contexts and can be enacted in a wide variety of
diVerent types of measures. In what ways can principles be the origin of a policy? In
many respects wemight Wnd that principles themselves are artefacts—post hoc labels or
rationalizations given to an array of diVerent practices, measures, or policy lines. For
example, the development of ‘‘privatization’’ as a general doctrine after 1979 was
shaped in the UK in part by the experience of one particular policy line—the sale of
council houses—and became a progressively more generalized doctrine. Similarly,
‘‘new public management’’ as a general principle was a name applied to a variety of
distinct emerging practices in public sector reform (Pollitt and Bouckaert 2000).

In the origins of policy, principles are particularly powerful as cross-sectoral and
cross-national spreaders and generalizers of policy initiatives, possibly more than as
actual originators. Cross-sectorally the popularity of policy principles can send
powerful signals to policy makers and oYcials involved in developing policy that
policy lines, measures, and practices consistent with such principles have political
support. Even the most politically unappealing of policy lines can get additional
support through its relationship to a government-supported principle—in Britain
the land registration reforms of 2002 built on twenty years of attempts to change the
system, but such reforms had found it hard to gain the support necessary to Wnd
parliamentary time and resources. The fact that the reform could be linked success-
fully to a New Labour theme of ‘‘modernization’’ (mainly through one particular
policy line—putting land registration on the Web) was decisive in securing its place
on the parliamentary timetable (see Page 2003). The favor with which measures are
likely to be met by political leaders can also serve as a powerful cue for oYcials
developing them much lower down in the hierarchy. In my study of delegated
legislation in the United Kingdom, I showed how such oYcials took general signals
that ‘‘deregulation’’ was good as cues to develop and shape particular measures to
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relieve regulatory burdens. While, for example, the gambling industry is often
assumed to be a powerful lobby, it was bureaucratic initiative rather than industry
pressure that led Customs and Excise to reduce regulatory practices in the 1997
Gaming Duty Regulations (Page 2001, 71).
Borrowing from other jurisdictions is commonly argued to have become more

important in recent decades as an explanation of policy origins (see Dolowitz and
Marsh 1996 for an overview), and studies of borrowing and related concepts tend to
underline the power of principles in the spread of policies. Hintze’s (1962/1924, 216)
suggestion that the turn of the nineteenth century marked the decisive break after
which European countries started consciously to learn from each other might
question the timing of this common argument, but it aYrms the power of principles
and ideas in the process since he goes on to say that the modern development of
municipal government, for example, is ‘‘strongly, indeed decisively, inXuenced by
theories as they emerged above all in France’’ among the enlightenment thinkers of
the late eighteenth century. More recently Walker’s (1969, 882) pioneering study of
patterns of innovations in US states shows how ideas spread, ‘‘not the detailed
characteristics of institutions created in each state to implement the policy’’ (see
also Gray 1973; Collier and Messick 1975; for an overview of the ‘‘diVusion of
innovation’’ literature see Rogers 2003).
The role of principles in the spread of policies is demonstrated especially strongly

in studies of cross-national policy ‘‘transfer’’ or, more accurately, policy learning. As
Rose (1993, 2005) shows, lesson drawing in public policy requires a precise under-
standing of how a policy works in another jurisdiction, a clear and rigorous deWni-
tion of the lessons to be drawn, and a ‘‘prospective evaluation’’ of the requirements to
make the policy work in the jurisdiction hoping to apply the lesson. Yet studies of
cross-national policy borrowing in practice have tended to emphasize the import-
ance of ‘‘labels’’ as what travels. Perhaps the clearest illustration of this feature of
principles as the source of policy is found in Mossberger’s (2000) study of the
adoption of UK-style Enterprise Zones (EZs) in the United States. The idea of EZs
was to remove taxation and regulatory burdens in particular geographic areas in
order to stimulate Wrms to locate and/or start up there, inspired, in turn, by the
notion of ‘‘freeports’’ as found in Hong Kong. What actually emerged in the UKwas a
system of rather limited tax exemptions and a simpliWcation of regulatory procedures
rather than more substantial liberalization. However, this did not prevent the idea
attracting lots of attention in the United States and the EZ principle was applied in
some form in most US states. But Mossberger found that diVerent states had
borrowed not a set of speciWc measures or even policy lines modeled on UK practice,
but diverse sets of initiatives with ‘‘wide diVerences in program designs and goals.’’
The idea of the EZ thus ‘‘represented a policy label, because it loosely categorized
what was in reality a variety of policy solutions, and because it symbolized state
intentions to assist distressed areas’’ (Mossberger 2000, 128).
Such ‘‘labels’’ are what tend to travel best—zero tolerance policing, workfare

programs, ‘‘evidence-based policy,’’ and ‘‘new public management’’ are examples of
principles that have managed to start governments in one country developing
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policies that appear to have originated in another. Even the injunctions from
international organizations, such as the World Bank, which are argued to have an
increasing role in shaping domestic policy, frequently on closer inspection contain
broad labels rather than speciWc measures to be implemented. Walt, Lush, and Ogden
(2004) highlight the diYculties for policies framed as anything other than general
principles to travel. The Directly Observed Treatment Shortcourse (DOTS) was an
eVective intervention against tuberculosis. Conscious eVort was put into simplifying
DOTS as a ‘‘one size Wts all’’ set of procedures pushed by the World Health Organ-
ization (WHO) that individual countries should adopt. The DOTS strategy was
forced to reject the strict adherence to its procedures and became a more general
principle of ensuring that drug treatments are administered under observation. The
strategy gained greater acceptance once the WHO guidelines were loosened.

Domestically, we would expect principles to play a more consistent role in the
development of public policy in systems of party government with a fusion of
executive and legislative power, as found in many European countries but notably
not in the United States. Certainly, general principles can be found at the heart of
policy programmes in the USA since their domestic impact depends to a substantial
degree on the ability to mobilize legislative and executive power in support of them.
General principles can clearly be found to underpin policy development in the
USA—the ‘‘New Deal,’’ the ‘‘Great Society,’’ and ‘‘New Federalism’’—as well as in
US foreign policy. Moreover, Kingdon’s (1995, 9–10) own study shows how agendas
(as with deregulation) gain momentum and develop into principles applied to
diVerent policy areas. However, themed programmes of domestic legislative and
other measures are more easily pursued by governments which, through parties,
control the executive and legislative process.

3.3 Policy Lines

The development of policy lines is perhaps the level of abstraction for which our
knowledge is most extensive, as much discussion of the policy agenda is at this level.
The literature on policy agendas tends to present, based on the US example, a highly
pluralistic model of how items come to be, from just one of countless issues in the
‘‘primeval soup,’’ something that ‘‘important people are talking about’’ (Kingdon
1995). Sometimes agendas might be shaped by routines (such as the budgetary cycle)
or by other events very diYcult if not impossible for policy makers to alter (such as
requirements that laws be re-enacted after a speciWed time), so here we may concen-
trate on what Walker (1977) terms the ‘‘discretionary’’ parts of the agenda (see also
Hogwood and Gunn 1984, 67). There is substantial agreement on the main features of
the process of agenda setting and the things that help account for the creation of
policy issues from nonentities. Accounts of agenda setting usually include as a sign-
iWcant variable the skill of the policy activist or policy entrepreneur in identifying and
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exploiting opportunities for a policy. Thus, for example, the US Advisory Committee
on Intergovernmental Relations in its mammoth 1980 study of the growth of govern-
ment identiWed the ‘‘policy entrepreneur’’ as the main instigator of the growth of the
federal role in the federal system. In one of its studies it identiWes Senator Magnuson
as one of the main reasons for the expansion of the federal involvement in Wre
prevention and WreWghting in two laws in 1968 and 1974 (ACIR 1980, 75).
The character of the policy area—its intrinsic ability to engage the interest of wider

audiences and publics—is a second variable accounting for the rise of an issue to the
policy agenda. As Hogwood and Gunn (1984, 68) argue, features of a problem
commonly argued to shape whether a new issue reaches the agenda include, as well
as the magnitude of its eVects, its ‘‘particularity,’’ referring to the degree to which a
particular issue stands for a more general problem (in the way that, for example,
saving the whale stands for saving the planet from ecological disaster), its emotional
appeal (some problems, such as suVering endured by children, are traditionally more
promising material fromwhich to create a case for sympathy from publics and policy
makers), and the ease with which it can be linked, either in substance or semantically,
with other items already on the political agenda (see also Cobb and Elder 1977; see
Nelson 1984, 127 for a discussion of child abuse policy and its links with civil rights,
welfare rights, and the feminist agenda).
Chance and the impact of events is central to many discussions of the political

agenda. Downs (1972) goes so far as to place a major event as the decisive factor in
putting items on the political agenda. His ‘‘issue attention cycle’’ postulates that an
issue moves from a pre-problem stage which ‘‘prevails when some highly undesirable
social condition exists but has not yet captured much public attention, even though
some experts or interest groups may already be alarmed by it’’ to alarmed discovery
and euphoric enthusiasm when:

following some dramatic series of events (like the ghetto riots in 1965 to 1967) or for other
reasons, the public suddenly becomes both aware of and alarmed about the evils of a
particular problem. This alarmed discovery is invariably accompanied by euphoric enthusi-
asm about society’s ability to ‘‘solve this problem’’ or ‘‘do something eVective’’ within a
relatively short time. (Downs 1972, 39)

The subsequent stages stress fatalism (‘‘realizing the cost of signiWcant progress,’’
‘‘gradual decline of intense public interest,’’ and ‘‘the post-problem stage’’), but the
model places events as the main method of placing items on the agenda. For Kingdon
(1995, 94–100) such events are described as ‘‘focusing events’’ and are not the sole
route by which items reach the policy agenda. Moreover he highlights the import-
ance of the skills of the policy activist. However, his memorable analogy of policy
activists as surfers with their surfboards at the ready to ‘‘ride the big wave’’ as it comes
along (Kingdon 1995, 165) also points to the importance of features, like sea tides and
conditions outside the control of individuals, as shaping what hits the political
agenda. Ideas, issues, and events mingle to provide opportunities, ‘‘windows,’’ for
policy action which need to be identiWed and handled skillfully by anyone who wants
to shape public policy.
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Such trajectories for policy lines becoming agenda items stress the competitiveness
of the process. Chance plays a part, but the skill of entrepreneurs to seize the moment
and persuade others, or maneuver their issue into prominence before the moment is
lost, is also prominent in such accounts. However they might have to be modiWed
somewhat in political systems where there is a stronger monopoly of political
authority as found in systems of party government with a fused legislative and
executive power. The United States is one of the few countries with a clear separation
of legislative and executive power. Policy entrepreneurship in the USA might be
accurately described as mobilizing the support of a diverse and internally diVeren-
tiated legislature as well as executive. Moreover, it is possible to identify similar
processes of interest groups struggling to place items on the agenda via contacts with
the executive or even through private members’ legislation in executive-dominated
systems such as the UK (see Norton 1993; Richardson and Jordan 1979; GriYth 1974)
or other European countries (see Richardson 1982). Yet entrepreneurship in such
fused executive-legislative systems under party government generally means getting
the support or acquiescence of leading Wgures within the governing party—an
‘‘executive mentality’’ permeates the system (Judge 1993, 212). As Mayntz and Scharpf
(1975, 136–7) suggest, in Germany interest groups ‘‘rarely oVer fullXedged program
proposals or try to initiate policy. This may not hold for some . . . but most interest
organizations tend to react to the initiatives or proposals . . . rather than tak[e] . . .
the initiative themselves.’’ In the German ‘‘active policy making structure’’ the federal
ministries ‘‘are the most important . . . policy makers. . . . [T]he federal bureaucracy
also controls, collects and processes most of the information relevant to policy
decisions’’ (Mayntz and Scharpf 1975, 131). This is not to suggest a monocratic
‘‘coordinated’’ central government. As Hayward and Wright (2002, 272) point out
in the case of France, ‘‘governing from the centre(s) should not be confused with
obsessively integrated government,’’ even though the ‘‘core executive’’ (or as Hay-
ward and Wright prefer, ‘‘core executives’’) is the prime arena for the ‘‘initiation,
agenda-setting and formalization stages of decision making.’’

If we examine the development of one legislative initiative in the UK—the
development of Anti-Social Behaviour Orders (ASBOs)—one can oVer an example
of a less competitive agenda process of the kind found commonly outside the United
States. ASBOs allow courts to require individuals to submit to conditions (such as
restricted movement) even though they may not be guilty of a criminal oVence. As
Burney (2002, 470) describes it, the idea arose from a series of publicized prosecu-
tions which ‘‘created the paradigm of the neighbourhood blighted and terrorised by
the outrageous behaviour of one or two families, groups or individuals, apparently
beyond the reach of the law.’’ The issue became Labour policy following a speech by
Jack Straw (later to become Home Secretary) to the Labour Party Conference in 1996,
and ASBOs were introduced in the Crime and Disorder Act 1998 soon after New
Labour was elected in 1997.

In some senses it is possible to see the agenda-setting model in this development: a
clear public concern, the activities of several groups (above all the Social Landlords’
Crime and Nuisance Group). But this policy was maintained and driven by the party
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in government to the extent that it is extremely diYcult to envisage that any group
would be able to mobilize eVectively against it. It became anchored, in part, because
it reXected a general principle that Labour wanted to project—that New Labour was
‘‘tough’’ on disorder and would no longer ‘‘be inXuenced by ‘liberal pressure
groups’,’’ but also because the policy line itself had become such an object of
commitment within the party that the process of deliberation became exceptionally
heavily skewed in support of Labour’s stated position:

The headline horrors still dominated the debate: the original cases cited in the Labour Party
document of 1995 were recycled in Home OYce guidance . . . published four years later
without any further attempt at assessment of the nature, extent and severity of the kind of
behaviour being targeted. Such information as there was came almost entirely from a housing
management perspective. (Burney 2002, 472)

Moreover, through the toughening and extension of the system, including through
the the Anti Social Behaviour Act 2003, ASBOs and their development can be
accurately viewed as primarily a New Labour phenomenon—a desire to use the
tool as a means of cracking down on anti-social behaviour—rather than a response
to group or any distinct public pressures.
Party government makes the agenda-setting process less competitive in the sense

that once a party, or a leading group or individual within it, has become converted to
a particular policy, it can retain its importance as the validity of the line as a means of
addressing a problem becomes an issue of faith which can take over as the impetus
for its development.

3.4 Measures

The idea that policies can originate in measures might seem implausible. The form of
measures that can initiate a policy discussed in the early part of this section might be
interpreted as something of a sleight of hand—‘‘policy as its own cause’’ refers to policy
creating unanticipated problems or consequences that then have to be addressed by
other policies. While the initial push that started the policy process rolling might have
been the measures passed in pursuit of an earlier policy, the manner in which the issue
getshandledmay, in fact, be at the levelofpolicy lines, principles, or even ideologies—the
‘‘bonWre of controls’’ or initiatives seeking to rid us of ‘‘red tape’’ onwhich governments
occasionally embarkmay be stimulated by the accumulatedmass ofmeasures generated
in the pursuit of diverse policies in the past, but the idea gainsmomentumprimarily as a
principle (of reducing regulatory burdens) that governments seek to apply across
diVerent policy areas. While measures may be an impetus to policy development
elsewhere, in what sense can policies be seen to originate as distinct measures?
Despite recognition that ‘‘implementation’’ can shape policy, the notion that there

is some funnel of causality in the development of public policy still obtains when it
comes to understanding how the precise measures designed to give eVect to the
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intentions behind policy lines are elaborated: first the broad principles of policy are
settled and then the speciWcs are progressively narrowed down (HoVerbert 1974).
Devising the measures to give eVect to established policy lines, according to this view,
becomes closer to a routine, mechanical even, working through the logical conse-
quences of a policy commitment and translating it into speciWc laws or other
measures and securing the necessary budgetary, manpower, or other resources to
carry it through. It is, of course, diYcult to Wnd a clear statement that the develop-
ment of measures—the design and application of tools of government (Hood
1983)—is generally regarded as unimportant. The main justiWcation for stating this
is the almost complete absence in the literature on public policy of empirical
evidence about how the basic tools of government are used by those whom one
might expect to be policy craftsmen and -women (see Page and Jenkins 2005).
Between a Wrm commitment by a government to do something about an issue and
the set of speciWc measures to do it with—laws, guidance, budgetary allocations, and
the like—is a huge gap. Policy announcements and the commitments made by
politicians are rarely enough on their own to guide the hand of legal drafters and
those with similar policy enactment roles. Despite the assumption in some of the US
literature, such as the study by Huber and Shipan (2002), that politicians shape
legislation in detail, to the extent of deciding how much discretion should be left to
the bureaucracy in implementing a law, the evidence suggests that politicians rarely
get involved in determining the detail of legislation.

If working out the detail of legislation and the other measures needed to give eVect
to general commitments about policy lines were routine, we would be unable to say
that policy starts life here. What have elsewhere been termed ‘‘policy bureaucracies’’
(Page and Jenkins 2005)—parts of the administrative system (whether attached to
the legislative, executive, or judicial branch, or even to non-governmental bodies
such as interest or professional organizations) given responsibility, among other
things, for giving eVect to policies—would at best be Wnishing shops for policy
rather than the design studio. Yet they are not. Since relatively little is known
about this aspect of the origins of policy, my examples are conWned to the UK,
although there is little reason to think that the phenomenon of policy starting life as
measures developed by ‘‘policy bureaucrats,’’ often relatively junior oYcials, is
entirely a UK phenomenon.

Instructions to policy oYcials to write legislation and other measures to give eVect
to policy are almost always vague and require the development of lines of policy to
enable them to produce the detailed measures required for a coherent law. Talking of
the role of the legal drafters of bills to be presented to Parliament, one UK policy
bureaucrat who was giving instructions to the lawyer on the policy to be included in
the draft pointed out (Page 2003, 662):

It is common for them to come back with a number of questions on the instructions, to clarify
just what it is that the policy aims to achieve. It is by no means uncommon for substantial
issues of policy to arise at this stage—often generated by a series of ‘‘but what if . . . ?’’
questions through which either the instructions or the early drafts are tested to destruction
(an interesting process, though not always a comfortable one). It is largely for this reason that
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discussions . . . on the draft are frequently more than a straight check that he or she has done
what we asked.

To develop policy measures, not only do policy lines have to be clariWed, in some
contexts they have to bedeveloped for theWrst time. Fundamental policy line issues can
develop from the attempt to develop policy measures. In legislation aimed at civil
recovery of criminal assets (‘‘civil forfeiture’’ in US terminology), the details of the
whole legal framework for civil recovery (i.e. how to use the civil courts to take away
assetsbelieved tobe theproceedsof crimeeven if therehasbeennocriminal conviction)
was left to oYcials to develop and this involved selectively borrowing frompractices in
IrelandandSouthAfrica, amongotherplaces.Deciding the rangeof assets that couldbe
recovered was one major policy question. As an oYcial involved put it:

We had a broad scheme but we had to make sure that it exempted some things we wanted it to
exempt. Crown Property could be by some quirk a part of crime property. We had to think
about pensions and pension funds—could they be ransacked for proceeds of crime? These
were hugely complex questions. (quoted in Page 2003, 662)

The question of what types of property and assets could be seized required the
development of distinct lines of policy as oYcials sought to devise ways of making
the idea of civil forfeiture work.
Indeed the origins of this same piece of legislation, the Proceeds of Crime Act 2002,

are to be found in policy oYcials seeking to develop measures for making earlier
legislation on the seizure of criminal assets work (see Page 2003). Developing
measures for earlier policy lines can lead to the initiation of other lines. The law
started life in 1998within the Home OVice as the Third Report of the Working Group
on ConWscation. Some of the oYcials working on this report recognized that new
legislation was needed if the government’s intentions of using civil procedures to
seize assets were to be achievable. The initiative gained political momentum not least
because it was subsequently taken up as a priority by the policy unit close to the
Prime Minister (the Performance and Innovation Unit, the report of which was
partly written by two of the Home OYce oYcials who had served on the original
Working Group and later on the team writing the legislation). The issue, though it
started life as the work of policy bureaucrats seeking to develop measures to give
eVect to a particular policy line, also featured in Labour’s 2001 election manifesto.

3.5 Activities: Policies without Agendas

The notion of an ‘‘agenda’’ implies that issues are to be subjected to some form of
deliberation. However it is possible for policies to be in place without ever being
consciously deliberated on. One traditional version of this form of policy is the ‘‘non-
decision’’ in the formulation of Bachrach and Baratz (1962). It is quite possible that
unconscious (or at least unremarked on) inaction is a form of policy making—the
classic case here is Gary, Indiana’s failure to introduce pollution legislation despite
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the high levels of air pollution identiWed in Crenson’s (1971) landmark study The Un-
Politics of Air Pollution. The cause of this ‘‘un-policy’’ was, according to Crenson, the
corporate power of US Steel, a dominant employer in the town, which managed to
keep clean air laws oV the political agenda. The central problemwith this argument is
empirical rather than theoretical. The range of items that could potentially be on the
political agenda is to all intents and purposes inWnite. Determining whether an item
is not on the agenda because someone kept it oV or because it was just one of the
multitude that never makes it on to the agenda is diYcult, if even possible. As Polsby
(1980) shows, Bachrach and Baratz, having raised the issue, went on to demonstrate
the issue was incapable of empirical study because once an issue is directly observable
as a proposal, failing or refusing to discuss it may be a successful method of opposing
something, but it is not a non-decision. Although Crenson’s inventive study oVers
strong circumstantial evidence of a non-decision, by its very nature a non-decision is
not directly susceptible to observation. Nevertheless, we must be sensitive to the
possibility that items never reach political agendas because of the real or anticipated
power of an individual or a group.

Yet ‘‘non-policies’’ are not the only form of policies without agendas. It is also
possible to observe policy that has passed through very limited or virtually no delib-
erative processes because of the absence of any focused discussion as implied in the
metaphorof theagenda. If beingon the ‘‘agenda’’ ofpublicpolicymeans, at least inpart,
being subject to deliberation by the formal legislative, executive, and judicial author-
ities which give public policy programmes legitimacy, it seems hard to envisage public
policy which does not pass through an agenda. Nevertheless, such policies exist,
especially those shaped by ‘‘street level bureaucrats’’ (Lipsky 1980), including social
workers and police oYcers, who have a degree of discretion in how they carry out their
functions. Suchpolicy-shapingactivities havebeendiscussed in theUSurban literature
as ‘‘bureaucratic decision rules.’’ Mladenka (1989) points to research indicating that
biases in public services can reXect the largely unchallenged norms by which service
providersdeliver them.Forexample, libraryprofessionals takedataoncirculation rates
as indicators of ‘‘need’’ for their service. Thus larger circulations are taken tomean that
demand and therefore ‘‘need’’ is high, and this norm can result in higher Wnancial and
staV resources, and more libraries, going to wealthier areas. ‘‘First come Wrst served,’’
‘‘oiling the squeaky wheel,’’ and ‘‘meeting demand’’ are further examples of decision
ruleswhichhavehaddistributional consequences forurban services.Mladenka’s (1989)
own research included an examination of how park and recreation services were
allocated in Chicago. The city sought to avoid continuing the practices that had
allocated disproportionately better services to white neighborhoods by the city’s
Planning Committee prioritizing neighbourhoods on bases other than demand and
putting greater emphasis on regenerating declining areas. Yet the decisions taken in
practice largely ignored the prioritization:

On what basis does deviance from the Planning Committee’s recommendations occur?
Interviews with the superintendent [of the Parks department] did not produce satisfactory
answers and justiWcations were generally vague. When asked why a low-ranked facility was
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built before one given higher priority, the answer was apt to be ‘‘in our judgement that
neighbourhood was in most need’’ or ‘‘that area had been without a Weldhouse [sports
changing room] for years and was entitled to one’’. The fact that the Planning Committee’s
recommendations were based on need factors and levels of existing facilities is ignored when
such responses are given. (Mladenka 1989, 576)

The MacPherson Report on the murder of Stephen Lawrence, for example, found
‘‘institutional racism’’ in London’s police force and tookpains to separate this fromany
individual racism of members of the Metropolitan Police. Institutional racismwas:

The collective failure of an organisation to provide an appropriate and professional service to
people because of their colour, culture, or ethnic origin. It can be seen or detected in processes,
attitudes and behaviour which amount to discrimination through unwitting prejudice,
ignorance, thoughtlessness and racist stereotyping which disadvantage minority ethnic
people. (MacPherson 1999, 6.34)

Thus the issue of race in public policy not only shaped the handling of the speciWc
murder case but was also reXected in the way policy was delivered more generally as
reXected in, to give two examples cited by MacPherson (1999, 6.45), the ethnic
disparity in ‘‘stop and search Wgures’’ and the under-reporting of ‘‘racial incidents.’’
The idea that activities can be sources of policy is not simply conWned to the issue of

street-level bureaucracy: It is also possible for higher-level oYcials and politicians to
approve arrangements without debate. A particularly striking instance of policy without
agendas canbe found inMoran’s (2003) elaborationof ‘‘club regulation’’ that emerged in
the United Kingdom in the nineteenth century and remained an important mode of
governance until the 1960s. ‘‘Club regulation’’ took the form of an elite acquiescence in
allowing a large amount of self-regulation, with a light touch by regulatory institutions
and legal instruments in issues ranging fromfactory safety throughWnancial transactions
to sport. ‘‘Club regulation’’ inpartWts themodelof ‘‘non-decisions’’since it helps explain
whyother formsof regulationneverdeveloped.Moran(2003,64)argues that, ‘‘Therise to
hegemonic status of amandarin, clubculture—is connected tooneof the greatmysteries
of the original Victorian regulatory system,’’ that of why despite the early use of inde-
pendent regulatory commissions they withered away. There developed no widespread
use of ‘‘powerful regulatory agencies that came to characterize the American regulatory
state in the twentieth century.’’ Moran does not have to look far for the main culprit:
‘‘Fundamentallywhatdestroyedthemwas thepowerof traditional constitutional ideolo-
gies, notably those that insisted on the central department with aministerial head, as the
only proper way of organizing public regulation.’’

4. Conclusions
.......................................................................................................................................................................................

There is no simple answer to the question of where policies come from. The best we
can do is indicate the proximate events leading to the authorization or other form of
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adoption of policies. Since the procedures leading to authorization and adoption are,
at least to a substantial degree, usually institutionally deWned, it is not possible to
regard the origins of policy in the same way that we might consider the origin of the
species in biology as following the same logic or rules whatever the jurisdiction. This
chapter has concentrated on outlining the ways that policies can emerge in systems
which do not share the basic contours of the US pattern of government. In particular,
it suggests that the possibilities for executive dominance of the policy process mean
that diVerent kinds of policy origins are more apparent outside the USA than they are
in the US-dominated literature on the subject.

To point out the system-speciWc characteristics of theoretical approaches that have
tended to dominate thinking about public policy outside that system is not to
criticize them. Rather, it is closer to a criticism of the attempt to adopt them with
little systematic adaptation to diVerent kinds of political systems which lack the
constitutional, institutional, and political features that underpin them on their native
soil. Such criticisms may be extended to a wider range of theoretical approaches, past
and current, which have tended to downplay the possibilities for hierarchy intro-
duced by the fused executive-legislative systems dominated by party government
characteristic of European government. Thus the ‘‘policy communities’’ of European
nations cannot resemble the ‘‘issue networks’’ of US experience fromwhich they have
been borrowed (a point raised by Jordan 1981 and Rhodes 1997 among others);
‘‘corporatism’’ in the 1980s sought to extend experiences of some continental Euro-
pean systems prior to the 1960s (including Italy, Austria, and Sweden) with traditions
of tripartite bargaining between labour, capital, and government to systems which
had never had them (see, for example, Rhodes 1986), and the ‘‘community power
debate’’ of the 1960s and early 1970s eventually discovered that the question of ‘‘who
governs?’’ could not be posed in quite the same way in Britain as in the USA since the
answer was obvious—the institutional leaders of municipal government (Newton
1975). Contemporary theories of delegation and principal–agent relations, with the
baggage of legislative inXuence that seems to be imported along with them, might
also be candidates for ideas that are probably more interesting in the US context and
in need of substantially more sophisticated adaptation to European conditions than
they are subjected to generally.

The recognition that such theories cannot be easily applied outside the USA is
quite commonplace, but theoretical frameworks that incorporate hierarchy as a
systemic feature—with hierarchy as the central reason why such theories cannot be
directly applied in systems with fused executive-legislative branches under conditions
of party government—have not generally tended to follow. Instead, theories of policy
making tend to treat hierarchy as a variable—something that applies to some sectors
or circumstances and not to others, rather than a core systemic feature of govern-
ment. The central point about systemic hierarchy is not, however, that it is constantly
applied, but that it can be applied at all. Its presence shapes how decisions are made,
whether it is directly exercised or applied or not.

Knowing that governments can, with a secure majority in Parliament, ensure that
their proposals can be put into law, whether or not other organized interests oppose
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them, shapes the strategies and expectations of these groups—Finer (1966, 28–9) for
example noted the tendency for group representatives ‘‘to be turned into an agency of
government administration’’ by close involvement with government ministries. There
is also evidence that interest groups in the UK have relatively low expectations of what
they might achieve through their contact with government (Page 2001, 154). The
importance of the executive in policy making in such systems also places an emphasis
on understanding intra-executive processes of government that has generated remark-
ably little research. While we may know something (albeit often on the basis of dated
information—see Aberbach, Putnam, and Rockman 1981) about the people at the top
of the executive, we have little on the executive at work and few systematic examin-
ations of the norms and procedures of policy making within the executive comparable
with Kingdon’s (1995) rich analysis of policy making in the USA. How ministerial
agendas are developed, how such agendas are communicated to oYcials who develop
ministries, agencies, departments, and such like what is the role of the oYcials in
developing them, what cues they rely upon, and how partisan priorities impinge on
routine policy making, are almost terra incognita in the European study of public
policy. Studies of executive organizations tend to treat ministries, agencies, depart-
ments, and such like as single bodies which develop policies rather than internally
diVerentiated complexes in which bureaucratic norms and procedures, as well as
bureaucratic politics, shape what they do.
The origins of public policy are a clear example of this lack of a theoretical

framework that recognizes the constitutional peculiarity of the US system, above
all by developing the central role played by the executive in the process in other
countries. In such systems more attention needs to be paid to the origins of policy,
even the proximate origins of policy, in processes somewhat removed from the
legislative process that serves as the central arena for Kingdon’s (1995) study—
whether at the level of principles and ideology or in developing policy lines and
measures. The pluralistic agenda-setting models of the USA direct attention away
from the rather diVerent process of getting policies started which often has as its
focus processes internal to the executive. Curiously, a clearer elaboration of the
theoretical and empirical consequences of executive dominance in the policy process
oVers the possibility of helping explain the more hierarchical, but less studied
features of the US system. The secondary legislative process of ‘‘administrative
regulation’’ has for some time in the United States been regarded as an important,
if understudied feature of the system (see West 1995). Yet while it was generally
deWned as yet another adjunct to the pluralistic fragmentation of the American
policy-making process, where groups that lose out in shaping congressional deliber-
ation can seek to inXuence the administrative regulations (Lowi 1969), there is
increasing appreciation that administrative regulation can oVer US executive agen-
cies something like the sort of latitude available to bureaucracies in more hierarchical
systems when it comes to shaping, even initiating policies. So, for a change, US
political science can learn from studies of European policy processes.
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c h a p t e r 1 1
...................................................................................................................................................

AGENDA SETTING
...................................................................................................................................................

giandomenico majone

The essence of decision, President John F. Kennedy once observed, remains impene-
trable to the observer, often even to the decider himself. This is probably the reason
why positive theories of policy making focus on pre- and post-decision processes
rather than on the actual moment of choice. Implementation, policy evaluation,
learning, and policy dynamics are among the best-researched areas of post-decision
analysis. Problem deWnition, agenda setting, and feasibility analysis are the main,
closely interrelated components of pre-decision analysis. Objective conditions are
seldom so compelling or unambiguous that they determine the policy agenda.
Hence, knowing how a problem has been deWned is essential to understanding the
process of agenda formation. The purpose of feasibility analysis is to identify
the constraints—economic, technological, political, and institutional—that delimit
the space of feasible choices. The student of agenda setting attempts to trace the
causal paths along which public issues travel, and to predict which issues may
eventually reach the decision agenda. A policy idea that fails to meet the feasibility
criterion is unlikely to be considered as a serious contender for a place on the public
agenda. Methodological diVerences should not be overlooked, however. Feasibility
analysis has a reasonably clear logical structure, and can rely on the theoretical
support of well-developed disciplines like decision theory, microeconomics, and
modern political economy. In the case of agenda setting, no generally accepted
paradigm exists. Even the best-known models are rather ad hoc, largely descriptive,
and cover only some aspects of what one could reasonably assume to be part of
agenda setting. Because of this methodological deWcit, the present treatment is less
concerned with those parts of the process that are fairly well understood—such as the
role of interest groups, and of political and policy entrepreneurs, or the importance
of issue coalitions—than with aspects which have received insuYcient attention, or
have been largely ignored by the available literature. The hope is that extending the



scope of agenda-setting analysis may stimulate the development of a more rigorous
approach to this crucially important component of policy analysis.

The chapter is organized as follows. Section 1 discusses the possibility that some
individual or institution may hold exclusive power over the agenda—a possibility
largely overlooked by analysts outside the rational choice framework. Under rather
general conditions, a monopoly agenda setter can achieve almost any desired result.
That this is more than a theoretical possibility is shown by the control over legislative
proposals exercised by committees of the US Congress, and by the monopoly of
policy initiation enjoyed by the Commission of the European Union. Section 2
emphasizes the links between the study of agenda setting and democratic theory. It
is suggested that the analyst can Wnd in the literature on the democratic process
valuable insights into the dynamics of agenda setting. Two examples are the notion of
non-decision, and the model of government by discussion. Another topic discussed
in this section is the possibility of ensuring eVective democratic control of the agenda
of regulatory agencies by means of suitable procedures The next section addresses
another issue not suYciently researched by students of agenda setting: the selection
of priorities within the decision agenda. The problem is particularly important in
risk regulation, where setting the wrong priorities may entail severe opportunity
costs—the number of lives that could have been saved by using the same resources in
a diVerent way. The signiWcant risk doctrine, developed by American courts in the
1980s, has played a key role in forcing agencies to prioritize their agenda, and also in
favoring the systematic use of risk analysis. The concluding Section 4 emphasizes the
growing impact of international factors on the formation of national agendas. There
is little empirical evidence that growing economic integration entails a restriction of
the agenda of democratic states because of the declining ability of policy makers to
produce the public goods people demand. Actually, international pressures may
improve the quality of the national agenda. The threat of economic retaliation in
cases of serious violations of basic rights, for example, shows that international trade
may be used to push the agenda of authoritarian states in a more humanitarian
direction.

1. Agenda Control
.......................................................................................................................................................................................

One topic which has not received suYciently attention by policy analysts is the
possibility that some individual or institution may hold exclusive power over the
agenda. One of the central results of the analysis of political institutions in a rational
choice perspective, the McKelvey–SchoWeld ‘‘chaos theorem,’’ has direct and far-
reaching implications for the study of agenda control—a subject which was neither
well understood nor frequently studied prior to the publication of this theorem.
McKelvey (1976) and SchoWeld (1976) showed that the absence of a majority-rule
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equilibrium implies that virtually any policy outcome is possible. Hence, those who
control the agenda can engage in all sorts of manipulations. A monopoly agenda
setter can achieve almost any outcome she wishes, provided she can appropriately
order the sequencing of paired options considered by the voting group operating
under majority rule (Shepsle 1979). These results have been exploited to examine the
impact of rules and procedures on policy making; to account for the political power
of parliamentary leaders, who control the sequence and order of legislative deliber-
ations; and to explain the power of legislative committees (Bates 1990). As noted
above, students of agenda setting have largely neglected agenda control, yet no sharp
dividing line can be drawn between manipulating and shaping the agenda. Only by
paying attention to both aspects of agenda setting can we hope to understand how
policy is made or, perhaps even more important, why certain issues never appear on
the public agenda.
The importance of agenda control can be grasped intuitively in a simpliWed

situation. Barry Weingast (1996) presents a one-dimensional (single issue) version
of the median voter theorem. He supposes that any alternative may be proposed, and
that individuals wishing to oVer proposals are recognized randomly. Each proposal is
pitted in a majority vote against the status quo. The process continues until no more
proposals are oVered. Elementary geometrical considerations show that the only
stable alternative to result from the voting is the median voter’s ideal policy. But
suppose that an individual (or organization or committee) called the ‘‘setter’’ has
monopoly power over the agenda. The setter chooses a proposal, and then the voters
vote for either the proposal or the status quo, Q. Now the setter’s institutionalized
power results in an outcome diVerent from the median voter’s ideal policy—unless
the setter’s ideal policy happens to coincide with that of the median voter. All she has
to do is propose the policy that she most prefers from the ‘win set’ of Q—the set of
policy alternatives that command a majority against Q. The full power of agenda
control, however, is best appreciated in more complicated, and more realistic,
situations. I will brieXy mention two examples: the committees of the US Congress;
and the monopoly of legislative initiative enjoyed by the Commission of the Euro-
pean Union.
According to the model of an idealized legislative committee system developed by

Weingast and Marshall (1988), each congressional committee has jurisdiction over a
speciWc subset of policy issues. Within their jurisdiction, committees possess the
monopoly right to bring alternatives to the status quo up for a vote before
the legislature; and committee proposals must command a majority of votes against
the status quo to become public policy. The agenda power held by committee
members implies that successful coalitions must include the members of the relevant
committee. Without these members, the bill will not reach the Xoor for a vote. Thus
committee veto power means that, from among the set of policies that command a
majority against the status quo, only those that make the committee better oV are
possible. The ability to veto the proposals of others is a powerful tool used by
committees to inXuence policy in their jurisdiction. According to Weingast and
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Marshall, institutionalizing control over the congressional agenda—over the design
and selection of proposals that arise for a vote—provides durability and enforceabil-
ity of bargains in a legislative setting.

The European Union (EU) oVers another striking example of agenda control. The
European Commission is usually considered the executive branch of the EU, but in
fact it plays a very important role also in the legislative process because of its
monopoly of policy initiation. This monopoly has been granted by the founding
Treaty and is carefully protected by the European Court of Justice. Hence, no
national government can induce the Commission to make a speciWc proposal
changing the status quo, unless that proposal also makes the Commission better
oV. Such tight control of the policy agenda has no analogue either in parliamentary
or in presidential democracies. In parliamentary systems, legislators introduce rela-
tively few bills; most legislative proposals are instead presented by bureaucrats to the
cabinet, which then introduces them as draft legislation to the parliament. Once
legislators receive such proposals, however, they are free to change or reject them.
This is not the case in the EU, where as a rule the main legislative body (the Council
of Ministers) may modify Commission proposals only under the stringent require-
ment of unanimity. In the separation-of-powers system of the United States, not only
do legislators have the Wnal word over the form and content of bills, but, further, only
legislators can introduce bills. In the course of a typical congressional term, members
of Congress will introduce several hundred bills on behalf of the president or of
executive-branch agencies. During the same period, however, members of Congress
will introduce on their own behalf as many as 15,000 or 20,000 bills (McCubbins and
Noble 1995).

It is important to understand clearly what is implied by the Commission’s
monopoly of agenda setting. First, other European institutions cannot legislate in
the absence of a prior proposal from the Commission. It is up to this institution to
decide whether the EU should act and, if so, in what legal form, and what content and
implementing procedures should be followed. Second, the Commission can amend
its proposal at any time while it is under discussion in the Council of Ministers,
while, as just mentioned, the Council can amend the proposal only by unanimity.
Thus if the Council unanimously wishes to adopt a measure which diVers from the
Commission’s proposal, the latter can deprive the legislative branch (the Council of
Ministers and European Parliament) of its power of decision by withdrawing its
proposal. Finally, neither the Council nor the Parliament nor a member state can
compel the Commission to submit a proposal, except in those few cases where the EU
Treaty imposes an obligation to legislate. To understand the rationale of this sweep-
ing delegation of agenda control to a bureaucratic body, one has to keep in the mind
that in the constitutional architecture of the EU, the Council of Ministers represents
the national interests of the member states, while the Commission is supposed to
represent the supranational interests of the Union. If also the Council had the right to
initiate legislation, it could turn back the clock of European integration for domestic
political reasons. In other words, the Commission’s control of the legislative and
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policy agenda serves the purpose of enhancing the credibility of the member
states’ commitment to the cause of European integration (Majone 1996b). In this
as in other cases, precommitment is achieved by preventing the Wnal decision makers
from engaging in ‘‘issue creation.’’ Thus in both cases—the US Congress and the
European Union—agenda control turns out to be crucial for understanding policy
outputs.

2. Agenda Setting and Democratic
Theory

.......................................................................................................................................................................................

Few topics of public policy analysis are more closely linked to the theory and practice
of representative democracy than agenda setting and agenda control. Thus, Robert
Dahl’s normative criterion of a full democratic process is based on the idea of Wnal
control of the agenda by the people: ‘‘The demos must have the exclusive opportun-
ity to decide how matters are to be placed on the agenda of matters that are to be
decided by means of the democratic process’’ (Dahl 1989, 113). Because of the
normative signiWcance of agenda control, one Wnds valuable insights on our subject
in works dealing with the functioning and eVects of democratic institutions. A well-
known example is the contribution of Bachrach and Baratz (1963) to the problem of
non-decisions. The essential insight of the work of these authors was that the power
to keep something oV the governmental agenda is as important as the power to
choose among the few policy options that make the agenda. According to Bachrach
and Baratz, economic elites are powerful not because they aVect the Wnal choices in
government but because they guarantee that these choices are between almost
indistinguishable alternatives. It should be noted, however, that also ordinary citizens
can keep items oV the decision agenda. Thus, legislators often avoid considering
speciWc policy options because they fear retribution by the voters. For example,
throughout the 1970s the US Congress refused to consider imposing a high gasoline
tax, despite evidence that it would be the least intrusive method for curbing
demand for imported oil. Throughout the 1980s, Congress refused to consider
any reduction in social security payments for current beneWciaries, despite the
massive budget deWcit. In these and other cases none of the proposals suggested
by the experts made it on to the congressional agenda because legislators believed
that the voters would not tolerate the imposition of large and visible costs (Arnold
1990). The same fear of retribution by the voters has induced the German and other
European governments to keep necessary welfare reforms oV the public agenda for
years.
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2.1 Government by Discussion

Government by discussion—the liberal model of parliamentary democracy—
provides another example of the close link between agenda setting and democratic
theory. According to this model, as described by Ernest Barker (1958), policy is made
through a continuous process of discussion which begins with expressions of general
concerns and ends in concrete decisions. Political parties identify issues and formu-
late programs; the electorate discusses issues and candidates and, after the grand
debate of a general election, expresses a majority in favor of one of the programs; the
legislative majority translates programs into laws, in constant debate with the
opposition; Wnally, the discussion is carried forward to the cabinet, where it is
translated into speciWc policies. Two principles guide the process through the four
stages of discussion: diVerentiation of function, and the principle of cooperation and
interdependence. According to the Wrst principle, each stage has its own organs,
speciWc function, and method of conducting the discussion and bringing it to a
conclusion. In the Wrst stage, alternative programs have been formulated by debate in
each party. In the second, representatives of the diVerent programs have been selected
after debate by the electorate, and authorized by it to form a parliament for further
debate, to be conducted in a particular form and for a particular purpose. The
purpose of the third, parliamentary, stage is to translate the program endorsed by a
majority of the voters into laws, and to control how the executive government
transforms general rules of law into a series of particular and separate Acts, which
must however be connected to a general program.

The principle of diVerentiation also implies that each stage is independent in
exercising its particular function, but only within limits, and as a part of the entire
process of deWning the national agenda. The function of political parties must be
distinguished from that of the electorate, the functions of both from that of parlia-
ment, and the functions of all three from that of the cabinet. However, this
diVerentiation of functions is only one aspect of the process of government by
discussion. The other aspect is provided by the principle of cooperation and inter-
dependence. According to this second principle, the diVerent organs and their
functions must be interlocked as well as diVerentiated. Each has to act as part of a
system, that is, it has to act with reference to, and in harmony with, the other parts.
The balance between diVerentiation and cooperation is very delicate, and hence it
can be maintained only in a polity that shares some basic values and a common
political culture (Barker 1958, 57–8).

This is a stylized, normative model of agenda setting and policy making in a
democracy. It overlooks the play of power and inXuence, the uneven distribution of
knowledge and manipulation of information, inter-institutional competition and
bureaucratic politics, the low level of active citizen participation, the role of the mass
media, and a host of other factors that Wgure prominently in modern theories of
agenda setting and policy making. It is also clear that the model has been designed
with one particular system in mind: the British political system with its disciplined
two-party system, distinctive Parliament–Cabinet relationship, and paradoxical

agenda setting 233



emphasis both on the derivative character of political authority and on its independ-
ence from popular preferences. And yet the reader of such works as Cobb and Elder’s
(1972) Participation in American Politics or John Kingdon’s (1984) Agendas, Alterna-
tives and Public Policies cannot fail to notice striking similarities between the model
of government by discussion and these more recent works. If political parties play a
more crucial role in Barker’s model, this only reXects the realities of the British
political system, where policy entrepreneurs are mostly to be found in the political
parties or, nowadays, in think tanks closely linked to parties. Similarly, if the process
of agenda setting appears to be much less random than, say, in Kingdon’s discussion
of political and policy windows, this is partly due to the normative character of the
model, but especially to the inherent capacity for eVective action which is a distinct-
ive characteristic of British government—an eVectiveness which no government
based on the principle of separation of powers can match.
More important than such diVerences in emphasis, however, is the basic agree-

ment on the central role of elected oYcials in the agenda-setting process. Like Barker,
Kingdon Wnds that it is diYcult to assign responsibility for the emergence of agenda
items solely to interest groups. Rather than structuring the public agenda, interest
groups often try to introduce their preferred alternatives once the agenda is already
set by some other process or participant. Also the media turn out to be less important
than anticipated. They seem to report events rather than having an independent
eVect on governmental agendas; they can help shape and structure an issue, but they
cannot create an issue. Academics, researchers, and consultants aVect the alternatives
more than the agenda, and aVect long-term directions rather than short-term
outcomes. The president, his political appointees, and Congress turn out to be
central to agenda setting and, with the help of their staVs, also to alternative
speciWcation. Kingdon’s conclusion that ‘‘[t]he model of a democratic government
controlled by elected oYcials is not only our normative idea, but also our dominant
picture of empirical reality’’ (Kingdon 1984, 46) would be fully endorsed by the
theorists of government by discussion, from John Stuart Mill to Ernest Barker.

2.2 Agenda Setting in the Regulatory State

The modern regulatory state is characterized by an extensive delegation of quasi-
legislative powers to independent commissions or agencies. In an increasing number
of politically sensitive areas—from telecommunications and public utilities to envir-
onmental protection and food safety—policy is made by such non-elected bodies,
typically on the basis of a fairly broad legislative mandate. The existing literature on
agenda setting has not paid suYcient attention to the implications of delegation of
rule-making powers to independent agencies. Kingdon, for example, Wnds that career
civil servants are not particularly important in setting the national agenda, relative to
other participants. According to him, ‘‘a top-down model of the executive branch
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seems to be surprisingly accurate. We discovered that the president can dominate his
political appointees, and that the appointees can dominate the career civil servants’’
(Kingdon 1984, 33). However, the independent regulatory commissions and also
many single-headed agencies are not, de jure or de facto, under the direct control
of the president or of his political appointees. Also in Europe, a variety of independ-
ent regulatory authorities operate outside the line of ministerial or departmental
hierarchy. Whether, or to what extent, legislatures are able to control the agenda of
the independent agencies they create is a controversial issue on both sides of the
Atlantic. The US Congress, for example, has many means at its disposal to retain
inXuence over agency decisions, but this inXuence can be oVset by presidential
opposition, court decisions, or the actions of agency personnel (Bawn 1995).

Until the early 1980s, the thrust of much research on political–bureaucratic
relations was that agency bureaucracy has a substantial degree of autonomy in its
choice of issues. This autonomy is possible because legislative oversight for purposes
of serious policy control is time consuming, costly, and diYcult to do well under
conditions of uncertainty and cognitive complexity. At any rate, legislators are
concerned more with satisfying voters to increase the probability of re-election
than with overseeing the bureaucracy they create. As a result, they do not typically
invest their scarce resources in general policy control. More recently, however, better
theoretical models, largely based on principal–agent theory, and more careful
empirical analyses have shown that the variety of control instruments available to
political principals is a good deal larger than was previously assumed. This research
also threw new light on traditional approaches to the control problem. There are two
main forms of control of agency decisions: oversight—monitoring, hearings, inves-
tigations, budgetary reviews, sanctions—and procedural constraints. The received
view on procedures is that they are primarily a means of assuring fairness and
legitimacy in regulatory decision making. This is of course a very important function
of procedures, but it has been shown that procedures also serve control purposes.

In an important paper published in 1987, McCubbins, Noll, and Weingast used
statutes like the US Administrative Procedure Act (APA) and the Freedom of
Information Act (FOIA) as evidence that procedural rules fulWll important control
functions, providing cost-eVective solutions to problems of non-compliance by
agencies. In addition to reducing the informational disadvantage of political execu-
tives, stakeholders, and citizens at large, procedures can be designed so as to ensure
that the agency’s agenda will be responsive to the constituents that the policy is
supposed to favor. The procedural requirements under the APA, FOIA, and related
statutes reduce an expert agency’s discretion in a number of ways. First, agencies
cannot present the political principals with a fait accompli. They must announce
their intention to consider an issue well in advance of any decision. Second, the
notice and comment provisions assure that the agency learns who are the relevant
stakeholders, and takes some notice of the distributive impacts associated with
various actions. Third, the entire sequence of agency decision making—notice,
comment, collection of evidence, and construction of a record in favor of a chosen
action—aVords numerous opportunities for political principals to respond when the
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agency seeks to move in a direction that the principals do not approve of. Finally, the
broad public participation which the statutes facilitate also works as a gauge of
political interest and controversy, providing advance warning about the agency’s
decision agenda and the likely distributive consequences of agency decisions, in the
absence of political intervention.
Moreover, by controlling the extent and mode of public participation, legislators

can strengthen the position of the intended beneWciaries of the bargain struck by the
enacting coalition. This has been called ‘‘deck stacking.’’ Deck stacking enables
political actors to cause the environment in which an agency operates to mirror
the political forces that gave rise to the agency’s legislative mandate, long after the
enacting coalition has disbanded. The agency may seek to develop a new clientele for
its services, but such an activity must be undertaken in full view of the members of
the initial coalition, and following procedures that automatically integrate certain
interests in agency decision making. In sum, one important function of procedures is
to reduce the risk that the agenda-setting process of regulatory agencies may be
captured by interests—whether economic, bureaucratic, or ideological—diVerent
from those explicitly acknowledged by the enabling statute. These theoretical insights
are supported by a good deal of empirical evidence. In particular, a careful statistical
study by Wood and Waterman (1991) of the decisions of seven regulatory agencies
from the late 1970s through most of the 1980s found that all seven agencies appeared
to be responsive to the preferences of their democratically elected principals. The
authors conclude that the evidence for active political control is so strong that
controversy should end over whether political control of the regulatory bureaucracy
is possible. Instead, research should concentrate on a detailed analysis of the various
mechanisms of control.
However, democratic control is only one horn of the dilemma of statutory

regulation, the other being the need to preserve the necessary degree of agency
discretion. The diYculty of achieving a satisfactory balance is demonstrated by the
failure of the American ‘‘non-delegation doctrine’’—the Wrst attempt to resolve the
regulatory dilemma. For several decades this judicial doctrine enjoyed such wide-
spread acceptance that it came to be regarded as the traditional model of adminis-
trative law. The model conceives of the regulatory agency as a mere transmission belt
for implementing legislative directives in particular cases. Hence, when passing
statutes Congress should decide all questions of policy and frame its decisions in
such speciWc terms that administrative regulation will not entail the exercise of broad
discretion by the regulators (Stewart 1975). The non-delegation doctrine had already
found widespread acceptance when the Wrst institutionalization of the American
regulatory state, the Interstate Commerce Commission, was established by the 1887
Interstate Commerce Act. The Act, with its detailed grant of authority, seemed to
exemplify the transmission-belt model of administrative regulation. However, the
subsequent experience of railroad regulation revealed the diYculty of deriving
operational guidelines from general standards. By the time the Federal Trade Com-
mission was established in 1914, the agency received essentially a blank check author-
izing it to eliminate unfair competition. The New Deal agencies received even
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broader grants of power to regulate particular sectors of the economy ‘‘in the public
interest.’’ The last time the Supreme Court used the non-delegation doctrine was in
1935, when in Schechter Poultry it held the delegation in the National Industrial
Recovery Act unconstitutional.

The doctrine against delegation unraveled because the practical case for allowing
regulatory discretion is overwhelming. Contrary to Kingdon’s Wndings concerning
the limited role of executive-branch bureaucrats in agenda setting, few students of
regulation would deny that agencies, in their area of competence, are important
participants in the agenda-setting process. For example, the Federal Communica-
tions Commission (FCC) began allowing competition to the American Telephone
and Telegraph Company (AT&T) in long-distance communications in the late 1950s,
several years before pro-competitive deregulation acquired widespread political
support in Washington. Also other regulatory commissions played a leading role in
the reversal of traditional regulatory policy in America, such as the Civil Aeronautics
Board (CAB), the Interstate Commerce Commission (ICC), and the Securities and
Exchange Commission (SEC). The CAB not only succeeded in bringing about an
almost complete deregulation of the airline industry: even more signiWcantly, its
chairman Alfred E. Kahn persuaded Congress to abolish the agency. The ICC did not
ask to be abolished, but its staV dropped from 2,000 in 1976 to 1,300 in 1983. Finally,
the SEC was a major shaper of the agenda of Wnancial deregulation, especially in
securities markets, in the 1970s. In all these cases the chairmen provided powerful
leadership in bringing about policy change. This may seem surprising given the
collegial nature of the agencies. In fact, after organizational reforms in the 1950s and
1960s, the chairpersons have emerged as the chief executives and dominant Wgures.
As chief executives they expect, and are expected by others, to have a well-deWned
agenda, and to measure their success by the amount of the agenda they accomplish
(Derthick and Quirk 1985, 65).

Perhaps even more surprising was the fact that the staVs of these regulatory
commissions actively supported, or at least did not oppose, the pro-deregulation
stance of their superiors, even when the consequences of the new policy for the size of
the staV and even for the survival of the organization were apparent. It has been
suggested that this open-mindedness may be due to the rise of professional policy
analysts and regulators, using widely shared standards of argument and problem-
solving styles, and to the growing inXuence of public interest groups, both of which
factors balance the inXuence of bureaucratic ideologies and traditional patterns of
behavior. These examples suggest that when American regulators enjoy the support
of the courts, of key committees and subcommittees of Congress, and of academic
and public opinion, they can be quite important in setting the national agenda, even
against the resistance of the regulated industries and of important elements of the
executive branch, including the president—for instance, President Reagan as well as
the Departments of Defense and Commerce were opposed to the divestiture of
AT&T. According to Derthick and Quirk (1985, 91) the regulatory commissions
‘‘served as vehicles for converting the disinterested views of experts into public policy,
even if the expert views had originated largely as criticisms of their own conduct.’’
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Also in Europe regulators play an increasingly signiWcant role in setting the national
agenda in their area of competence (Majone 1996b).

3. Prioritizing the Agenda
.......................................................................................................................................................................................

The systematic study of agenda setting has been greatly facilitated by a number of
analytic distinctions, such as that between visible and hidden participants, between
agenda setting and alternative speciWcation, or between the governmental agenda
and the decision agenda. Another important distinction—between agenda setting
and the setting of priorities within a given, or potential, agenda—is the subject of the
present section. The signiWcance of the distinction lies in the fact that it may not be
good enough for a policy proposal to get onto the decision agenda; even more
important is that the proposal should occupy a high position on the agenda.
Resource limitations—time, money, personnel, or expertise—usually make it neces-
sary to deWne priorities within the decision agenda. The notion of priority stems
from the commonsense proposition that one should do Wrst things Wrst. From a
normative viewpoint, a rational setting of priorities implies that the opportunity
costs of alternative proposals are duly taken into account; see below.
Microeconomics has a clear rule for the optimal allocation of resources among

diVerent activities: at the margin, the return should be the same across all agenda
items. The consistent implementation of this rule in a political–bureaucratic context
presents formidable diYculties, but if the stakes are high enough second-best
solutions are likely to be found, sooner or later. This may require a good deal of
learning about the implications of diVerent criteria and decision rules. That such
policy learning is possible is shown by the example of how American courts gradually
induced regulators to accept the need for rational priority setting in risk regulation.
As already noted in the introduction, a key role in this learning process was played by
the ‘‘signiWcant risk’’ doctrine. In order to appreciate the innovative character of this
doctrine, however, it is necessary to consider the older approach to risk regulation:
the least-feasible-risk criterion.
According to this criterion, human exposure to health risks should be reduced to

the lowest possible level. This is a sort of second-best rule. The Wrst-best regulatory
policy would be one that ensures a risk-free working and living environment, but
because of technical and economic constraints a risk-free environment is unattain-
able; hence the need of a second-best rule. Thus, Section 6(b)(5) of the 1970 US
Occupational Safety and Health Act directs the Occupational Safety and Health
Administration (OSHA), in regulating worker exposure to toxic substances, to set
standards that ‘‘most adequately assure, to the extent feasible, . . . that no employee
will suVer material impairment of health or functional capacity even if such em-
ployee has regular exposure to the hazard . . . for the period of his working life’’
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(emphasis added). Trade union representatives claimed that this instruction obliged
OSHA to mandate the use of whatever available technology an industry could aVord
without bankrupting itself. Federal courts generally upheld OSHA’s standards based
on the least-feasible-risk criterion. One striking exception was the benzene standard,
which reduced the occupational exposure to this carcinogen from 10 parts per
million (ppm) to 1 ppm. In the case American Petroleum Institute v. OSHA (1978),
the Fifth Circuit Court of Appeals held the regulation invalid on the ground that the
agency had not shown that the new exposure limit was ‘‘reasonably necessary and
appropriate to provide safe or healthful employment’’ as required by the statute.
SpeciWcally, the court argued that OSHA had failed to provide substantial evidence
that the beneWts to be achieved by the stricter standard bore a reasonable relationship
to the costs it imposed. The agency, the court reasoned, ‘‘must have some factual
basis for an estimate of expected beneWts before it can determine that a one-half
billion dollar standard is reasonably necessary’’ (cited in MendeloV 1988, 116–17).
What was required was some sort of quantiWcation of beneWts as a necessary step to
carry out a beneWt–cost test of the new standard. Without a quantiWcation of risk,
and hence of the expected number of lives saved by the regulation, it is impossible
to weigh the beneWts against the costs. Unlike other agencies such as the Environ-
mental Protection Agency (EPA) and the Food and Drug Administration (FDA),
OSHA had always maintained that quantitative risk analysis is meaningless. OSHA’s
reluctance to follow the example of the EPA and the FDA reXected trade union
pressures, combined with staV preferences for protection to override any interest in
the use of more analytic approaches. It was feared that if the agency performed
quantitative risk assessments (QRAs), these might be used as a weapon by those who
opposed strict standards. On the other hand, an agency like EPA, with a much
broader mandate, was aware that not every risk could be reduced to the lowest
feasible level.

The Fifth Circuit Court’s decision stunned OSHA’s leaders, who viewed it as a total
challenge to their regulatory philosophy and to their idea of the agency’s mission
(MendeloV 1988, 117). They decided to appeal the decision. In Industrial Union
Department (AFL-CIO) v. American Petroleum Institute (1980), a badly split Supreme
Court—the nine justices issued Wve separate opinions—upheld the Fifth Circuit’s
decision, but not all parts of its argument; in particular, it expressed no opinion
about the requirement of a cost–beneWt assessment. Justice Powell, concurring in
part and concurring in the judgement, did however note that ‘‘a standard-setting
process that ignored economic considerations would result in a serious misallocation
of resources and a lower eVective level of safety than could be achieved under
standards set with reference to the comparative beneWts available at a lower cost’’
(cited in Mashaw, Merrill, and Shane 1998, 815). Expressing the view of a four-judge
plurality (in a separate opinion, Justice Rehnquist provided the Wfth vote for over-
turning the standard) Justice Stevens explicitly rejected the lowest-feasible-risk
approach: ‘‘We think it is clear that the statute was not designed to require employers
to provide absolute risk-free workplaces whenever it is technologically feasible to do
so, so long as the cost is not great enough to destroy an entire industry. Rather, both
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the language and structure of the Act, as well as its legislative history, indicate that it
was intended to require the elimination, as far as feasible, of signiWcant risks of harm’’
(cited in Graham, Green, and Roberts 1988, 100; emphasis added).
In other words, zero risk cannot be the goal of risk regulation. Justice Stevens

insisted that ‘‘safe’’ is not the same as risk free, pointing to a variety of risks in daily
life—ranging from driving a car to ‘‘breathing city air’’—that people Wnd acceptable.
Hence, before taking any decision, the risk from a toxic substance must be quantiWed
suYciently to enable the agency to characterize it as signiWcant ‘‘in an understand-
able way.’’ From the government’s carcinogenic policy the agency had concluded that
in the absence of deWnitive proof of a safe level, it must be assumed that any level
above zero presents some increased risk of cancer. But, the justices pointed out that,
‘‘In view of the fact that there are literally thousands of substances used in the
workplace that have been identiWed as carcinogens or suspect carcinogens, the
Government’s theory would give OSHA power to impose enormous costs that
might produce little, if any, discernible beneWt’’ (cited in Mashaw, Merrill, and
Shane 1998, 813). Since the government’s generic carcinogen policy provided no
guidance as to which substances should be regulated Wrst, an important merit of
the signiWcant risk doctrine was to raise the crucial issue of regulatory priorities.
Most risks are regulated in response to petitions or pressures from labor unions,
public health groups, environmentalists, and other political activists, with little
analysis by the agency of other possible regulatory targets. Given that resources are
always limited, the real (opportunity) cost of a safety regulation is the number of lives
that could be saved by using the same resources to control other, perhaps more
signiWcant risks. By requiring OSHA to show signiWcant risk as a prelude to standard
setting, the justices were insisting on some analysis in priority setting: regulatory
priorities should be directed toward the most important risks—which are not
necessarily those that are politically most salient.
The signiWcant risk doctrine places a higher analytical burden on regulators than

the lowest-feasible-risk approach. Not all potential risks are treated equally; only
those substances shown to pose a signiWcant risk of cancer will be regulated, focusing
limited agency resources on the most important health risks. In addition, the
doctrine, without requiring a formal analysis of beneWts and costs, does place a
constraint on the stringency of standards. If exposure to a carcinogen is reduced to
the point that the residual risk is insigniWcant, then no further tightening of the
standard is appropriate (Graham, Green, and Roberts 1988, 103–5). Industrial Union
Department (AFL-CIO) v. American Petroleum Institute is a landmark case also from
the point of view of the methodology of risk analysis. The US Supreme Court not
only conWrmed the legitimacy of quantitative risk assessment; it eVectively made
reliance on the methodology obligatory for all American agencies engaged in risk
regulation. In most subsequent disputes over regulatory decisions to protect human
health, the question has not been whether a risk assessment was required but whether
the assessment oVered by the agency was plausible. The reasoning that led to the
signiWcant risk doctrine may be particularly instructive for those national or supra-
national regulators that still follow something like the least-feasible-risk criterion and
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hence are reluctant to accept the need for setting rational regulatory priorities.
For example, it can be shown that the precautionary approach adopted by the
European Union is equivalent to that criterion, with the same negative implica-
tions for the setting of rational priorities within the regulatory agenda of the EU
(Majone 2003).

4. Agenda Setting in the Era
of Globalization

.......................................................................................................................................................................................

Growing economic and political interdependence among nations aVects the sub-
stance and procedures of national policy making, including of course the agenda-
setting process. The question which concerns us here is whether it is true that
deepening economic integration must result in a more constrained national agenda,
and thus in fewer channels for the expression of democratic preferences. An alter-
native hypothesis is that deepening economic integration may actually improve the
quality of policy making by making national leaders more aware of the international
impacts of their decisions, more willing to engage in international cooperation, and
more open to ideas and suggestions coming from their foreign counterparts, from
international institutions, and from non-governmental organizations. It is clear that
in an integrating world economy the eVectiveness of certain policy instruments may
be seriously eroded. For example, the greater the degree of openness of a national
economy, the less eVective Keynesian demand management will be as an instrument
of domestic stabilization policy. This is because some portion of any additional
government expenditure will be spent on imports from the rest of the world, so
that some of the demand-creating eVect of the expenditure is dissipated abroad.

The obsolescence of particular policy instruments or approaches does not, how-
ever, imply that democratic polities are no longer able to satisfy the demands of their
citizens, as some critics of globalization maintain. In fact, the demand for more
transparency in public decision making, the search for new forms of accountability,
and the growing reliance on persuasion rather than on traditional forms of govern-
mental coercion can be shown to be related, at least in part, to growing economic and
political interdependence (World Bank 1997; Majone 1996a). Moreover, it is some-
times possible to transfer policy-making powers to a higher level of governance, so
that what can no longer be done at the national level may be achieved through
international cooperation. These, then, are the two polar positions to be discussed in
this section: on the one side, the ‘‘diminished democracy’’ thesis, according to which
international economic integration, absent a world government, inevitably results in
a restricted national policy agenda; on the other side, the more optimistic view which
sees international integration and cooperation as an opportunity not only to expand
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the scope of consumer choice, but also to enrich the national agenda. Globalization,
i.e. international economic integration, certainly imposes constraints on national
policy makers, but these often turn out to be more enabling than limiting. I conclude
that future studies of agenda setting will have to pay much more attention to
exogenous inXuences on national agendas.

4.1 The Diminished Democracy Thesis

According to a familiar result of international economics known as the Mundell–
Fleming theorem or, more informally, the ‘‘open-economy trilemma,’’ countries
cannot simultaneously maintain an independent monetary policy, capital mobility,
and Wxed exchange rates. If a government chooses Wxed exchange rates and capital
mobility it has to give up monetary autonomy. If it chooses monetary autonomy and
capital mobility, it has to go with Xoating exchange rates. Finally, if it wishes to
combine Wxed exchange rates with monetary autonomy it has to limit capital
mobility (Lindert and Kindleberger 1982). Harvard economist Dani Rodrik has
argued that the open-economy trilemma can be extended to what he calls
the political trilemma of the world economy (see Fig. 11.1). The elements of Rodrik’s
political trilemma are: integrated national economies, the nation state, and ‘‘mass
politics,’’ i.e. a democratic system characterized by a high degree of political mobil-
ization and by institutions that are responsive to mobilized groups. The claim is that
it is possible to have at most two of these things. To quote Rodrik: ‘‘If we want true
international economic integration, we have to go either with the nation-state, in
which case the domain of national politics will have to be signiWcantly restricted, or
else with mass politics, in which case we will have to give up the nation-state in favor
of global federalism. If we want highly participatory political regimes, we have to
choose between the nation-state and international economic integration. If we want
to keep the nation-state, we have to choose between mass politics and international
economic integration’’ (Rodrik 2000, 180).
Politics would not necessarily shrink under global federalism since economic

power and political power would then be aligned: all important political and policy
issues would be treated at the global level. A world government is not in the domain
of the politically possible, now or in the foreseeable future, but the price of main-
taining national sovereignty while markets become international is that politics has
to be exercised over a much narrower range of issues: ‘‘The overarching goal of
nation-states . . . would be to appear attractive to international markets . . . Domestic
regulations and tax policies would be either harmonized according to international
standards, or structured such that they pose the least amount of hindrance to
international economic integration. The only local public goods provided would
be those that are compatible with integrated markets’’ (Rodrik 2000, 182).
In essence, this is the diminished democracy thesis which has found wide, if

uncritical acceptance among critics of international (or even regional, e.g. European)
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integration. The core of this thesis is an argument about the declining ability
of democratic policy makers to produce public policies that depart from market-
conforming principles. Typical of this school of thought is the assertion that
‘‘European economic integration has signiWcantly reduced the range of policy ins-
truments available, and the range of policy goals achievable, at the national level. To
that extent, the eVectiveness as well as the responsiveness of government, and
hence democratic legitimacy, are seen to have been weakened’’ (Scharpf 2001, 360).
However, numerous empirical studies cast serious doubts on the accuracy of any
simple correlation, much less a causal link, between increasing economic inte-
gration and a ‘‘diminished democracy’’ syndrome. Thus, a recent econometric
analysis using annual data from 1964 to 1993 for sixteen OECD countries Wnds little
evidence that international capital mobility exerted systematic downward pressure
on the public sector, the welfare state, and the provisions of public goods (Swank
2001).

According to another version of the diminished democracy thesis, capital becomes
more footloose because of increasing economic integration and, as a result, countries
begin to compete to attract it by cutting their tax rates. The process may reach a point
where a country is forced to provide a lower level of public services than its citizens
would otherwise wish. Given this scenario, tax harmonization seems a reasonable
proposition. At a minimum, if tax cutting is matched by all nations, no country gains
a comparative advantage. In fact, one observes relatively little tax harmonization,
even among countries whose economies are undergoing a process of deep integra-
tion, such as the members of the European Union. It has often been predicted that a
failure to harmonize taxation in the EU will result in destructive competition among
member states which will ultimately undermine Europe’s generous welfare systems,
but after Wfty years of European integration, no such ‘‘race to the bottom’’ can be
observed. While barriers to trade and to capital mobility have been falling almost
continuously since the late 1950s, EU countries have not experienced any signiWcant
degree of tax competition and consequent fall in tax rates. On the contrary, the
average tax rates were climbing between the mid-1960s and the end of the 1990s both

Integrated National Economies

Nation State Mass Politics

Fig. 11.1. Rodrik’s political trilemma

(Source: Rodrik 2000, 181)
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in the original member states—the Benelux countries, Germany, France, and Italy—
and in the countries of the European ‘‘periphery’’—Spain, Portugal, Greece, and
Ireland. Moreover, tax rates have always been higher in the richer than in the poorer
countries, showing that the growing integration of Europe did not make the richer
members of the EU feel constrained by tax competition from low-wage countries.
Since the late 1970s the diVerence between the tax rates of these two groups of
countries has narrowed. However, this narrowing has gone in the opposite direction
to that predicted by the tax-competition view, with average tax rates in the peripheral
countries approaching those of the richer countries. There are also few signs that a
race to the bottom in the provision of public services is taking place in the EU.
Rather, as in the case of taxation, the race has been in the other direction, with the
southern countries upgrading to northern levels of expenditure on service provision
(Barnard 2000). In sum, even in a deeply integrated EU, ‘‘the nation-state is still the
principal site of policy change, and there remains ample scope for political choi-
ce . . . if institutional arrangements and policy mixes are suitably modiWed, then the
core principles of the European social model can be preserved and in many respects
enhanced in their translation into the real worlds of European welfare’’ (Ferrera,
Hemerijck, and Rhodes 2001, 164).
A third version of the diminished democracy thesis is that the rules of inter-

national trade restrict the autonomy of national policy makers, making it impossible
for them to provide the public goods their citizens demand. In fact, members of the
World Trade Organization (WTO) not only enjoy domestic policy autonomy but
must also respect the exercise of that autonomy by other members. This basic
principle is reXected in the most-favored-nation (MFN) principle, the fundamental
function of which is to ensure that each WTO member accords access to its markets
independently of any of the policies of the trading partner, including domestic
policies. For example, the critics assert that under WTO rules a government cannot
protect from import competition those domestic industries that have to bear the
costs of environmental or other regulations not applied by other countries. As
Roessler (1996) has convincingly shown, however, WTO rules do permit member
states to take a domestic regulatory measure raising the cost of production in
combination with subsidies or tariVs that maintain the competitive position of the
domestic producers that have to bear these costs. The only restriction is that if the
compensatory measures adversely aVect the interests of other WTO members,
procedures designed to remove the adverse eVects of those measures on third
countries must be observed. It is precisely the combination of rigid rules with Xexible
safeguards that has permitted the liberalization of international trade to proceed so
far without any domestic policy harmonization—or undue interference with the
national agenda. This subtle compromise makes possible the coexistence of the two
apparently opposing principles of domestic policy autonomy and the globalization
of trade.
Of course, to say that the rules of the world trade regime, the liberalization of

capital markets, and even EU-style deep economic integration do not signiWcantly
restrict the national policy agenda is not to imply that domestic policies do not have

244 giandomenico majone



to be adapted to changing economic, political, and technological conditions. Every-
where welfare states face serious problems, but the causes of the current diYculties
are mostly related to factors that have little to do with the growing integration of the
national economies: the impact of demographic changes, domestic opposition to
high tax rates and excessive bureaucratization, the failure of traditional social policies
to respond to new needs and risks generated by socioeconomic and technical change,
and ideological and political shifts reXecting all these changes. International eco-
nomic integration per se does not seem to constrain signiWcantly national agendas.
What is even more important, the constraints created by a rule-based approach to
economic integration—not only within the WTO and EU frameworks, but also in
the North American Free Trade Area (NAFTA), and dozens of similar arrangements
throughout the world—may actually improve the transparency, fairness, and cred-
ibility of policy making at the national level.

4.2 Enabling Constraints

Part of the intuitive appeal of the diminished democracy thesis derives from a
misunderstanding of the nature of constraints in general, and of their role in policy
making, in particular. Constraints often turn out to be blessings in disguise because
once a constraint has been identiWed it is often possible to take advantage of it
(Majone 1989). Learning depends on the recognition and skillful exploitation of
constraints. All organisms can learn and adapt only to the extent that their environ-
ment is constrained. In this respect the laws of the state are entirely analogous to the
laws of nature since they provide Wxed features in the environment in which an
individual has to move. Similarly, constitutional rules do not merely restrict the
substantive and procedural choices of policy makers; they are also enabling in that
they can enhance the eVectiveness of the policy makers’ actions or the credibility of
long-term commitments. For example, the principle of separation of powers can
enhance governmental authority by, inter alia, helping overcome a paralyzing con-
fusion of functions. As a political version of the division of labor, separation of
powers is enabling to the extent that specialization enhances sensitivity to a diversity
of public problems (Holmes 1995, 165).

Under international economic integration, national policy makers are constrained
also by supranational rules, such as the treaties and laws of the European Union, and
the agreements and rules of the World Trade Organization or NAFTA. Consider for
example the inXuence of European law on the agenda of national policy makers. The
creation of a common European market and the attendant rules of market liber-
alization meant that governments could no longer pursue protectionist policies vis-
à-vis other members of the EU, nor continue to protect public or private monopolies
within the national borders. The discipline imposed on state subsidies and on the
criteria of public procurement further reduced the discretionary powers of national
executives—and the various forms of rent seeking and political corruption which
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usually accompany administrative decisions in these areas. Similarly, WTO rules have
made it increasingly diYcult for the European Union and the United States to pursue
protectionist policies at the international level, notably in the area of agriculture.
NAFTA has strengthened the independent role of national courts, and improved the
transparency of national policy making.
It should not be assumed that supranational rules only favor economic interests.

European law, for example, has also assisted individuals and public interest groups in
their struggle against many forms of discrimination on the grounds of sex, nation-
ality, religion, age, or physical disability. The best instance in the area of individual
rights is Article 119 of the founding Treaty of Rome, which requires application of the
principle of equal pay for male and female workers, for equal work or work of equal
value. The European Court of Justice (ECJ) used this article in the Defrenne case
(decided in 1976) to determine that the policy of the Belgian airline Sabena—forcing
stewardesses to change job within the company (accepting a loss in wages) at the age
of forty, but imposing no such requirement on cabin stewards doing the same
work—was discriminatory, and required Sabena to compensate Mrs Defrenne’s
loss of income. In the Bilka case of 1986, the Court indicated its willingness, absent
a clear justiWcation, to strike down national measures excluding women from any
employer-provided beneWts, such as pensions. These and many other ECJ rulings
show the positive impact supranational law can have on national legislation and legal
practice by outlawing direct and indirect discrimination both in individual and in
collective agreements. They also suggest that today international courts can have a
major inXuence on the national agenda. For example, in another well-known case
(the Barber case decided in 1990), the European Court extended the meaning of
Article 119 to cover age thresholds for pensions eligibility. Mr Barber, a British
national, having been made redundant at age fifty-two, was denied a pension that
would have been available immediately to female employees of the same age. Instead,
he received a lump-sum payment. The court held that this treatment violated
European law since pensions are pay and hence within the scope of Article 119 of
the Treaty of Rome. The decision required massive restructuring of pension schemes,
and implications for future pension plans in all the member states of the EU are
considerable. The issues raised by the Barber case became an important item on the
agenda of European leaders in preparation for the 1992 Treaty on European Union.
Although the strong institutions of the European Union are not easily replicated at

the international level, it is a remarkable fact that the international community and
international law today accept the principle that the protection of basic human rights
cannot stop at the national borders. Hence the growing acceptance of the principle of
‘‘universal jurisdiction,’’ which allows the prosecution of gross human rights viola-
tions even in a country where the crime did not take place. Also the threat of trade
sanctions has proved to be an eVective instrument for protecting basic human rights
at the international level. It should be noted that the credibility of this threat is
enhanced by the growing integration of national economies. This is another example
of enabling constraints, in that the rules of free trade are used by democratic
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governments and human rights groups to put pressure on authoritarian states, and
even to redeWne the diplomatic agenda.

4.3 Other Exogenous InXuences

As shown by the example of the international protection of human rights, inter-
national law and judicial decisions are not the only exogenous inXuences on national
agendas. A good deal of the work of international bodies like the Organization for
Economic Cooperation and Development, the International Monetary Fund, and
specialized agencies of the United Nations like the Food and Agriculture Organiza-
tion and the World Health Organization is aimed at inXuencing the process of
agenda setting in the member countries. Sometimes the aim is not simply to raise
certain issues to the governmental agenda, but even to change the priorities of the
decision agenda—as in the case of the AIDS epidemic, or the urgent need for reform
of the pension systems of industrialized countries. A signiWcant inXuence is exercised
also by transnational nongovernmental organizations on issues such as human rights
or protection of the global environment (Keck and Sikkink 1998; Risse, Ropp, and
Sikkink 1999).

Policy externalities and the requirements of information exchange are other
inXuences on the formation of national agendas. Globalization has the eVect of
strengthening the impact of domestic policies on other countries. Exchanges of
information among policy makers of diVerent countries are useful for assessing the
extent of policy externalities, understanding the mechanisms through which they are
transmitted, and planning remedial action. Students of economic policy coordin-
ation have come to the conclusion that the major beneWt of discussions among
national policy makers derives not from explicit coordination, but rather from
making governments aware of the consequences of their actions for other countries.
Such awareness is often important in shaping the alternatives for governmental
action. An example is the ‘‘least-restrictive means’’ principle of international eco-
nomic law. This is the requirement that policy objectives be achieved in the manner
that imposes least costs on a country’s trading partners. National health or safety
measures, for example, should be so designed as to minimize negative externalities
for other countries. Notice, comments, and publication requirements—on which the
WTO system, the European Union, and NAFTA extensively rely—are mechanisms
for implementing the least-restrictive means principle. The idea is to give advance
warnings of new measures which may have signiWcant transboundary externalities,
and to delay their implementation brieXy while other countries have an opportunity
to comment on them.

Recently, the European Union has introduced a rather elaborate method—known
as Open Method of Coordination (OMC)—which, if successful, will have a sign-
iWcant impact on the national agenda of the member states. The new method has
been pushed by EU leaders in order to favor some convergence of national policies in
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areas, such as social policy, employment, and pension reform, that are too politically
sensitive to be handled by the traditional, more centralized approach. The OMC is a
means of spreading best practice, a learning process that should lead to policy
convergence in the long run. Its main elements are: general guidelines for the
Union, combined with speciWc timetables for achieving the short-, medium-, and
long-term goals set by the member states themselves; quantitative and qualitative
indicators and benchmarks derived from best practice worldwide, but tailored to the
needs of individual countries and sectors; policy reform actions of the member states
to be integrated periodically into their National Action Plans; periodic monitoring,
evaluation, and peer review of the results. The European Council—the highest
policy-making institution of the EU—guides and coordinates the entire process. It
sets the overall objectives to be achieved, while sector-speciWc committees of national
experts undertake the technical aspects of the work, notably the selection of indica-
tors and benchmarks. The progress made in each area is reviewed annually, during
the spring session of the European Council that is devoted to economic and social
questions (Scott and Trubek 2002; Borras and Greve 2004).
As was said in the introduction, the aim for this chapter was not to survey the

existing literature on agenda setting, but rather to introduce certain themes which
that literature has largely neglected. The reasons for the neglect are methodological,
conceptual, and substantive. The issue of agenda control, for example, has been
investigated mostly by political scientists adopting a rational choice approach to
institutional analysis, and the inXuence of this brand of institutionalism on policy
analysis has remained rather limited so far. Yet, the two examples given in Section 1—
the control of the legislative agenda by the committees of the US Congress, and the
monopoly of legislative and policy initiative by the Commission of the European
Union—should suYce to demonstrate the importance of this mode of agenda
setting. Another case of neglect due to methodological reasons is the issue of priority
setting within a given agenda. As was argued in Section 3, the correct selection of
priorities is especially important in areas such as risk regulation, where the oppor-
tunity cost of a wrong selection of priorities can be quite high. But risk regulation
relies on probabilistic reasoning and on the theory of decision making under
uncertainty—methodologies which have not been used even by students of the
agenda-setting process who emphasize its random nature. Conceptually, the rele-
vance of agenda setting to the theory and practice of democracy is well understood.
Recall that Dahl has made the criterion of full agenda control by the demos a crucial
test of full-Xedged (rather than merely procedural) democracy. Yet, democratic
theory has many other stimulating insights and problems to oVer to students of
agenda setting. I am thinking in particular of recent discussions about the role of
democracy in a world where important decisions are increasingly shifted to the
supranational level—what Dahl has called the third transformation of democracy,
after the direct democracy of the Greeks and the representative democracy of the
modern nation state. In the preceding pages I have argued against the diminished
democracy hypothesis—the idea that because of globalization, democratic policy
makers are no longer able to provide the public goods the citizens demand. To reject
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this pessimistic hypothesis is not to suggest that the institutions and processes of
democracy do not have to be adapted to the ‘‘third transformation,’’ just as repre-
sentative democracy was an adaptation of direct democracy to the rise of the nation
state. From a substantive point of view, I would argue that the greatest payoVs in the
future will come from the study of exogenous inXuences on the domestic agenda, and
of agenda setting at the international level. In the past, policy analysis has been state-
centric almost by deWnition, and most of our ideas and techniques of analysis reXect
our own national experiences. However, the idea of governance is much broader than
that of government, and it is this broader reality that policy analysis in general, and
the study of agenda setting in particular, will have to address in order to remain
relevant to new generations of private and public policy makers.
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c h a p t e r 1 2
...................................................................................................................................................

ORDERING THROUGH
DISCOURSE

...................................................................................................................................................

maarten hajer
david laws

1. Dealing with Ambivalence
.......................................................................................................................................................................................

Practitioners face ‘‘wicked’’ problems, complex inXuences, shifting commitments,
and moral complexity in their daily eVorts to act on policy goals. In many situations,
they will not even be able to agree on what the problem really is (Rittel and Webber
1973), and turning to the facts may amplify rather than resolve diVerences in the face
of ‘‘contradictory certainties’’ (Schwarz and Thompson 1990).

Much policy analysis tries to reduce conXict and uncertainty and respond to the
need for stability by deriving generalizable knowledge and universal principles that
can be applied to achieve policy goals across domains and settings. In this chapter, we
address a competing tradition that starts with the conXict, ambiguity, and lure of
stability that policy actors experience, treats their action as intelligent, and tries to
organize scholarship to understand and support the eVorts of these policy practi-
tioners. We focus on a central problem that public oYcials, policy analysts,
researchers, and stakeholders face in these circumstances: ‘‘How can I make sense
of this complex and politically charged world?’’ This question often takes the form,
‘‘How should I act, given this complexity and uncertainty?’’

Scholarship on this problem has a long history that dates back at least to C.
S. Peirce’s call for reXection on the logic by which we Wx beliefs (Peirce 1992),
Kenneth Burke’s eVort to model the search for regularity on a grammar (Burke
1969), and Erving GoVman’s enquiry into how individuals respond to the ques-
tion ‘‘What is going on here?’’ in social behaviour (GoVman 1974). Ambivalence,



ambiguity, and doubt have inspired a rich body of scholarship ever since March
and Olsen (1989).
While it is now sociological common sense that policy practitioners seek stability

and act in a social world that is a kaleidoscope of potential realities, the approaches to
understand their eVorts to make sense of the world vary. We use the term ‘‘ordering
device’’ here to connote the conceptual tools that analysts use to capture how policy
actors deal with ambiguity and allocate particular signiWcance to speciWc social or
physical events. These ordering devices explain how policy makers structure reality
to gain a handle on practical questions.

2. Understanding Ambivalence
.......................................................................................................................................................................................

Policy makers are supposed to analyse situations and determine how to act. Profes-
sionally preoccupied with the quest for order and control (Van Gunsteren 1976),
they are likely to be concerned when they experience ambivalence. When a situation
is ambiguous, the available tools may not be useful or lead to immediate advice.
In Modernity and Ambivalence, Zygmunt Bauman (1991) describes the unease that
people experience when they cannot ‘‘read’’ a situation and choose readily among
alternatives.BaumandeWnesambivalenceas the ‘‘possibilityof assigninganobjectoran
event tomore thanonecategory’’ (Bauman 1991).Ambivalenceconfounds choiceas the
organizing metaphor for action. This becomes a policy problemwhen the sovereignty
of the state is based on the ‘‘power to deWne and to make deWnitions stick’’ (1991, 1–2).
Governing, inhis account, is in a largepart amatterof deWning the situation and this, in
turn, is a key feature of policy practice. His analysis only raises the salience of the
question, however. How do policy makers manage ambivalence in this endeavour?
This question is complex because ambivalence (or ambiguity, we use the terms

interchangeably) lends itself to suppression. This is particularly true in policy work.
Weall know the joke that agoodpolicyadviserhasonlyonehand(so that she cannot say
‘‘on the other hand . . .’’): politicians look to their policy advisers for clarity, to help
them overcome ambivalence. This assumes that ambivalence is always a problem, a
deWcit, a thing to overcome. Yet we might also see ambivalence and doubt as part of a
policydomainandengaging themasakeypartofgoodpolicywork.Theappreciationof
ambivalence and the capacity todoubt are arguably essential components of a reXective
way of acting in the world. Hence good policy work typically takes place between two
poles: one pulling in the direction of clarity and the reduction of complexity, the other
illuminating precisely that which we do not fully understand.
Robert McNamara’s reXections on the Cuban Missile Crisis in The Fog of War

(Morris 2003) illustrate the kind of struggle that goes on between these poles in
policy making. Information was imperfect; conditions were ‘‘foggy.’’ The clock was
ticking and policy had to be made on the spot (Kennedy 1971). In this fog, McNamara
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suggests, the Kennedy administration could have read the Cuban situation in two
ways, each implying a radically diVerent course of action.

How did policy makers make sense of this ambiguous situation and choose how to
act? We would expect them to employ classiWcation and, as Mary Douglas
has observed, that ‘‘institutions [would] do the classifying’’ (Douglas 1986). ClassiW-
cation is an institutional device for ordering in which perception is guided by routine.
In the Cuban Missile Crisis, the Pentagon classiWed the situation in its established
categories. The test of classiWcation in such circumstances is the ability to deWne a
situation persuasively and provide concrete suggestions for action (in this case
including a pre-emptive strike against Cuba). In hindsight, the strength of the policy
deliberation in this crisis was the ability of Kennedy’s advisers to resist the rush to
classiWcation; they acknowledged ambiguity, kept doubt alive, and worked to ‘‘ferret
out’’ the assumptions embedded in routine ways of classifying the situation. This
enabled them to ‘‘frame’’ and ‘‘reframe,’’ and thereby explore diVerent ways of
understanding the situation.

The ability of the Kennedy administration to engage doubt, in this account,
prevented a military conXict and allowed them to Wnd a way out of the conXict:
in the end both parties (the USA and Soviet Union) could back down without losing
face. This could not have been a simple task. Particularly not given the unease, as
Deborah Stone and others have underscored, that policy makers experience when
objects or situations do not Wt in one particular category or understanding
(Stone 1997). If a situation is unclear and imbued with ambivalence, the task is
seen to be creating order. But if policy makers have the key task of choosing between
alternative trajectories of action, then acknowledging and, subsequently, handling
ambivalence is essential for prudent action. In this sense, the strength of institution-
ally embedded systems of classiWcation may also be their weakness. The force
of institutional classiWcations in the face of ambivalence can interfere with respon-
sible judgement. McNamara shows how this extends to even the strongest of policy
decisions. They are imbued with ambiguity, and the ability to manage this relation-
ship is what distinguishes the Kennedy administration’s eVorts in the Cuban Missile
Crisis.

In political science the CubanMissile Crisis is almost automatically associated with
Graham Allison’s The Essence of Decision (Allison 1971; Allison and Zelikow 1999).
Allison showed how analysis of the dynamics depends on the analyst’s conceptual lens.
In so doing, Allison in fact showed how the need to order, and the distinctiveness this
imbues analysis with, is not just limited to analysis in the immediate crisis, but extends
to the eVorts of political scientists to theorize the experience.

3. Interpretive Schemata
.......................................................................................................................................................................................

McNamara’s account highlights the inXuence of diVerent interpretative schemata in
the crisis. He argues that the Pentagon’s vigorous interpretation was countered by
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Tommy Thompson, the former ambassador to Moscow. Thompson drew on per-
sonal knowledge of the Russian leader Khrushchev and argued for a diVerent
interpretation. Khrushchev ‘‘was not the kind of person’’ to Wt in the story the
Pentagon was telling. So what, in the name of policy analysis, was going on in this
confrontation? Was it a confrontation between a Wve-star general with an extraor-
dinary track record and a soft-spoken statesman with personal knowledge of his
adversary? Should we understand this as a conXict between two institutionalized
ways of making sense of an ambiguous situation? Or should we try to connect bits of
both interpretations?
In this tension we can read the outlines of what sociologists have labelled the

‘‘actor–structure’’ problem (Giddens 1979). Should we focus on personality and
individual power? Or should we emphasize the (institutional) structures within
which individuals operate? It is now widely agreed that this dichotomy is false.
Individuals and institutions are both important. The analytic task is to develop
concepts that can mediate between actors and structure (March and Olsen 1989).
This is what policy academics attempt to do with the three ordering devices we
discuss here at some more length: beliefs, frames, and discourses.
We know that what people see is shaped by ‘‘interpretative schemata.’’ Cognitive

science has shown that people inevitably privilege some attributes over others and
inXuence what is deemed important, exciting, scary, threatening, reassuring, prom-
ising, or challenging. Scholarship on interpretative schemata has a long history. An
undisputed milestone is the early work of Ludwig Fleck in the 1930s (Fleck 1935).
Fleck made the case for a social understanding of cognition suggesting that action is
dependent on the way in which ‘‘thought collectives’’ conceive of the world. Each
collective has a particular ‘‘thought style’’ that orders the process of cognition,
explains new empirical Wndings (‘‘the facts’’), and informs sense making in
complex situations. Recognition of Fleck’s work grew, particularly when Thomas
Kuhn acknowledged his debt to Fleck in his analysis of scientiWc ‘‘paradigms.’’ Kuhn’s
seminal The Structure of ScientiWc Revolutions combines an appreciation of the social
embeddedness of interpretative schemata with the Gestalt psychology to make it
understandable how, even when people look at the same object, they might see
diVerent things. This provides a way to relate individual cognition to social ordering
devices (in his case ‘‘paradigms’’) that explains widely distributed patterns in con-
ceiving realities (Kuhn 1970/1962).
The range of concepts that have been coined to understand this process of ordering

is broad and includes ‘‘appreciative systems’’ (Vickers 1965), ‘‘cognitive maps’’ (Axel-
rod 1984), ‘‘heresthetics’’ (Riker 1986), and ‘‘frames’’ (Gamson and Modigliani 1989;
Snow and Benford 1992; Schön and Rein 1994). Recent work has investigated the role
of ‘‘policy narratives,’’ ‘‘storylines,’’ or ‘‘discourses’’ in public policy practice (LitWn
1994; Roe 1994; Hajer 1995; Yanow 1996). Rather than spelling out each conceptual
approach, we illuminate some key characteristics of this scholarship and where these
approaches diVer and overlap.
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4. Three Conceptual Approaches
.......................................................................................................................................................................................

For all the diVerences, the scholarship on these concepts shares a few important
characteristics: ordering is related to cognitive commitments; all approaches include
an account of how judgement takes place; ordering is seen as involving elements of
exchange and coalition building; ordering is tied to action, and the concepts are
supposed to help explain dominance, stability, and (limited) policy learning.
Accounts of this process overlap in puzzling ways and the supposed variation
among these approaches can seem, at times, more like wordplay. We believe, how-
ever, that there are important diVerences among the ordering devices that scholars
employ to describe policy practice. We try andmake these diVerences understandable
by comparing the approaches in terms of their ontological and epistemological
assumptions.

First, we position them on a continuum between an individualist ontology in
which ordering is understood in terms of individual capacities (e.g. ordering in terms
of individual ‘‘beliefs’’) and a relational pole that describes ordering in terms of the
patterns of social interaction that characterize a particular situation (e.g. some work
on frames and some scholarship on discourse). Second, we examine how proponents
of diVerent approaches generate and deliver knowledge about the world of public
policy. What rules do they, explicitly or implicitly, follow when they try to make sense
of the way in which policy makers deal with a complex and ambivalent world? Here
we distinguish two empirical orientations: the Wrst directed at creating generalizable
knowledge by abstracting from contexts and a second focused on identifying detailed
dynamics in policy practice.

5. Beliefs
.......................................................................................................................................................................................

A prominent example of policy analysis that draws on the concept of belief is the
‘‘advocacy coalition framework’’ (ACF) developed by Sabatier and Jenkins-Smith
(1993). Advocacy coalitions consist of ‘‘actors from a variety of . . . institutions at all
levels of government who share a set of basic beliefs . . . andwho seek tomanipulate the
rules, budgets, and personnel of governmental institutions in order to achieve these
goals over time’’ (1993, 5). The coalitionmembers who come together around the focal
point of shared core beliefs coordinate their actions to a ‘‘non-trivial degree’’ (1993, 25).

The ACF approach has inspired and informed a substantial body of policy analysis.
Yet precisely how the individual and the interpersonal interrelate and how shifts in
belief occur remains opaque. A key feature of the ACF belief system approach is the
eVort to build a social explanation of policy from an ontology of individuals with
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clearly deWned and stable value preferences that inform their actions and provide a
stable basis for association. The pursuit of core values through individual and
collective action (via coalitions) produces the distinctive ordering in a policy
Weld and lends stability to a domain. Yet the research focus on strategic behaviour
and cognitive learning does not suggest a way of understanding how policy
makers deal with ambiguities and how ambiguity might relate to policy change
and learning.
Epistemologically, Sabatier and Jenkins-Smith see the ACF as tuned to a Humean

search for general laws. They (1993, 231) formulate nine hypotheses designed to
test the robustness of the advocacy coalition framework in explaining policy learning
and policy change and search for a causal theory, with clearly distinguishable forces
of change, that is testable/falsiWable, fertile, and parsimonious (1993, 231). At the
same time ACF proponents also speak a dialect of constructivism: they seek to
analyse how problems get deWned, emphasize the role of perceptions, and underline
the inevitable inXuence of the conceptual lens on analysis (e.g. in the preface to the
1993 book). Yet the individualist ontology, search for general laws, and reliance on
hypothesis testing clash with the interpretative elements of the advocacy coalition
framework.

6. Frames
.......................................................................................................................................................................................

Over the last Wfteen years the frame concept has built a remarkable career as an
ordering device in public policy scholarship. This is more due to its usefulness in
explaining practice patterns that resist other forms of analysis than to its internal
consistency or its veriWability. Most frame analysis draws on the work of ethnometh-
odologists like GarWnkel and GoVman, but seeks to scale this approach up to deal
with social and collective behaviour. All frame analysis takes, to varying degrees,
language, or more speciWcally language use as the organizing framework for under-
standing society.
The popularity of frames is rooted in their intuitive appeal. The concept captures

something about the dynamics of policy making that makes sense to practitioners
and to those who analyse policy practice. In a similar manner, framing has been
employed in economics and psychology (Kahneman and Tversky 2000) and social
movement research (Gamson and Modigliani 1989; Snow and Benford 1992). Frame
analysis highlights the communicative character of ordering devices that connects
particular utterances (a speech, a policy text) to individual consciousness and social
action (Entman 1993, 51).
What a frame is, is harder to say. Like the play of action they help to explain,

frames are recognized, in part, by the way they resist speciWcation. A frame is an
account of ordering that makes sense in the domain of policy and that describes the
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move from diVuse worries to actionable beliefs. In this way frames navigate
the relationship between the ‘‘struggle to attain a state of belief ’’ and the per-
sistent ‘‘irritation of doubt’’ (Peirce 1992). Frames mediate this relationship by par-
sing the ‘‘Weld of experience’’ in a distinctive way, linking ‘‘facts derived from
experience,’’ observations, and accepted sources with values and other commitments
in a way that guides action. Framing is the process of drawing these relationships
and the frame is the internally coherent constellation of facts, values, and action
implications.

Schön and Rein (1996) root their account of this process in the way ‘‘frame’’ is
used in everyday speech and are tolerant of the play this leaves in the concept. They
describe four ways of looking at frames that they treat as ‘‘mutually compatible
images rather than competing conceptions’’ (1996, 88). A frame can be understood as
‘‘an underlying structure which is suYciently strong and stable to support an ediWce.’’
Thus a house has a frame even if it is not visible from the outside. The idea of
structure implies ‘‘a degree of regularity, and hence, a lack of adaptability to events as
they unfold over time’’ (1996, 88). A frame can also be seen as a boundary, in the way
a picture frame Wxes our attention and tells us what to disregard. This boundary
helps us freeze the continuous stream of events and demarcate what is inside, and
deserving of our attention, from what is outside (1996, 89). Their third image
portrays a frame as ‘‘a schemata of interpretation that enables individuals’’ to locate,
perceive, identify, and label occurrences within their life space and their world at
large ‘‘rendering events meaningful and thereby guiding action’’ (1996, 89). Finally,
harkening back to their original formulation, they describe frames as a particular
kind of ‘‘normative-prescriptive’’ story that that provides a sense of what the problem
is and what should be done about it. These ‘‘generic story lines’’ are important
because they ‘‘give coherence to the analysis of issues in a policy domain’’ (1996, 89).
In strict terms, a frame is the form of ordering that makes these four views compat-
ible. As a group, they present a picture of framing as an essential act for making
sense of a policy Weld, in which part of making sense is deciding how to act.
They also express two representative tensions that distinguish framing as an
account of this process. Frames are neither entirely intentional nor tacit and frames
conceal as they reveal, in part by the way commitments insulate themselves from
reXection.

Snow and Benford deWne a frame in more or less compatible terms as ‘‘an
interpretive schemata that signiWes and condenses the ‘world out there’ by selectively
punctuating and encoding objects, situations, events, experiences, and sequences of
actions within one’s present or past environment’’ (Snow and Benford 1992, 137).
Their account extends the play between intention and tacit action that is part of the
concept of frame. Frames enable actors to ‘‘articulate and align’’ (ibid.) events and
occurrences and order those in a meaningful fashion. Here there is no distance
between belief and frame. Yet, actors also retain suYcient leverage over frames
(and the distance this implies) to play an active and intentional role in shaping the
process. ‘‘[W]hat gives a collective action frame its novelty is not so much its
innovative ideational elements as the manner in which activists articulate or tie
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them together’’ (1992, 138; emphasis added). Frames are powerful when they
are empirically credible, consistent with experience, and ideationally central (1992,
140).
In these accounts, frames are recognized and active in the relationship among

facts, values, and action. The relative strength and stability of the constellations
drawn is what helps explain stability and change in a policy domain. In social
movement research (see also Poletta, this volume) frame analysts distinguish their
approach as an alternative to ‘‘resource mobilisation’’ and ‘‘political opportunity
structures.’’ They suggest that ‘‘non structural’’ factors account for both the particu-
lar arousal of groups and their ability to act collectively. They treat meanings as
‘‘social productions,’’ analyse actors as being engaged in ‘‘meaning-work,’’ and push
to open the process of signiWcation in order to explain action (Snow and Benford
1992). They conceptualize this ‘‘signifying work’’ as framing and allocate a central role
to frames as the ordering device. This take on frames really is about ‘‘framing’’ as a
deliberate act (undertaken by ‘‘signifying agents’’) aimed to make others follow
particular patterns of signiWcation (cf. also Steinberg 1998, 845). The balance gives
priority to the framing as an intentional, even strategic activity and posits a certain
distance between belief and frame.
The eVort to describe framing in terms of actors’ eVorts to name and frame in an

ongoing struggle between dominant frames and challengers also draws on this
strategic orientation (Gamson and Modigliani 1989). This take emphasizes the
importance of institutional sponsors and their strategic employment of frames in
the struggle for dominance. It deepens the account of dominance, however, and in
the process blurs the line between strategic and interpretative action. This move ties
framing back to its roots by emphasizing the problematic character of ordering. The
concern with dominance is rooted in an appreciation of the strong and persistent
inXuence of the ‘‘irritation of doubt’’ and of the character of belief as ‘‘of the nature of
habit’’ that, together, leave the ‘‘Wxation of belief ’’ open to ‘‘tenacity’’ and ‘‘authority’’
and make dominance both common and pernicious (Peirce 1992). It explains defer-
ence to authority and the willingness to turn aside conXicting evidence and sustain
belief: better to accept the dominant framing than to open up a settled question to
doubt. As Peirce (1992) put it:

Doubt is an uneasy and dissatisWed state from which we struggle to free ourselves and pass
into the state of belief; while the latter is a calm and satisfactory state which we do not wish to
avoid, or to change to a belief in anything else. On the contrary, we cling tenaciously, not
merely to believing, but to believing just what we do believe. (Available at: www.peirce.org/
writings/p107.html)

Gamson and others emphasize that these tendencies contribute to the occurrence
and stability of dominant frames. The tendencies are exacerbated because fram-
ing takes place in a strategic Weld of action in which the ‘‘Wxation of belief ’’ is aligned
with the distribution of inXuence and resources. This shapes a distinctive role for
the analyst as an agent in this struggle whose critical perspective is needed to open
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up dominant frames by challenging their appropriation of interpretation that pre-
sents a particular way of linking facts, values, and actions as natural or self-evident.

Schön and Rein’s analysis of intractable controversies turned away from this
strategic orientation to explore another facet of the play of belief and doubt. It also
draws attention to the tenacity characteristic of belief and to the claim that there is
no ‘‘view from nowhere.’’ Frames are not ‘‘out there;’’ they are the sense we make by
identifying some features as ‘‘symptomatic,’’ relegating others to the background,
and ‘‘bind[ing] together the salient features . . . into a pattern that is coherent and
graspable’’ (Rein and Schön 1977, 239). To change, or even reXect on a frame then
is to work against habit and further marginalize the already provisional stability
beliefs provide. An intractable controversy is one in which frames conXict and in
which the conXict further insulates the frames from reXection. Thus we are drawn
again to the character of a frame as a way of Wxing the play between belief and doubt
and to the problematic charter of this process that limits our ability to reXect in
action.

These broadly compatible accounts of framing embed a methodological pluralism.
Snow and Benford’s methods are closer to Sabatier than to Rein and Schön. They
formulate highly abstract ‘‘propositions’’ to test relationships between (master)
frames and cycles of protest. They treat frames as expressed by individuals, but also
rooted in and sustained by social interaction. The conWrmation that comes with
sharing stabilizes and supports them. Testing can be understood as a distinctive form
of sharing. Rein and Schön are not concerned with validating their analysis through
hypothesis testing. For them frames are part of an epistemology of practice that takes
the case as its unit of analysis and is redeemed by its usefulness in explaining
reasoning in cases, the commitment to act in complex policy Welds, and features
like intractable controversy.

The internal unity of fact, value, and action distinguishes framing as an approach
to ordering and ties it clearly and closely to ambivalence understood as the play
between belief and doubt. This still Wnesses the question of why people deem
something empirically credible, etc. and why frames are the way to grasp this process.
The historical concern with dominance and intractability highlight the dynamic
quality of the process by tying these forms of stability to persistent sources of concern
(tenacity, authority) with the process of Wxing belief itself. ReXection and reframing
constitute distinct responses to these tendencies by engaging actors’ ‘‘limited but not
negligible’’ capacity for reXexivity in the former case and inventiveness in response to
the natural instability of beliefs in the latter. It is worth noting that framing has been
adopted readily and some of the most interesting expressions as policy analysis have
come in practice Welds like organizational learning (Argyris 1999) and mediation
(Forester 1999). The eVort to scale up ethnomethodology remains incomplete and
frames’ tolerance of methodological pluralism is another distinctive quality of the
approach.
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7. Narrative and Discourse
.......................................................................................................................................................................................

In 1964 CliVord Geertz wrote that we had ‘‘no notion of how metaphor, analogy,
irony, ambiguity, pun, paradox, hyperbole, rhythm, and all the other elements of
what we lamely call ‘style’ operate in relation to how people order their personal
preferences and become public or collective forces’’ (Geertz 1964). In the footsteps of
Edelman (1964, 1988) a pack of scholars has picked up the challenge to understand
the role of linguisitic and non-linguistic symbols in politics, discourse, and narrative
in politics and policy (White 1992; Fischer and Forester 1993).
An important stream in the scholarship on policy and narrative has applied the

insights of literary theory and sociolinguistics to the understanding of the dynamics
of policy making (Kaplan 1986; Throgmorton 1993). Emery Roe, one of its protag-
onists, highlights the role of narratives in policy making and demonstrates how
narrative analysis can help Wnd ways out of complex policy controversies (Roe 1994).
He distinguishes stories that ‘‘underwrite and stabilize the assumptions for policy-
making in situations that persists with many unknowns, a high degree of interde-
pendence, and little, if any, agreement’’ (Roe 1994, 34); non-stories, which are
interventions that critique particular stories but do not have the full narrative
structure of a beginning, middle, and end; and meta-narratives, which are constel-
lation of stories and non-stories that together represent the policy debate. Such
distinctions help illuminate what others have called the ‘‘discursive space’’ of con-
troversies: seeing what gets discussed and what is disputed, and which elements go
unnoticed.
Narrative analysts have shown that storytelling is a principle way of ordering, of

constructing shared meaning and organizational realities (Boyce 1995). Stories can
create a collective centering that informs policy actors’ choices about what to do and,
by providing a ‘‘plot’’ can help deWne operational solutions. Interestingly, much of
this scholarship has taken place in the organizational studies literature (Czarniawska
1997). Here Gabriel (2000) employs the concept of ‘‘story-work,’’ pointing out that
while people’s initial accounts of ‘‘facts-as-experience’’ include ambiguity, this
changes over time as people try to discover the underlying meaning of events and
negotiate a shared way of understanding. Analytically, narrative functions as the
ordering device, suggesting that the telling of stories and the interactive development
of plots is the way in which ambiguity is handled in organizational settings. People
use ‘‘causal stories’’ (Stone 1989) to order complex realities.
In terms of the ontological premisses, this take on policy work emphasizes how

stories emerge in an interaction, thus operating with a relational ontology. Individual
actors may strategically (seek to) insert a particular story, but whether this will
organize a policy domain depends on how others respond to it, twist it, take it up.
Narratives are like a ball that bounces backwards and forwards and constantly adapts
to new challenges that are raised. Interestingly, narrative scholarship has amended
the advocacy coalition framework discussed above. In an empirical study of the
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highly sensitive debate on tax competition in the EU, Claudio Radaelli combines
insights from narrative analysis with the advocacy coalition framework and shows
that, contrary to the assumptions of the ACF, it is precisely seemingly superWcial
policy narratives that have the capacity to change ‘‘deep core beliefs’’ (Radaelli 1999).
In a special issue following this initial Wnding, he and Vivian Schmidt found that in
complex policy situations where people have to learn across belief systems, it is
discursive ‘‘variables’’ that help explain how preferences change (Schmidt and
Radaelli 2004). This conWrmed a Wnding of Hajer who, in a study of environmental
discourses in the United Kingdom and the Netherlands, suggested that the complex
policy domains were structured by ‘‘storylines’’ that actors from a widely diVering
background could relate to without necessarily understanding each other exactly
(Hajer 1995). More generally, empirical research points out that narrative and
discourse fulWll an essential role in structuring relations, in determining whether
groups turn into opponents rather than collaborators, whether a confrontation leads
to joint governance or to conXict (Healey and Hillier 1996).

Although the demarcation between narrative analysis and discourse analysis is not
always clear-cut, the latter often takes a broader perspective suggesting ordering works
through linguistic systems, through ‘‘vocabularies’’ or ‘‘repertoires’’ that shape the
way in which people perceive and judge concrete situations (Potter and Wetherell
1987). These linguistic regularities even provide stability and organizational orienta-
tion as actors collaborate in ‘‘interpretative communities’’ that share a particular way
of talking about policy situations or help understanding the social exclusion that is
inherent in particular policy categories or vocabularies (Yanow 2003). Where dis-
course analysis draws on French post-structuralist theory, of which Foucault is the
most prominent example, scholarship suggests that language allows us to look at a
muchmore ingrained, well-embedded system of ordering. Here discourse is no longer
synonymous with ‘‘discussion,’’ but refers to something the analyst infers from a
situation. Discourses are then seen as patterns in social life, which not only guide
discussions, but are institutionalized in particular practices (Burchell et al. 1991). The
idea of a strategic acting subject is corrected by the recognition that discourses come
with ‘‘subject-positions’’ that guide actors in their perceptions. Because discourses are
embedded in institutional practices, they cannot simply be manipulated.
The recent work on discourse analysis combines enduring, even ‘‘unthought’’ or
‘‘epistemic,’’ categorizations with the more dynamic narrative and metaphorical
dimensions of language use (Hajer 2003; Howarth and TorWng 2004).

To the extent a policy analyst can adopt a reXexive position outside the cognitive
domain of the policy makers, he or she can get analytic leverage on how a particular
discourse (deWned as an ensemble of concepts and categorizations through which
meaning is given to phenomena) orders the way in which policy actors perceive
reality, deWne problems, and choose to pursue solutions in a particular direction. By
analyzing documents, sitting in on or video taping policy interactions, or by means
of open-ended or focused interviews, the analyst aims to gain insights into the
patterning and to relate these patterns back to the practices in which actors operate
when doing their policy work. Elaborating Foucault’s lectures on governmentality,
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the discourse analytical methods have been employed to expose a particular power
regime in policy domains (Rose and Miller 1992; Dean 1999). This work on ‘‘govern-
mentality’’ fundamentally connects the way in which actors speak to the practices in
which they function and the ‘‘mentality’’ that this work represents.
The discourse-analytical tradition addresses ambiguities head on. Pease Chock on

immigration discourses is a case in point (1995), Radaelli (1999) explicitly addresses
the issue of ambiguity, and Roe (1994) launches his narrative policy analysis in the
context of controversies where actors really do not know where to go. In such
situations storytelling becomes the central vehicle of consensus building and policy
making (Kaplan 1986; Yanow 1996).
As with the work employing belief and frames, one has to look to how the

analytical vocabularies of narrative and discourse are applied to understand how
the policy analysis is conducted. Work in which discourses are seen as constraining,
and are called upon to explain failure to inXuence the course of aVairs, is markedly
diVerent in its analytical orientation from studies that try to illuminate how the very
meaning of particular terms and categories is constantly contested and in need of
social reproduction, and would even go so far as to illuminate how misunderstand-
ings and ambiguity can facilitate diplomatic success (Radaelli and Schmidt 2004) or
explain cross-disciplinary learning (cf. the notion of ‘‘communicative miracle’’ in
Hajer 1995). The insistence on the social relationality of power and meanings is
typical for the analysis of narrative and discourse. Discourse analysis is most con-
sistently positioned at the relational pole of the analytic continuum. Its epistemology
is heavily focused on illuminating mechanisms in policy practice, rather than on
trying to generate general laws.

8. How Do Policy Makers Know What
to Do?

.......................................................................................................................................................................................

In this chapter we thematized ambivalence in policy-making settings. We argued for
a reappreciation of the character and role of ambivalence that treats the relationship
with ambiguity as a signiWcant feature of policy work. We examined how the public
policy scholarship handles ambivalence by looking at scholarship on interpretative
schemata. We distinguished and compared three ‘‘ordering devices’’ that analysts
employ to make sense of what guides policy makers in their actions.
The empirical case studies in this literature highlight features whose salience is

often less distinct in the dialects of analytic regimes we have discussed. In these cases,
beliefs are not stable, discourses are not set in stone, and frames are perhaps best seen
as constantly being renegotiated. In case studies that follow policy makers closely in
their ‘‘work,’’ stability is outside any single actor’s reach (Healey 1992; Schön and Rein
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1994). Actors are actively ‘‘naming’’ and ‘‘framing,’’ but this is only part of what needs
to be taken into account. All three approaches we looked into, for example, try to
bridge actors and institutional structures to help us understand how ordering takes
place in concrete policy contexts.

Epistemological principles and methodological rules should help clarify this
process. Yet the work we reviewed seems to force a choice. We can either make
sense of the activity of policy makers by spelling out general conditions and deWning
lawlike regularities, or we can undertake the case study work at a detailed level to
show how actors deal with ambiguity in situ without worrying about how these
Wndings can be generalized. This poses a nasty dilemma. It seems as if the type of
question we raised leaves generalized statements open to critique on the grounds that
they do not appreciate the particulars of the situation, but does not describe how case
research that is detailed enough to grasp the particular can ‘‘scale up.’’ Actually, the
situation is more complex.

Policy analysts must also be ready to deal with the problem Steinberg raised in his
critique of scholarship on frames that, in its strategic emphasis, treated values, beliefs,
or belief systems as exogenous to interaction. This gives little attention to the social
production of frames. Steinberg suggest that even ideology can be treated as an
endogenous characteristic—‘‘it is possible that ideology is an emergent and inter-
actional product of framing and is essentially produced in framing’’ (1998, 847)—
thereby avoiding the ‘‘reiWcation’’ inherent in representing ‘‘a frame as a discrete text’’
distinct from ‘‘disparate and discontinuous discourse processes’’ (1998, 848). This led
Steinberg to focus on the discursive production of frames and values, a move that
resonates with work in the advocacy coalition framework that describes how policy
‘‘narratives’’ seem to guide actors towards compatible positions. These approaches
echo the eVort to understand how social actors deal with ambivalent situations
triggered by GoVman’s organizing question, ‘‘What is it that is going on here?’’ If
the problem that policy makers have to face is, how do we ‘‘arrive at reasonable,
acceptable and feasible judgement under conditions of high uncertainty’’ (Wagenaar
2004), then it makes sense to treat the seemingly eVortless activity of policy makers as
a struggle, as work (ibid.). The central questions become how to understand inter-
action in context, and how to trace the dynamics that occur in the eVort to ‘‘Wx
belief,’’ allocate meaning, and stabilize the situation enough to be able to act.

Such epistemological commitments have important consequences for the
methodology of policy analysis. They call for a very precise, almost ethnographic
approach. If beliefs-frames-discourses cannot be assumed to be stable, but are always
incomplete and constantly shifting, then we need to be able to expose this process of
‘‘refracturing.’’ Analytical work can illuminate the mechanisms that are used to
manage ambivalence, help us see what makes certain frames appear ‘‘natural’’ at a
particular moment in time, and make sense of what stabilizes them in a stream of
experience that always includes conXicting facts and commitments and produces
patterns like dominance and intractability. One might be able to start to understand
how stable beliefs, frames, narratives, or discourses can become responsive and
resilient in the in face of turbulent social events. Concepts like Law and Latour’s
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use of translation can help, as they start from an assumption of variability and
precisely target understanding how knowledge and commitments are constantly
renegotiated as they are passed on in time.
This step to treat policy practice as the site at which interpretative schemata

are produced and reproduced is a signiWcant one. It builds on the linguistic account
of policy making that employs narratives—stories, metaphors, myths—to create
an image of the world that is acted upon and that constitutes that world at the
same time. If we accept that language interferes, that it is more than a medium of
something ‘‘outside’’ it (Fischer and Forester 1993), then analysis of policy work as the
way in which practitioners make sense of a world that, as such, entails a kaleidoscope
of possible meanings, acquires a concrete focus on the interaction among actors and
on the way in which they interactively frame a situation.
This does not require a turn away from treating actors as strategic operators, nor is

it necessarily a denial of the usefulness of traditional research products, like surveys.
It is, however, a claim that to understand how policy makers make sense of a complex
world and design actions, we need to look more carefully at concrete interaction.
Lester and Piore (2004) suggest what the general outlines of such a take might look
like when they compare the competence they observed in engineers and other
practitioners involved in technical innovation to language development. They draw
on sociolinguistic research and argue that ‘‘language evolves from clarity to ambi-
guity—in precisely the opposite direction of evolution that one Wnds in analytical
problem solving. Language development evolves, in other words, toward the creation
of interpretative space’’ (Lester and Piore 2004, 70–1).
Language provides a model to understand competence in which a central feature

of practice, and of the intelligence of action, is precisely the way in which these
interpretative spaces are opened, sustained, and how the actors who participate
engage ambiguity. As Kenneth Burke put it (in his case in the context of an eVort
to construct a ‘‘grammar of motives’’): ‘‘what we want is not terms that avoid
ambiguity, but terms that clearly reveal the strategic spots at which ambiguities neces-
sarily arise’’ (Burke 1969). Or, to tailor it more directly to our purposes, what we want
are terms that reveal the particular ways in which coping with and Wnding the
creative potential in these ambiguities is constitutive of good policy practice.
If policy work these days often takes place in settings in which people do not share

a past and cannot draw on a shared vocabulary of experience, where they can assume
misunderstanding as diverse participants draw on diVerent interpretative schemata
in the situation, then the need to understand and contribute to the ability to
disentangle the complexities of these exchanges is all the more vital. What is more,
analysis becomes part of an eVort to provide the sort of interpretative spaces that
Lester and Piore describe.
This does not imply, however, a policy science that is nothing more than an

accumulation of case studies. It is an approach that generates knowledge on the
mechanisms involved, precisely the basis on which many contributions to under-
standing of the sociopolitical dynamics of public policy have been made (Schön and
Rein 1994; Argyris 1999; Yanow 2003). But one of the challenges for the time to come
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is to show to a much broader community how this tradition can yield practical
insights into key policy dilemmas and produce meaningful knowledge that can help
us understand controversy, resolve conXicts, and innovate. Such an approach holds
particular promise for understanding Welds like the transnationalization of society
that trigger interplay with established political institutions and for husbanding the
development of new practices that respond to contemporary public policy chal-
lenges. It is in such a context that the relationship between highly decontextualized
propositional knowledge (featured here in the work of Sabatier and Jenkins-Smith,
and Snow and Benford) and contributions of work in the practice tradition can begin
to be explored. This is also the context in which we might begin a search for
regularities modelled on the way one searches for regularities in language use, as a
grammar of practice.

This brings us to the policy analyst. Rein and Schön have argued that the prevail-
ing traditions in policy analysis fail to take seriously the way in which cultural
variables often hinder the resolution of policy controversies. To mainstream tradi-
tions that conceive of cultural values as constant and static, cross-cultural contro-
versies appear intractable. Rein and Schön’s interpretative approach illuminated how
problems, problem holders, and analysts mutually construct one another. Much like
the way symbolical interactionism revolutionized thinking about the relationship
between the power of the individual and social institutions in sociological theory,
Rein and Schön suggest policy makers’ competence can be enhanced through
procedural innovations.

This perspective still holds. The very epistemological approach that is assumed in
the ‘‘policy analysis of practice’’ we investigated here already calls for direct and often
extended engagement with policy makers in their actual work. Being aware of the role
of ordering, employing the analytical tools we have discussed, allows for a policy
analysis that can provide insights into mechanisms operating in contemporary policy
making and also facilitate concrete problem solving. Based on that knowledge new,
well-researched books in the Lasswellian tradition of policy sciences (Lasswell 1951)
can be written that help us understand and respond to the controversies of our time.
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c h a p t e r 1 3
...................................................................................................................................................

ARGUING,
BARGAINING, AND

GETTING AGREEMENT
...................................................................................................................................................

lawrence susskind

1. Introduction
.......................................................................................................................................................................................

In the public policy-making arena, stakeholders and decision makers are engaged in a
never-ending process of trying to inXuence each other’s thinking and behavior.
Sometimes, this is accomplished through option one: conversation in which
one party seeks to convince another to do something (i.e. lend support, change their
mind) on the basis of evidence or argument.More often than not, though, an exchange
of views—no matter how elegantly presented—is insuYcient to alter strongly held
beliefs. Because of this, many parties resort to option two—hard bargaining—in
which threats, bluV, and political mobilization are used to gain the outcomes they
want. Particularly if political power is unevenly distributed, powerful parties can often
use hard bargaining to pursue their objectives. Inmany democratic contexts, however,
confrontations that Xow from hard bargaining lead to litigation (or other defensive
moves), which typically generates less than ideal results for all parties.

There is a third option: ‘‘mutual gains’’ negotiation, or what is now called con-
sensus building. In this mode, parties seek to make mutually advantageous trades—
oVering their ‘‘votes’’ in exchange for a modiWcation of what is being proposed or
for a promise of support on other issues. So, while arguing and bargaining—the
Wrst two approaches to dealing with conXict in the public policy arena—can
sometimes produce the desired results, they often generate a backlash or lead to
sustained confrontation. Only when parties feel that their core interests have



been met, they have been treated fairly, and they know everything possible is
being done to maximize joint gains (i.e. through consensus building) will agree-
ments be reachable and durable enough to withstand the diYculties of implemen-
tation.
Thedynamicsofdeliberation,bargaining,andconsensusbuildingin thepublicarena

have been reasonably well documented (Gutmann and Thompson 1996). These pub-
lished Wndings suggest that well-organized dialogue on matters of public policy
can improve the climate of understanding and increase respect for diVerences in
perspective, but will not lead to changes in policy or shifts in the balance of political
power (Yankelovich 1999; Straus 2002; Isaacs 1999). On the other hand, there is some
evidence to indicate that carefully structured consensus-building eVorts can produce
fairer, more eYcient, wiser, and more stable results—even when political power is
not distributed evenly (Susskind and Cruikshank 1987; O’Leary and Bingham 2003).
That is, that negotiation can actually lead to shifts in policy or political alignments.
However, obstacles to the organizational learning required to institutionalize consen-
susbuilding are substantial, and thedocumentation thatdoes exist points to a relatively
small number of successful consensus-building eVorts in the public arena (Schön and
Rein 1994). Further, attemptsbyothers elsewhere in theworld tocapitalizeonandapply
what has been learned in the United States about negotiation and consensus building
are only just beginning (Centre for Democracy and Governance 1998).
Most bargaining and negotiation theory postulates interaction between two par-

ties. In the public policy arena, however, policy-related exchanges involve many
(non-monolithic) parties represented by agents (i.e. elected spokespeople or unoY-
cial representatives). As such, multiparty, multi-issue negotiations tend to be much
more complicated than negotiation theorists suggest. Indeed, getting agreement in a
multiparty situation often requires someone (other than the parties themselves) to
manage the complexities of group interaction. This has led to the emergence of a new
profession of public dispute mediation (Susskind and Cruikshank 1987). Indeed, in
many contentious settings, having wasted time and money on recurring public policy
disputes that have not been settled eVectively, participants have sought mediator
assistance to reach agreements through collaboration.
In this chapter, I will describe the three options that I have dubbed arguing,

bargaining, and getting agreement. I will also highlight what appear to be usefully
prescriptive norms of behavior for ‘‘combatants’’ in the public policy arena.

2. Dialogue and Argumentation
.......................................................................................................................................................................................

A distinction is sometimes made by those who focus on discourse between dialogue
and discussion. The former refers to the exploration of options while the latter refers
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to making decisions. Isaacs suggests that dialogue involves listening, respecting what
others have to say, suspending judgement (i.e. avoiding the tendency to defend pre-
existing beliefs), and voicing reactions. So, the key questions, then, are: how to get
others to listen to what we have to say, how to structure a dialogue (or a skillful
conversation) to ensure that participants suspend judgement and reXect carefully on
what we are saying, and how to control or manage debate to ensure that the most
useful exchange of ideas and arguments occurs (Isaacs 1999).

2.1 Getting People to Listen

Some people will listen politely to the views of others, no matter how outrageous,
because that’s what they have been taught to do—as a matter of manners. In most
contexts, however, politeness breaks down when passions run high, core values are
threatened, or the stakes are substantial. Politeness also breaks down when those
speaking are more concerned about the reactions of their constituents or followers to
what they are saying than they are about the reactions of their partners in dialogue. In
multiparty dialogue, representatives of faction-laden groups play to their supporters.
They are more concerned about ‘‘looking tough’’ than they are about convincing the
‘‘other side’’ to go along with their proposals.

Isaacs suggests that the ‘‘atmosphere, energy and memories of people create a Weld
of conversation’’ (Isaacs 1999). Within such Welds, he asserts, ‘‘dialogue fulWlls deeper,
more widespread needs than simply ‘getting to yes.’ ’’ Thus his claim is that the aim
of a negotiation may be to reach agreement among parties who diVer, but the intent
of dialogue is to reach new understandings and, in doing so, to form a totally new
basis from which to think and act. In dialogue, Isaacs and others suggest, the goal is
not only to solve problems, but to ‘‘dissolve them’’ (Isaacs 1999, 19). The question
that must be asked is whether or not dialogue—as opposed to negotiation—can solve
problems if nothing is traded and only an understanding of diVerences (and the basis
for them) is enhanced.

2.2 Structuring the Conversation

The goal, according to those who see conversation as an end in itself, is to break down
politeness and move to a kind of joint enquiry or ‘‘generative dialogue.’’ What
motivates such a shift, we must ask, if no decision needs to be made, or no agreement
must be reached? The moves necessary to accomplish such a transformation hinge on
the capacity of the parties to achieve and maintain a substantial level of self-control.
In addition, there seems to be an assumption that the participants care more about
convincing others of the merits of what they are saying than they do about achieving
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a particular outcome. Unfortunately, this doesn’t seem likely to occur in the world of
public policy.
Ground rules for constructive deliberation must be internalized or enforced. If the

exchange is one-time only, as it often is in the public policy arena, it seems highly
unlikely that this can be accomplished (unless each of the participants is an old hand
at such exchanges). The conversation must be managed in a way that constantly
reminds the participants to listen to and respect each other’s views. Often, this is best
achieved with the help of a trained facilitator (or by building the capacity of the
participants through training). But this only works as long as everyone buys into the
idea. It is not clear how to deal with obstructionists who seek only to achieve what
they see as a symbolic victory by bringing the conversation to a close. When a key
player in the conversation is either out of control or has decided, for strategic reasons,
that bringing the exchange to a halt is his or her objective, there is nothing that even
the most skilled facilitator can do.

2.3 Avoiding Demonization (and Stressing the Importance

of Civility) in Debates over Values

‘‘Interests,’’ as William Ury, an anthropologist and mediator, explains, are ‘‘needs,
desires, concerns, or fears—the things one cares about or wants. They underlie
people’s positions—the tangible items they say they want’’ (Fisher, Ury, and Patton
1983).When conXicts revolve around interests, numerous solutions are possible. Since
individuals and groups usually have numerous interests, it is often possible with
creativity and hard work to Wnd a deal that satisWes many, if not all of the interests
involved. Mutual gains negotiation, or integrative bargaining as consensus building is
sometimes called in the theoretical literature, is about advancing self-interest through
the invention of packages that meet interests on all sides. However, interests are not
always the only thing at stake. Fundamental values may be involved as well.
As mediator Christopher Moore explains, ‘‘Values disputes focus on such issues as

guilt and innocence, what norms should prevail in a social relationship, what acts
should be considered valid, what beliefs are correct, who merits what, or what
principles should guide decision-making’’ (Moore 1986). Values involve strongly
held personal beliefs, moral and ethical principles, basic legal rights, and more
generally, idealized views of the world. While interests are about what we want,
values are about what we care about and what we stand for.
In value-laden debates, to compromise or to accommodate neither advances one’s

self-interest nor increases joint gains. Compromise, in its most pejorative sense,
means abandoning deeply held beliefs, values, or ideals. To negotiate away values is
to risk giving up one’s identity.
Social psychologist Terrell Northrup details several stages through which value

disputes move toward intractability. Intense conXict begins when individuals feel
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threatened. The threat is perceived as an awful trade-oV: either you survive or I do. In
order to maintain belief systems in the face of such threats, the Wrst thing parties do is
to engage in a process of distortion. This includes building up the perceived legit-
imacy of their own claim (in their mind) and tearing down the claims of other(s).
Then, individuals (and groups) involved in conXict develop increasingly rigid ex-
planations of their own actions and the actions of others. In order to maintain the
integrity of our own belief systems, we stereotype others. Behaviors that we Wnd
distasteful in ourselves, we project onto our ‘‘enemies.’’ As this process continues, our
adversaries become dehumanized and are seen not merely as diVerent, but as
inhumane. Such reasoning, carried to its radical end, justiWes and supports violent
behavior (Northrup 1989, quoted in Susskind and Field 1996).

Northrup’s Wnal stage, maintaining the conXict, becomes central to each party’s
identity. To maintain their own values, the groups in conXict must keep the conXict
alive. Ironically, this creates an implicit and often tragic agreement among the parties
that Northrup labels ‘‘collusion.’’ Over time, groups, cultures, and even nations
institutionalize behaviors and beliefs which maintain long-standing conXicts. No
wonder dialogue, no matter how skillfully managed, is unlikely to produce agree-
ment in situations in which fundamental values are at stake.

Northrup suggests that there are three levels at which conXicts involving funda-
mental values and identities can be addressed. At the Wrst level, the disputants may
agree on peripheral changes that do not eliminate the ongoing hostilities but alleviate
speciWc problems. For example, in the wake of the killing of two employees at a
Planned Parenthood Clinic in Massachusetts, Bernard Cardinal Law of Boston called
for a temporary moratorium on sidewalk demonstrations and asked protesters to
move their vigils inside churches. At this level, both sides held fast to their basic
principles. Pro-life Catholics continued to oppose abortion and support demonstra-
tions. Pro-choice groups continued to support a woman’s right to choose abortion.
However, when the focus shifted to the goal of minimizing violence, it was possible to
reach agreement on speciWc steps that needed to be taken. Unfortunately, such
agreements have little eVect on basic value conXicts.

Second-level changes alter some aspects of ongoing relationships, but fundamental
values are not challenged or transformed at this level either, at least in the short run.
Agreements reached at the second level focus on how the parties will relate to one
another over time as opposed to merely how one speciWc situation or problemwill be
solved. For instance, in Missouri, the director of an abortion clinic, an attorney
opposing abortion, and a board member of a Missouri right-to-life group agreed to
meet to discuss adoption, foster care, and abstinence for teenagers. Surprisingly,
these groups agreed to support legislation to pay for the treatment of pregnant drug
addicts. They also established an ongoing dialog that transformed the way they dealt
with each other. They began to meet individually, on a personal basis, to work on
problems they had in common.

Third-level change is far more diYcult. This kind of change involves shifts in the
identities that people hold dear. Not only are working relationships changed at this
level, but the way people view themselves is altered. Northrup uses the example

arguing, bargaining, and getting agreement 273



of psychotherapy to illustrate. In psychotherapy, an individual’s core constructs
are examined, faulty constructs are discarded, and the individual develops a trans-
formed sense of self over time. Changes at the Wrst and second levels frequently
set the stage for third-level changes (Northrup 1989, cited in Susskind and Field
1996).

2.4 Can Anyone be Convinced to Do Something That is Not

in their Best Interest?

The key question for those who believe that ‘‘diVerences’’ can be worked out through
conversation is whether or not anyone can be convinced to do or support something
that is not in their own best interest. It seems unlikely. Rhetorical methods, however,
can be very powerful. They basically boil down to (1) argumentation with reference
to logic; (2) argumentation with reference to emotion; (3) argumentation with
reference to history, expert judgement, or evidence; and (4) argumentation
with reference to ideology or values. In each case, the person who is trying to do
the convincing is basically asking the object of their persuasion (their audience) to
hold predispositions in abeyance and remain open to new ideas, new evidence, or
new interpretations.

2.5 InXuencing the Opinions of Others Through the Use

of Rhetoric

It is useful to think of rhetoric in terms of a speaker, an audience, and a message.1 At
the outset, the speaker needs to convince the audience that he or she is trustworthy
and knowledgeable. This gives the audience a reason to listen to and, perhaps, believe
what the speaker is saying. An audience that ignores the speaker cannot be reached.
Thus, establishing some emotional connection with the audience is important. Of
course, there is a danger the audience can become too emotionally involved. This can
lead to the blind acceptance of arguments. While such persuasiveness might seem
advantageous in the short run, concurrence reached in this way will likely be
temporary, evaporating once emotions are no longer running high and more
thoughtful analysis takes place.
A rhetorical message must be articulated in a language an audience can under-

stand. The most successful rhetoricians try to argue a viewpoint that is usually mildly
discrepant with what an audience believes. An audience doesn’t want to look
foolish—holding an opinion that is demonstrably wrong—but they aren’t going to
swing across a wide spectrum either. While they usually search for evidence that

1 Many thanks to Noah Susskind for oVering suggested language for this section of the chapter.
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veriWes what they already believe, most people spend more time scrutinizing an
argument that diVers radically from their own (Kassin 2004). If the speaker is
preaching to the choir, the choir tends to expend less eVort Wnding fault with the
message.

Context and expectations are obviously important. The choice of a rhetorical
approach must match the situation. In some instances, it makes sense to lean
more heavily on emotion than on logical proof, while in other situations the reverse
is true. If there is a clash of ideas or viewpoints, it sometimes makes sense to
build upon an opponent’s foundational beliefs, but draw diVerent conclusions—
pointing out how the other side has misinterpreted the situation or made incorrect
leaps of judgement. Convincing an audience that you are right and your opponent is
wrong can take several forms. In a dialogue, one side can try to convince the other
that they are being a hypocrite because their beliefs, actions, or conclusions contra-
dict each other. They can claim that the other side’s beliefs will lead to dangerous
outcomes or that their beliefs are fundamentally wrong. They can take a milder
course claiming that the other side’s beliefs are correct, but their conclusions are
wrong. Finally, they can make reference to a conventional body of wisdom,
arguing that everybody agrees that they are right so that their opponent must be
wrong.

2.6 Using Evidence to Make Arguments on ‘‘their Merits’’

In the context of public policy debates of various kinds, advocates are very likely to
utilize scientiWc or technical information to bolster their arguments (Ozawa 1991).
There are many analytic tools and techniques, including cost–beneWt analysis, risk
assessment, and environmental impact assessment, that are often used to justify one
interpretation of what a particular policy or proposal will or won’t accomplish. While
these techniques are fairly well developed, they are not immune from criticism. So, if
one party doesn’t like the evidence oVered by an adversary to justify a particular public
action, he can either challenge the relevance of that particular technique or suggest
that the technique was applied incorrectly. Since almost all such studies hinge, at least
in part, on non-objective judgements of one kind or another (i.e. geographic scope of
the study, timeframe for the study, etc.), it is possible to accept the relevance and the
legitimacy of a study, but show how key assumptions could have been made diVer-
ently, and if they were, how the results would vary (Susskind and Dunlap 1981).

Advocates of ‘‘improved’’ public discourse press all sides to make arguments ‘‘on
their merits,’’ that is, to put aside claims based solely on ideology or intuition and to
rely, instead, on arguments built on ‘‘independent’’ scientiWc evidence. Unfortu-
nately, all too often, this leads to the ‘‘battle of the printout’’ as each side appropriates
carefully selected expertise to support its a priori beliefs. In the current era, in which
relativism appears to trump positivism, the prospect of ‘‘dueling experts’’ leads
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some to suggest that scientiWc or technical evidence might just as well be ignored
entirely.

2.7 The Prospects of Joint Fact Finding

If all the parties in a public policy dispute felt they could rely on a particular bit of
shared scientiWc or technical analysis, and agreed to use it to inform a public
decision, it would probably have to be generated in a way that all parties had a
hand in formulating, by analysts all sides were willing to accept. That is pretty much
the idea behind joint fact Wnding. Since partisans in public policy disputes are
unlikely to defer to experts selected by their opponents, and since the idea of
unbiased or independent expertise is more or less unconvincing, the only alterna-
tive—if technical input is going to be considered at all—is analysis generated by
experts chosen and instructed jointly by the partisans.
Joint fact Wnding can most easily be understood in the context of the consensus-

building process (that will be described in more detail below); however, it can also be
presented on its own terms and can be used in a dialogue process that it is not
necessarily aimed at achieving agreement, but only at enhancing understanding.
Joint fact Wnding begins with the framing of a set of questions. The choice of analytic
methods, the selection of experts, even strategies for handling non-objective judge-
ments (including key parameters like timeframe, geographic boundaries, and strat-
egies for dealing with uncertainty) must all then be made in a credible fashion. While
joint fact Wnding rarely settles policy debates, it ensures that useful information, in a
believable and timely form, is considered by the parties (Susskind, McKeavner, and
Thomas-Lovmer 1999).
Unfortunately, even when joint fact Wnding is used as part of carefully structured

public deliberations, dialogue—no matter how well facilitated—is unlikely to lead to
agreement on public policy choices. Argumentation, no matter how skillfully pre-
sented or corroborated by expert advice, will rarely cause partisans in public policy
debates to put their own interests (as they see them) aside.

3. Hard Bargaining
.......................................................................................................................................................................................

Hard bargaining refers to a set of classical negotiation tactics. In an eVort to
convince someone to do ‘‘what you want, when you want, the way you want,’’ hard
bargainers try to limit the choices available to their negotiating partners by making
threats, bluYng, and demanding concessions. In a hard bargaining context,
it also helps to have more ‘‘political power’’ than the other side. These classical
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negotiating techniques are still very much in vogue even though consensus-building
or mutual gains approaches to negotiation have emerged as a highly desirable
alternative.

3.1 Hard Bargaining in Two-party Situations

Most prescriptive advice about negotiation assumes a two-party bargaining situation
modeled on traditional buyer–seller interaction (Cohen 1982). That is, it assumes two
monolithic parties engaged in a one-time-only face-to-face exchange in which each
party seeks to achieve its goals at the expense of the other. Such a ‘‘zero-sum’’
approach assumes that the only way one side can get what it wants is by blocking
the other’s eVorts to meet its interests. Note that this presumes that each bargainer is
monolithic, or at least has the power to commit (regardless of how many people they
might represent). So, agents are not involved.

Hard bargaining follows a well-established pattern. First, one side begins with an
exaggerated demand (knowing full well that it will not be acceptable to the other).
This is followed by an equally exaggerated demand by the other side. Openings
are sometimes coupled with bluV and bluster—indicating that if the initial demand
is not accepted, negotiations will come to an immediate halt. Of course, this is not
true. Concessions continue to be traded as each side reduces its demand in response
to reductions oVered by the other. Along the way, each attempts to convince the
other that the prior concession was the last that will be oVered. They also plead their
case on occasion, trying to gain sympathy. During such exchanges, little or no
attention is paid by either side to the arguments put forward in support of the
other’s demands. After all, if one side admitted that the other’s claims were legitim-
ate, they would have to make the Wnal (and probably the larger) concession. Finally,
the parties either slide past an acceptable deal or reach a minimally acceptable
agreement.

3.2 Using Threats to Win Arguments in the Public Arena

In a public policy context, it is not clear that the use of threats is very eVective. Hard
bargaining in the public policy arena only succeeds when the other side(s) agree(s) to
go along. Threats undermine legitimacy, and in the absence of legitimacy, large
numbers of people tend to refuse (actively or passively) to comply with whatever
agreement is worked out by their representatives. Since threats are usually viewed as
illegitimate (or, at the very least, unfair), this can create opposition and instability,
requiring larger investments in enforcement to achieve implementation or compli-
ance with whatever public policy decision is ultimately made. In addition, threats set
an undesirable precedent. They encourage retaliation by others the next time around.
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In a bilateral context, threats can be aimed directly at a particular party. In
a multilateral context (more common in the public arena), threats can cause a
backlash in unexpected quarters by contributing to the formation of unlikely block-
ing coalitions.

3.3 Does BluYng Work?

BluYng typically involves threats in the absence of power. That is, the one making
the bluV knows that they do not have the capacity or the intention to follow through.
If they have the power, why bluV? BluYng is usually a bad idea in a bargaining
context. A bluVmay be met with resistance on the other side, just to see whether the
claim is authentic or not. When it is not real, it undermines future credibility. This is
a high price to pay. The negotiation literature dealing with bluYng suggests that it is
usually an ineVective practice (Schelling 1980).

3.4 Getting the Attention of the ‘‘Other Side’’

In what is clearly a hard bargaining situation, it may be necessary to take dramatic
action (i.e. adopt a Xamboyant opening gambit) to get the attention of the other side,
especially if there is an imbalance of power and the ‘‘less powerful party’’ is trying to
frame the negotiation in a way that is most helpful to them. Less powerful parties
may open with a take-it-or-leave it oVer, although they should only do this if they
really mean to walk away. Sometimes less powerful groups will try to stage a media
event to bring pressure on their potential negotiating partners. Of course, this often
stiVens the resolve of the party that is the target of such tactics. Sometimes, in a hard
bargaining situation, one side will attempt to send what is called a back-channel
message to the other side (through a mutually trusted intermediary) to see if they can
get a better sense of the ‘‘real’’ Zone of Possible Agreement (ZOPA) or what
economists sometimes call ‘‘the contract curve.’’ This avoids face-saving problems
later when threats are ignored (RaiVa 1985).

3.5 The Results of Concession Trading

When hard bargaining involves outrageous opening demands on either side, it is
hard to explain to the constituencies represented (who follow the whole process) why
the Wnal agreement should be viewed as a victory. It will tend to look like what it is—
the minimally acceptable outcome rather than a maximally beneWcial one (for
either side). Not only that, but an outrageous opening demand can sometimes

278 lawrence susskind



cause a potential negotiating partner to walk away, Wguring incorrectly that there is
no Zone of Possible Agreement (ZOPA), when in fact, there is lots of room to
maneuver. Exaggerated opening demands sometimes create a test of will (especially
when one or both negotiators are trying to prove how tough they are to their own
constituents). This can make the negotiation more contentious than it needs to be.
Emotions can be triggered. These can outstrip logic, leading to no agreement when in
fact, one was possible. There is a good chance, if the parties stop listening to
each other entirely, that they will slide right past a minimally acceptable deal because
one or both sides assumes that the back-and-forth of concession trading is still
not over.

3.6 Power and Hard Bargaining

There are many sources of power in negotiation, although in a hard bargaining
situation only a few are relevant (Fisher 1983). The Wrst, obviously, is a good ‘‘walk
away’’ alternative. The party with the best BATNA (Best Alternative to a Negotiated
Agreement) has the most leverage. If one party can muster a coalition, it can
sometimes increase its bargaining power by bringing members into a supportive
coalition, which can alter the BATNA of the other side (or increase what is available
to oVer to the other side). I am avoiding reference to physical coercion since it seems
out of place in a public policy context, but obviously there may be occasions where
decisions are made because people are afraid for their safety. Finally, information can
sometimes be used as club. If one side’s reputation will be tarnished if critical
information is released, then this becomes a source of power in hard bargaining.
The key point about hard bargaining is that the parties do not care about the
relationships with which they are left once the negotiation is over. Nor do they care
about the trust that may be lost between them, or the credibility they lose in the eyes
of the public at large. When these matter, hard bargaining must give way to
consensus building.

4. Getting Agreement
.......................................................................................................................................................................................

Whereas hard bargainers assume, in zero-sum fashion, that the best way to get what
they want is to ensure that their negotiating partner does not get what he or she
wants, consensus building proceeds on a very diVerent assumption: namely, that the
best way for a negotiator to satisfy his interests is to Wnd a low-cost way (to him) of
meeting the most important interests of his negotiating partner. As the number of
parties increases, which it often does in public policy disputes, the same principle
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applies. Dispute resolution theoreticians have dubbed this the ‘‘mutual gains ap-
proach’’ to negotiation (Fisher, Ury, and Patton 1983; Susskind and Field 1996;
Lewicki and Literer 1985). So, hard bargaining and consensus building are both
forms of negotiation, but consensus building puts more of a premium on (1)
maximizing the value (to all sides) of the agreement reached; (2) leaving the parties
in a better position to deal with each other in the future and reducing the costs
associated with implementing agreements; (3) reducing the transaction costs in-
volved in working out an agreement; and (4) adding to the trust and credibility
that the parties have in the eyes of the community at large as a product of the
negotiations.
It is easiest to understand consensus building in multiparty situations if we Wrst

review the application of ‘‘mutual gains’’ theory to a two-party context.

4.1 The Mutual Gains Approach to Negotiation

There are four steps in the mutual gains approach to negotiation. They are depicted
in Fig. 13.1.

Preparation

In a hard bargaining context, negotiators spend most of their preparatory time trying
to decide how much to exaggerate their initial demand, what their fall-back proposal
will be when the other side objects, and which strategies they can employ to increase
their negotiating partner’s level of discomfort—so that they will settle for less just to
end the exchange. The mutual gains approach, on the other hand, calls on
negotiators to (1) clarify (and rank order) their interests; (2) imagine what the
interests of their negotiating partners are; (3) analyze their own BATNA and
think about ways of improving it before the negotiations begin; (4) analyze their
partner’s BATNA and think about ways of raising doubts about it if it seems
particularly good; (5) generate possible options or packages of options for mutual
gain; (6) imagine the strongest arguments (an objective observer might make) on
behalf of the package that would be beneWcial to the negotiator; and (7) ensure that
they have a clear mandate regarding the responsibilities and autonomy accorded to
them by their own constituents or organization. This requires a substantial invest-
ment of time and energy. Moreover, it usually implies organizational and not just
individual eVort.

Value Creation

At the outset of a mutual gains negotiation, it is in the interest of all parties to take
whatever steps they can to create value, that is, to ‘‘increase the size of the pie’’ before
determining who gets what. The more value they can create, the greater the chances
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that all sides will exceed their BATNA (and thus Wnd a mutually advantageous
outcome). Value creating requires the parties to play the ‘‘game’’ of ‘‘what if ?’’ That
is, each party needs to explore possible trades to determine which would leave them
better oV. So, one side might ask the other, ‘‘What if we added ‘more A’ and assumed
‘less B’ in the package? Would you like that better?’’ The other might say, ‘‘Yes, that’s
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Fig. 13.1. Mutual gains approach to negotiation

Source : Susskind, Mckearnan, and Thomas-Lamar 1999.
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possible, but we would need to actually double the amount of A and not decrease B by
more than 10 per cent. And, I’d need to be able to count on some C being included
as well.’’ The back-and-forth is aimed, obviously, at Wnding a package that maximizes
the total value available to the parties. By working cooperatively to identify things they
value diVerently, the negotiators can make mutually advantageous trades. For this
to work in practice, they need to be willing to ‘‘invent without committing,’’ that
is, to explore a great many options before going back to their constituents for Wnal
approval.

Value Distribution

Having generated as much value as possible, the negotiators—even in a mutual gains
context—must then confront the diYcult (and competitive) task of dividing the
value they have created. At this stage, gains to one constitute losses to the other. Thus,
the mutual gains approach should not be, as it often is, called a ‘‘win-win’’ approach
to negotiation. There is no way for both sides to get everything they want in a
negotiation. Rather, mutual gains seek to get both (or all) sides as ‘‘far above’’ their
BATNA as possible and to maximize the creation of value. In addition, the parties
need to be able to explain to others why they got what they got. This entails a
discussion of the reasons that the Wgurative ‘‘pie’’ is being distributed the way it is.
Both sides need to be able to go back to their organizations (or constituents) and
explain why what they got was fair. Each party has an incentive to propose such
criteria so that the others will be able to agree to what is being proposed. No one is
likely to accept voluntarily a package that leaves them vulnerable to the charge when
they return home that they were ‘‘taken.’’

Anticipating the Problems of Implementation

Even though the parties to a mutual gains negotiation are almost always satisWed
with the outcome (or they would not have agreed to accept it), they still need
to worry about the mechanics of implementation. Often, particularly in the public
policy world, the make-up of groups changes over time. Indeed, Xuctuations in
elected and appointed leadership are to be expected. This means that negotiators
cannot depend on good relationships alone to ensure implementation of agreements.
Instead, prior to signing anything or Wnalizing a package, the parties must invest
time in crafting the best ways of making their agreement ‘‘nearly self-enforcing.’’
This may require adding incentives or penalties to the terms of the agreement. In the
public policy arena, informally negotiated agreements are often non-binding.
However, they can be grafted onto or incorporated into formal administrative
decisions, thereby solving the implementation problem, It may also be necessary
to identify a party to monitor implementation of an agreement or to reconvene
the parties if milestones are not met or unexpected events demand reconsideration
of the terms of an agreement. All of this can be built into the agreement if
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relationships are positive and trust has been built during the earlier stages of the
process.

4.2 Psychological Traps

Even mutual gains negotiators are susceptible to falling into a range of psycho-
logical traps, although they are less likely to be trapped than hard bargainers.
These traps go by a variety of names—‘‘too much invested to quit,’’ ‘‘reactive de-
valuation,’’ ‘‘self-fulWlling prophecy,’’ and others (Bazerman and Neale 1994;
Kahneman and Tversky 2000). They grow out of the psychological dynamics that
overtake people in competitive situations. The best way to avoid or escape such
diYculties is to retain perspective on what is happening—perhaps by taking advan-
tage of breaks in the action to reXect with others on what has occurred thus far.
Substantial preparation is another antidote. Negotiators are less likely to give in to
their worst (irrational) instincts if they have rehearsed carefully and tried to put
themselves ‘‘in the shoes’’ of the other side (Ury 1991). While there is no guarantee
that a mutual gains approach to negotiation will succeed, by its very nature it
involves cooperation as well as competition. It also puts a premium on building
trust. These are useful barriers to the paranoia that so often overwhelms hard
bargainers.

4.3 The Impact of Culture and Context

The mutual gains approach to negotiation is viewed somewhat diVerently in various
cultural contexts (Avruch 1998). There are well-documented indigenous dispute-
handling techniques used in cultures in Africa, Asia, and Latin America to generate
community-wide agreement on a range of public policy matters (Gulliver 1979). Even
indigenous peoples in North America share a tradition of community-wide consen-
sus building (Morris 2004). There are hard bargaining oriented cultures, however,
that are suspicious of the mutual gains approach to negotiation. Even in these
cultures, however, while business negotiations retain their hard bargaining character,
there is ongoing experimentation with consensus-building approaches to resolving
public arena disputes.

4.4 The Three Unique Features of Multiparty Negotiation

As noted above, most public policy disputes take place in a multiparty context.
There are usually proponents who want to maintain the status quo. Opponents
inevitably emerge whose interests run in diVerent directions. These opponents may
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be uniWed in their opposition, but more often than not they are likely to have
their own (separate) reasons for protesting. Then, one or more government agencies
is cast as the decision maker(s) in either a regulatory (administrative), legislative,
or judicial role (Susskind and Cruikshank 1987). Indeed, multiple levels and agencies
of government can be involved. Ultimately, still other groups are interested
bystanders, waiting to see what will happen before they jump in on one side or
another.
As the number of parties increases, the complexity of the negotiations increases.

Most public policy disputes involve many parties, talking (sometimes at cross-
purposes) about a range of issues. Generating agreement in such contested circum-
stances is not easy. Someone needs to bring the ‘‘right’’ parties to the table. Ground
rules for joint problem solving must be agreed upon. Believable information needs to
be generated. The conversation needs to be managed, often in the glare of media
attention. All the legal and administrative conventions that are already in place,
guaranteeing certain groups access to information and others rights as well, have to
be observed. Any eVort at consensus building has to be superimposed on this
underlying legal and administrative structure. Assuming the powers-that-be are
willing to go along with an unoYcial eVort to generate consensus, the three most
diYcult problems in any multiparty context are: (1) managing the coalitional dy-
namics that are sure to emerge; (2) coping with the mechanics of the group
conversation that makes problem-solving dialogue and decision making so diYcult;
and (3) dealing with the kaleidoscopic nature of the BATNA problem as alternative
packages are proposed (Susskind et al. 2003). When some or all of the parties are
represented by lawyers or agents, the diYculties are further increased.

4.5 The Steps in the Consensus Building Process

The use of consensus building (i.e. mutual gains negotiation in multiparty situations
focused on matters of public policy) is well documented (Susskind, McKearnan, and
Thomas-Larmer 1999). Indeed, ‘‘best practices’’ have begun to coalesce (SPIDR 1997).
They are perfectly consistent with the spirit of deliberative democracy outlined in the
political theory literature (Cohen 1983; Gutmann and Thompson 1996; Barber 1984;
Dryzek 2000; Mansbridge 1980; Fung 2004). However, it is important to note that
they are meant to supplement representative democratic practices, not replace
them (Susskind and Cruikshank 1987). The Wve steps in the consensus-building
process are:

Convening

Usually, a consensus-building process in the public sector is initiated by an elected or
appointed oYcial or by an administrative/regulatory agency. This person or group is
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called a convener. The convener hires an external neutral, a facilitator or mediator, to
help determine whether or not it is worth going forward with a full-Xedged collab-
orative process. As part of that determination, the neutral prepares a ConXict
Assessment (sometimes called an Issue Assessment, or just an Assessment). This is
a written document with two parts. The Wrst section summarizes the results of oV-
the-record interviews with all (or most) of the relevant stakeholders in the form of a
‘‘map of the conXict’’ (Susskind et al. 2003, 99–136). The second part, assuming the
Assessment results suggest that the key parties are willing to come to the negotiating
table, is a prescriptive section with a proposed list of stakeholding groups that ought
to be invited (by the convener), a proposed agenda, work plan, timetable, budget,
and operating ground rules. By the time this is submitted to the convener, it has
usually been reviewed in detail by all the stakeholders who were interviewed. A
ConXict Assessment, in a complex public dispute, might be based on Wfty to seventy
interviews. By the time the convener sends out letters of invitation, it is usually clear
that the key groups are willing to attend at least the organizing session. At that point,
the participants are usually asked to conWrm the selection of a professional ‘‘neutral’’
(i.e. a facilitator or mediator) to help manage the process and to sign the ground
rules that will govern the work of the group.

Signing on

When stakeholder groups agree to participate in a consensus-building process,
they are not committing to a particular view of the conXict or a speciWc agree-
ment architecture. They usually are, however, asked to accept a work plan, a time-
table, some way of dividing the costs associated with the process, and as mentioned
above, ground rules that oblige them to negotiate ‘‘in good faith.’’ When they conWrm
the selection of a mediator or a facilitator, they are typically asked to agree to an
approach to working together, including ground rules restricting interactions
with the press, a clear assignment of responsibility for preparing written meeting
summaries, and the expectations that each participant will keep his or her
constituency informed about the group’s progress and prepare appropriately for
meetings.

Often, participants are encouraged to select alternates to stand in for them on a
continuing basis if they cannot be present.

Deliberation

Deliberations are guided by the professional neutral following the agreed-upon
ground rules and work plan. Often, a consensus-building process will mix some
sessions at which information is presented for group review, some at which brain-
storming of possible ‘‘solutions’’ or ‘‘ideas for action’’ are discussed, and some at
which ‘‘outside experts’’ are invited by the group to answer technical questions
(following the joint fact-Wnding process described earlier). Often, a large group
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will create subcommittees to do some of these things and bring work products back
to the full group for discussion.
Consensus-building deliberations follow the mutual gains approach to negoti-

ation outlined above. Because there are many parties, the process can be extremely
complicated.

Deciding

Consensus-building eVorts do not conclude with a vote. Unlike traditional group
decision making, governed by majority rule, consensus building seeks to achieve
unanimity (but most often settles for overwhelming agreement once all the parties
concur that every reasonable eVort has been made to respond to the legitimate
interests of all the stakeholders). It is up to the neutral to frame the decision-making
choices put before the group. These usually take the form of a question, ‘‘Who can’t
live with the following . . . ?’’ Those who object are obligated to propose further
changes or additions that will make the proposed package acceptable to them
without losing the support of the rest of the group. If they cannot suggest such
modiWcations, consensus has been reached. The consensus might not be implemen-
table if a key group, with the power to block, refuses to support the agreement. The
decision rule in a consensus-building process is up to the group and must be
articulated at the outset of their deliberations.

Implementing

The product of ad hoc consensus-building eVorts (including those initiated by
governmental conveners) is invariably a proposal, not a Wnal decision. Whatever is
suggested must be acted upon by those with the relevant authority to do so. Thus, the
product of most consensus-building eVorts, no matter how detailed, is almost always
subject to further review and action by elected or appointed oYcials. Of course, were
those oYcials signiWcantly to modify the proposal, the groups involved would
disavow their support. And, the agencies themselves typically participate (usually
through their staV ) in the entire consensus-building eVort. So, whatever their
concerns might be, they should have been addressed by the group.
Participants in negotiated agreements try to produce ‘‘nearly self-enforcing

agreements.’’ This can be done by laying out a range of contingent commitments
thatwill come intoplayonly if hard-to-estimate eventsoccurormilestones are reached.
Sequences of reciprocal agreements can be spelled out along withmonitoring require-
ments, incentives forperformance, andpenalties fornon-compliance.All of thesemust
then, of course, be incorporated into oYcial actions (i.e. become additional terms
added to a contract, permit, license, or administrative decision).
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Fig. 13.2. Consensus building: essential steps

Source : Susskind, Mckearnan, and Thomas-Lamar 1999.
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4.6 The Role of Professional Neutrals

The person or group selected by the convener is often (but not always) tapped by the
full group to serve as the manager of the consensus-building eVort, if such a process
goes forward. Over the past twenty years, the number of people trained to manage
such conXict resolution eVorts has increased rapidly. The Association for ConXict
Resolution (ACR) is one of several professional associations of neutrals in the United
States who do this kind of work (www.acrnet.org). There are degree programs at
more than a dozen universities in the United States that oVer training in facilitation,
mediation, and other dispute-handling skills. The Code of Ethics of the ACR deWnes
a professional neutral as someone who is forbidden from taking sides in a conXict or
from trying to impose his or her view of what the ‘‘best’’ outcome ought to be
(SPIDR 1986). Public dispute resolution has emerged as a subspecialization within
the conXict management Weld (Carpenter and Kennedy 1988; Dukes 1996).

Facilitation

A great deal, but not all of the work done by a professional facilitator takes place
‘‘at the table’’—when the parties are working face to face (Doyle and Straus 1993).
Facilitation of consensus-building eVorts involving many parties working on
complex issues often requires a team to keep track in written form of the commit-
ments made by the group. Although the facilitator must refrain from taking a
stand on the issues before the group, he or she often reframes elements of
the conversation, drawing attention to emerging agreement or insurmountable
disagreements, and reminding the parties of their commitment to the process ground
rules.

Mediation

Much of what happens in consensus building, particularly what often seem like a
breakthrough, occurs ‘‘away from the table’’ as the professional neutral meets
privately with one or more parties to sound out their willingness to accept an
emerging package or to Wnd out what it will actually take to win their support.
Mediation includes everything described under facilitation plus all the away from the
table activities required at each stage of the consensus-building process. Table 13.1
summarizes these tasks.

4.7 Who Can Mediate Public Disputes?

There is some disagreement about the need to involve professionally trained medi-
ators in public dispute resolution eVorts. Indeed, some public oYcials argue that
they are in a better position to manage the dispute resolution process—in part
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Table 13.1 Tasks of the mediator

Phases Tasks

Prenegotiation

Getting started Meeting with potential stakeholders to assess their inter-
ests and describe the consensus-building process; hand-
ling logistics and convening initial meetings; assisting
groups in initial calculation of BATNAs

Representation Caucusing with stakeholders to help choose spokespeople
or team leaders; working with initial stakeholders to
identify missing groups or strategies for representing dif-
fuse interests

Drafting protocols and
agenda setting

Preparing draft protocols based on past experience and the
concerns of the parties; managing the process of agenda
setting

Joint fact finding Helping to draft fact-finding protocols; identifying tech-
nical consultants or advisers to the group; raising and
administering the funds in a resource pool; serving as a
repository for confidential or proprietary information

Negotiation

Inventing options Managing the brainstorming process; suggesting potential
options for the group to consider; coordinating subcom-
mittees to draft options

Packaging Caucusing privately with each group to identify and test
possible trades; suggesting possible packages for the
group to consider

Written agreement Working with a subcommittee to produce a draft agree-
ment; managing a single-text procedure; preparing a
preliminary draft of a single text

Binding the parties Serving as the holder of the board; approaching outsiders
on behalf of the group; helping to invent new ways to bind
the parties to their commitments

Ratification Helping the participants ‘‘sell’’ the agreement to their
constituents; ensuring that all representatives have been
in touch with their constituents

Postnegotiation

Linking informal agreements
and formal decision making

Working with the parties to invent linkages; approaching
elected or appointed officials on behalf of the group;
identifying the legal constraints on implementation

Monitoring Serving as the monitor of implementation; convening a
monitoring group

Renegotiation Reassembling the participants if subsequent disagree-
ments emerge; helping to remind the group of its earlier
intentions

Source: Susskind and Cruikshank 1987.
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because they are accountable to the public and must stand for election (or, if they are
an appointed oYcial, work for someone who does). There are others who believe that
only former oYcials (i.e. those who have retired from the public or the private sector)
have the clout or standing necessary to pressure unreasonable parties to work out an
agreement. The evidence available thus far, however, suggests that professionally
trained mediators are usually quite eVective (Susskind, Amundsen, and Matsuura
1999). Many of the most experienced public dispute mediators come from a back-
ground in planning, public management, or law (Sadigh and Chapman 2000).

5. Organizational Learning
.......................................................................................................................................................................................

One of the striking results of recent eVorts to document the successful application of
consensus building in the public arena is how few public agencies and units of
government, even those with positive experiences to date, have tried to institution-
alize mediation or other forms of conXict management into their normal operations
(Dukes 1996). Almost two dozen US states have created oYces of dispute resolution
of various kinds—some in the executive branch, some in the legislative branch, and
some in the judicial branch. Yet, most of these oYces continue to operate on an
experimental basis and have been asked to help with relatively few public policy
controversies (Susskind 1986). Only three or four states have amended their zoning
enabling acts to encourage consensus building. State and local agencies that confront
constant challenges to their facility siting eVorts have used consensus building on
occasion (some with great success), yet few states have taken steps to shift as a matter
of course to collaborative approaches. At the federal level, the results are a bit more
impressive. The Administrative Dispute Resolution Act of 1996 requires federal
agencies to use more consensus-oriented approaches to meeting their statutory
mandates and to use these methods whenever possible.

5.1 The Barriers to Organizational Learning

There are a variety of forces working against the move to consensus building in the
public policy arena. First, there is a substantial lack of knowledge about these
relatively new techniques for getting agreement on public policy matters. A great
deal of misinformation has been spread by advocacy groups who mistakenly believe
that ad hoc, non-accountable representatives, working behind closed doors, will be
given undue power (while key advocates are excluded) if consensus building is
allowed. They fail to understand that consensus building guarantees that all relevant
stakeholder groups must be given a place at the table and that in terms of both
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process and outcome, consensus-building eVorts must be conducted in the ‘‘sun-
shine.’’ Finally, the product of every ad hoc consensus-building eVort must be acted
upon by duly elected or appointed oYcials.

A second obstacle is the unwillingness on the part of elected and appointed
oYcials to give up any measure of control. They rightly see consensus building as
an eVort to open up the operation of government to closer public scrutiny and more
direct involvement of civil society. They know that the presence of a professional
neutral, committed to a code of ethics and to non-partisan intervention, means that
policy choices will have to be justiWed in a way that satisWes the interests of the
community at large. The usual exercise of power will have to be accompanied by an
explicit statement of the reasons why one package of policies or proposals was
selected.

Finally, there is no entity responsible for trying to improve the quality of
problem solving or group decision making in the public arena. Thus, there is no
locusofpublic learningwhere the resultsof a shift to consensusbuildingcanbeweighed
and reviewed.

5.2 Dispute Systems Design

In the same way that total quality management (TQM) moved slowly from the
private to the public sector, even though the results (in terms of consumer satisfac-
tion) more than justiWed such a shift, consensus building has been slow to take hold
in the public arena. Only a larger-scale, systemic assessment of the gains and losses
associated with such a shift will provide suYciently convincing evidence to allow
those who see the beneWts to make their case successfully. What needs to be done is to
assess the advantages and disadvantages of a consensus-building approach at the
systems design level. So, for example, when a stream of similar disputes (in the same
locale) is handled in a new way there is a basis for comparison. In Canada, for
instance, the Alberta Environmental Appeals Board, which hears hundreds of chal-
lenges each year to environmental enforcement eVorts undertaken by the Provincial
level agency, shifted to a mediated approach (when the litigants were willing). The
results suggest that the overall eVectiveness and responsiveness of the Appeals Board
were improved markedly (Taylor et al. 1999).

5.3 Overcoming the Barriers to Organizational

Capacity-building

There are a number of strategies that have been used to overcome some of the
organizational barriers described above. Training agency personnel so that they
are not fearful about more direct involvement of stakeholder representatives in
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collaborative decision making is an important Wrst step. Senior staV need to set
internal policies so that agencies are willing to participate in consensus building, and
operational staV need to learn how to function eVectively in a mutual gains nego-
tiation. Training also needs to be made available to the full range of stakeholder
groups. If they feel they are at a disadvantage because an unfamiliar process has been
selected, they will resist. A wide array of public agencies are sponsoring training for
non-governmental, business, and other organizations.
Some agencies, such as the US Environmental Protection Agency, have set aside

funds to cover the costs of consensus-building experiments. Without additional
funds, staV will be disinclined to use existing program money to explore new ways
of managing disputes surrounding the drafting of technical regulations. Once funds
were set aside that could only be used for negotiated approaches to drafting regula-
tions, internal advocates for such innovative eVorts emerged. When word got out
within the agency that negotiated rule making not only took less time and cost less
money than traditional approaches to rule making, there was a greater willingness
(although no great rush) to adopt such a consensus-oriented approach (Freeman
1997). The availability of discretionary grants also attracted the attention of non-
government groups that saw an opportunity to generate subsidies for their involve-
ment in rule-making processes that usually oVer no support to non-governmental
actors.
A third approach to promoting consensus-oriented approaches to public dispute

resolution involves establishing a clear locus of responsibility for improving the
quality of dispute handling. Federal legislation requires every agency to name a
dispute resolution coordinator to look for opportunities to use consensus building
in ways that will enhance the eYciency and eVectiveness of government (Negotiated
Rulemaking Act 1996). Once someone has this responsibility, it is not surprising that
opportunities emerge. A number of states have something similar: naming an
existing agency or creating a new agency to advocate consensus building. These
agencies not only measure their success by the level of use of these new techniques,
but they are also available to explain to others who may have reservations why
consensus building is appropriate.
A fourth strategy depends on pre-qualifying a roster of approved neutrals. The US

Environmental Protection Agency in conjunction with the US Institute for Environ-
mental ConXict Resolution (USIECR) has established a computer-based list of
carefully reviewed service providers. By maintaining this list (in an easily com-
puter-accessible form) they have made it easier for stakeholder groups to participate
in reviewing and selecting qualiWed neutrals. By standardizing payment rates for
equivalently experienced mediators, the USIECR has eliminated many of the ques-
tions that often impede collaborative eVorts to employ neutrals.2
It is easy for groups of all kinds to Wnd reasons not to support consensus-oriented

approaches to resolving public disputes when they are used to hard bargaining or feel
qualiWed only to participate in traditional approaches to dialogue. It will take some
time for democratic institutions to extend a full-Xedged commitment to consensus-
oriented approaches to resolving public disputes.
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6. Conclusions
.......................................................................................................................................................................................

1. Persuasion and hard bargaining do not produce results that are as fair, as
eYcient, as stable, or as wise as the public often desires when public policy
choices must be made. Consensus building or the mutual gains approach to
negotiation (as a supplement to, not a replacement for direct democracy)
oVers some hope of doing better.

2. Dialog can improve understanding if that is the goal, but dialog alone
won’t produce agreements, especially when values and not just interests are
at stake.

3. Hard bargaining will continue to be used in a great many public policy-
making situations, in many parts of the world, but the use of this approach
ultimately makes it harder to implement agreements (because less powerful
parties will feel that they have been unfairly overpowered and seek revenge),
undermines trust in government, and often generates suboptimal (i.e. waste-
ful) agreements.

4. Consensus building puts a premium on mutual gains negotiation and creates
a new, important role for an emerging player—the professional neutral (who
knows how to use facilitation and mediation techniques)—to generate agree-
ments that meet the interests of all the stakeholders involved.

5. The obstacles to institutionalizing consensus-building techniques in the pub-
lic policy-making arena are imposing. It is diYcult to overcome the resistance
of public oYcials who mistakenly believe that ad hoc consensus-building
eVorts are a substitute for the legitimate exercise of government or that
professional neutrals are a threat to their authority.

6. More participatory and more collaborative approaches to public policy
making, built around the mutual gains model of negotiation, can enhance
the legitimacy of government and reduce the long-term costs of collective
action.
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c h a p t e r 1 4
...................................................................................................................................................

POLICY IMPACT
...................................................................................................................................................

karel van den bosch
bea cantillon

1. Introduction
.......................................................................................................................................................................................

At a certain level, questions about the impact of policy are easy to answer. Consider the
twoKorea states,North andSouth. Fifty years ago, ravagedbywar, bothweredirt-poor,
both had few natural resources, and their prospects were bleak. The North and the
South followedpolicieswhichwere almost diametrically opposed.The former adopted
the centralized economic policies of China and the Soviet Union. The latter pursued
policies that weremore free-market oriented (though certainly not completely laissez-
faire), and more open to the outside world. Now, the South is a prosperous country,
after nearly a half-century of unprecedented growth (in the context of development
since 1950, the economic crisis in 1997was only aminor setback), while theNorth is one
of the poorest countries on earth, suVering regular famines.
That policy can make a diVerence is therefore clear. Certainly, mistaken policies

can have disastrous results. But the example of the two Koreas also raises two
questions of a general nature. The Wrst is: did policy makers really have a choice?
Or were policies largely dictated by circumstances, in this case in particular by the
cold war and international power relations? Secondly, which South Korean policies
were key to the economic success? Or did the precise policies not matter much, as
long as they did not impede private enterprise? Both questions ask: do politics
matter? but in diVerent ways. The Wrst question does so in the spirit of Castles and
McKinlay (1997), who enquire whether policy makers can make real choices, or

* The authors thank the editors of the Handbook for very helpful comments, Joanna Geerts and
members of the Centre for Social Policy for useful references, and Mieke Augustyns for eYcient research
assistance.



whether their actions are largely determined by social and economic forces beyond
their control (and perhaps even beyond their consciousness). The second question
asks whether the policies that are enacted (irrespective of how they are arrived at)
make a diVerence for persons’ actual circumstances of living. It is the second question
with which we will be concerned in this chapter.

This is of course a very large question, which we cannot possibly do justice to in a
short chapter. Let us note the main limitations. In order to maintain coherence, we
focus our review on the impact of public income transfer programs, mainly because
that is the area of research with which we are familiar. However, we believe that at
least some of the points made also apply to the study of other areas of public policy.
Even in this domain we must be selective as regards topics and studies. We do not
even claim that the studies quoted are in some sense the best or the most interesting;
we use them to make the points we want to make, with a certain preference for cross-
national analyses. While we would have liked to concentrate on the impacts itself,
methodological discussions cannot be avoided, as diVerent approaches (sometimes)
come up with diVerent answers.

The chapter proceeds as follows. The next section reviews a number of approaches
than can be taken in the study of policy impacts. In the third section we look at the
impact of tax-and-transfer systems on income inequality and poverty. Though the
reduction of inequality and the relief of poverty are not the only explicit goals of
public transfer systems, and perhaps not even the main ones (Barr 1992), most of the
actual goals would imply some redistribution, and therefore ‘‘it seems reasonable to
assess welfare state policies in terms of their redistributive impact’’ (Sefton, this
volume). The following section considers the impact of public transfers on various
activities, in particular labor market participation and informal care. These are both
areas where, it has been argued, welfare state programs have unwanted eVects,
discouraging people from working, and crowding out informal care by relatives
and friends. We will see what the evidence in this regard says. The Wnal section has
some concluding remarks.

2. Methods to Assess Policy Impact
.......................................................................................................................................................................................

Analysts use a variety of approaches to assess policy impact. Often, social experiments
are seen as the ideal way to evaluate policies. In such experiments, persons are
randomly assigned either to a ‘‘treatment’’ group, which receives the beneWts or
services of a certain program, or to a ‘‘control group,’’ which does not. Program
impacts are measured as the diVerence between outcome variables (e.g. income labor
market participation, skill level) before and after the ‘‘treatment,’’ after adjusting for
the results in the control group, which are supposed to capture the eVects of all other
factors apart from the program which might inXuence the outcomes. Despite their
clear attractiveness, social experiments have serious limitations, as emphasized by
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Heckman, Lalonde, and Smith (1999). First, they are much better suited for evalu-
ating new measures that are not yet implemented than for ongoing programs.
Secondly, social experiments are inevitably limited in scope, in time, and geograph-
ically; and subjects are aware of this. Thirdly, while people can be excluded from
programs, participation is generally by and large voluntary, so that the ‘‘treatment’’
group is often self-selected to some extent, introducing bias into the impact esti-
mates. Finally, experiments are expensive and time intensive, and put heavy demands
on program administrators and Weldworkers; the requirement for rigorous random-
ization may conXict with the professional attitude of the latter.
A second approach is the diVerence-in-diVerence approach. Here, outcomes for

persons who get some beneWt or service in an actual program are compared with
those for otherwise similar persons who do not participate in the program. This
approach therefore is similar to the experimental method, with the important
diVerence that it concerns actual programs, implying that the researcher has no say
in the assignment of cases to the program. The main problem of this approach is of
course to Wnd a suitable comparison group. By deWnition, persons in the comparison
group cannot be completely identical to persons in the ‘‘treatment’’ group—if they
were, they would also be eligible for the program in question. Sometimes the
assumption is made that the control group is not really comparable, but that any
developments apart from the introduction of the program would aVect both groups
equally, so that any diVerence in outcomes between the groups can be attributed to
the program. Thus, Francesconi and Van der Klaauw (2004) use single women
without children as a control group in their evaluation of the impact of the Working
Families Tax Credit on single mothers. Schoeni and Blank (2000) compare the labor
market participation rates of educated women with those of less educated women to
assess the impact of welfare reforms in the USA, arguing that those reforms will have
little impact on the Wrst group of women. The approach can also be used on cases at a
higher level of aggregation, e.g. states in the USA. When some states implement a
measure while others do not, or (more often) do so at diVerent times, outcome
variables on the state level can be used to gauge the aggregate impact of the program,
assuming that state eVects are constant across years, and that any period eVects are
common to all states. The worry of course is that those assumptions are violated.
Additional diYculties are that states often do not enact exactly the same program, or
that all states implement them at nearly the same time (Blank 2002).
Perhaps the most basic strategy is to compare outcome variables before and after

the introduction or administration of a beneWt or service. If data are available for a
number of periods, one can control for other trends such as changes in the un-
employment rate when evaluating labor market participation-enhancing programs.
While intuitively plausible, the method can be misleading. On the micro level there is
the possibility that entry into a program can be the result of a temporary setback,
which would remedied even without the program (the ‘‘Ashenfelter dip;’’ see
Heckman, Lalonde, and Smith 1999). A person may become unemployed, take part
in a job-search program, and Wnd work again, but the last event may not be the result
of the program. On the aggregate (state or country) level, the introduction of a
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program can be endogenous: measures may be enacted precisely because the situ-
ation calls for them.

The complement to the before–after approach is the cross-sectional method. On
the micro level it compares the outcomes for participants with those for non-
participants in a program. It can be regarded as a curtailed version of the
diVerence-in-diVerence method, and given what has been said above, the limitations
of this approach are obvious, and need not be spelled out. On the macro level of
societies, this approach enjoys great popularity, especially in political science,
under the label of the comparative method (see e.g. Ragin 1987). The method is
plagued by the so-called degrees of freedom problem: while societies diVer from each
other in innumerable respects, the small number of cases (at best a few dozen,
often much less, in most studies) prevents researchers from taking account of more
than a few.

All approaches reviewed above have in common that they compare outcomes after
a program has been implemented or administered with a situation that existed or
had existed in the real world—either the situation of other comparable cases at the
same moment who did not participate in the program, or the situation of the same
cases before they took part in it. In model-based evaluations the comparison is made
not with a really existing state, but with a hypothetical or simulated counterfactual
one. In this approach researchers use a model to predict the impact of the introduc-
tion or administration (or, alternatively, the absence) of a program with particular
features on subjects such as persons or organizations. For instance (and to make the
abstract description more concrete), Blundell et al. (2000) use survey data, a tax and
beneWt simulation model, and a labor market behavioral model to predict the impact
of the Working Families Tax Credit in the UK on hours of work and labor market
participation. The validity of such predictions depends of course crucially on the
quality of the data and on, in particular, that of the model and its parameters.
Typically for behavioral models, these parameters are estimated using survey data,
which makes them subject to sampling variability, and more importantly, to spe-
ciWcation error. Moreover, model parameters estimated on the whole population or a
large groupmay not always be applicable to the rather speciWc groups on which many
real-world programs focus.

A particular kind of model is presented by tax and beneWt models. These models
incorporate, in as much detail as possible, the tax and beneWt rules existing in a
country, and can calculate disposable income out of gross income or market income
for households in a micro database (Sutherland 2001). More interestingly, one can
replace some existing rules with alternative ones, and compare the resulting income
distribution with the current one, providing a very detailed picture of the impact of
the alternative rule. Typically, such models do not incorporate behavioral reactions,
and therefore provide only a Wrst-order approximation of the true impact. However,
for many purposes this is quite informative.

Independent of these methods, a useful distinction can be made between studies
which look at the social impact of large institutions, such as the welfare state as a
whole, and research which tries to identify the eVects of particular measures or policy
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reforms. The Wrst kind is often rather academic in nature, while the latter tends to be
more policy oriented. ‘‘Holistic’’ studies are generally cross-national, comparing
aggregate indicators of programs and society-wide indicators of social outcomes.
‘‘Particular’’ studies are more limited in scope, often considering only one country.
Finally, all methods reviewed only help to discover impacts that the researcher is

looking for. Yet, there may be a host of unintended eVects that we just have not
thought about.1 Theory and previous studies might help in thinking of unintended
conseqences, but otherwise it is just a matter of imagination.

3. The Impact of Public Tax-and-
Transfer Systems on Income Inequality

and Poverty
.......................................................................................................................................................................................

In this section we will review two ‘‘holistic’’ approaches to the study of the impact of
the public tax-and-transfer system on income inequality and poverty, namely the
‘‘pre-post taxes and transfers’’ method, and the (truly) comparative approach. In the
third section we look at the impact of US welfare reforms in the Clinton era on a
number of outcomes.

3.1 The ‘‘Pre-post’’ Approach

The standard method to assess the degree of redistribution eVected by taxes and
transfers is to compare the distributions of income ‘‘pre taxes and transfers,’’ i.e.
income when taxes have not been subtracted and without transfers, and ‘‘post taxes
and transfers,’’ i.e. disposable income. Income ‘‘pre taxes and transfers’’ is variously
called market income, factor income, private income, or original income, depending
on what is precisely included in transfers.2 In terms of Section 2, the method can be
seen as a rather crude instance of the model-based approach to the measurement of
policy impacts. An important element of the standard method is that income is
measured on the household level, not on the individual level. The idea is that
members of one household pool their resources, so that economic well-being is
produced on the household level and equally shared among its members. Of course,

1 For instance, Peltzman (1975) shows that seat belts saved lives of passengers in cars, but (because
drivers felt safer and hence free to drive more carelessly) cost about an equal number of lives among
pedestrians.
2 In the literature, the words ‘‘before’’ and ‘‘after’’ are ofen used instead of ‘‘pre’’ and ‘‘post.’’ However,

since the former terms inappropriately suggest a temporal order, these are avoided here.
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larger households need more income than smaller ones to achieve the same level of
economic well-being, although they proWt from economies of scale in the consump-
tion of housing, heating, and such items. An equivalence scale is therefore used to
adjust household incomes.

A fairly large number of studies have employed the standard approach, e.g. Ringen
(1989), Mitchell (1991), Deleeck, Van den Bosch, and De Lathouwer (1992). A fairly
comprehensive study is provided by Mahler and Jesuit (2004), using data from the
Luxembourg Income Study, and covering twelve OECD countries (including the
main Anglo-Saxon countries, as well as Scandinavian and northern European na-
tions) for the period 1981–2000. Their main results are consistent with previous
studies. First of all, the measured overall impact of taxes and transfers on inequality is
large. The Gini coeYcient, a commonly used measure of income inequality, is nearly
halved in Sweden, and even the limited American welfare state (at least in terms of
cash transfers) achieves a reduction of 23 per cent. The impact on income poverty
(using a poverty line set at 50 per cent of national median equivalent income) is even
more impressive. Pre taxes and transfers between 24 and 32 per cent of all households
are in poverty, while ‘‘post-government,’’ poverty rates vary between 5 and 17 per
cent; on average across countries about two-thirds of market income poor house-
holds are lifted above the poverty line by taxes and transfers.

Secondly, although the impact of government income redistribution through taxes
and transfers is large in all countries, the variation across welfare states is important.
Scandinavian and the Benelux countries achieve the largest reductions in measured
inequality: between 40 and 50 per cent. Germany and France score somewhat lower,
around 39 per cent, while taxes and transfers in the UK, Australia, and Canada reduce
inequality by around 30 per cent. The reduction is smallest in the USA, only 23 per
cent. A study by Immervoll et al. (2004) using data from the European Community
Household Panel and national data-sets complements this picture, as it provides
results for a number of European countries which are not (well) represented in the
LIS database, in particular the southern European countries. They Wnd that the tax–
beneWt system is highly distributive in a number of Scandinavian and European
continental countries. Most southern European countries on the other hand have a
low degree of redistribution (about 30 per cent reduction in the Gini). Ireland, the
UK, and also Spain form a middle group.

Thirdly, most of the redistribution is achieved through transfers—on average
across countries they account for 73 per cent of the overall reduction, while taxes
account for only 27 per cent. While there is considerable variation across countries in
the relative importance of taxes and transfers in Wscal redistribution, the maximum
share of taxes is 44 per cent—in the USA. The main factor explaining this variation
appears to be the aggregate share of transfers in total household income (or what one
could call the size of the overall transfer budget); where this is large, taxes account for
only a small part of total redistribution; where this is small, as in the USA, Australia,
and Canada, taxes are more important.

The empirical Wnding that taxes are less redistributive than transfers might be
considered surprising, as in many countries most transfers are not explicitly means
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tested, while tax systems in all OECD countries are to some extent progre-
ssive, meaning that as income rises taxes paid as a proportion of income increase.
However, this progressivity is relatively limited in countries with the highest average
tax rates, such as Sweden and Denmark (WagstaV et al. 1999). When progressivity is
zero, taxes are proportional to income, and do not eVect any reduction in income
inequality (as it is commonly understood and measured). Conversely, several coun-
tries with a rather progressive tax structure, such as France and Germany, tend to
enjoy low average tax rate. In those countries, the relatively limited overall size of the
tax intake prevents it from having an important impact on the overall income
distribution. There appears to be some sort of a trade-oV between progressivity
and the average tax rate (Verbist 2004). The reason for this trade-oV could be that as
the government has to increase taxes to cover its expenses, it becomes increasingly
diYcult, politically and economically, to put most of the burden on the highest
incomes, and everyone has to take up their share in the total cost of government
activities. On the other hand, even though in most countries most public transfers are
not means tested, they still tend to go to households with no or little other income,
thus considerably reducing measured inequality and income poverty. This point
applies in particular to pensions.
The standard ‘‘pre-post’’ method has a number of shortcomings and problems.

The Wrst is that, as it is commonly applied, it takes only account of cash transfers, and
not of transfers in kind, such as (most importantly) health care and education. This
point is addressed in a paper by GarWnkel, Rainwater, and Smeeding (2004). They
Wnd that ‘‘full income,’’ which includes the cash value of in-kind beneWts, is less
unequally distributed than disposable income. The diVerence is largest among
English-speaking nations, especially the USA. After taking account of in-kind ben-
eWts (as well as the taxes required to Wnance them), these countries still have the most
unequal distributions of income, but the diVerences from the northern continental
European countries and Scandinavia are narrowed substantially. The reasons for this
shift are: Wrst, that some nations, in particular the USA, that spend relatively little on
cash transfers, devote more of their resources to in-kind beneWts; and secondly, that
the big spending welfare states rely more heavily on indirect taxes and taxation of
cash beneWts than e.g. the USA.
As GarWnkel et al. themselves note, there remain a number of conceptual and

empirical problems in this type of analysis, regarding the incidence and the valuation
of in-kind beneWts. One problem is that the equivalence scales typically used are
designed for consumption that is paid out of disposable income. For the analysis of
‘‘full income,’’ a diVerent equivalence scale might be needed, which would reXect the
greater needs of children for education, and of the elderly for health care.
A second problem of the standard method (again, as it is typically applied) is that

the income accounting period is usually only one year. But a large part of social
security can be considered as an institution that forces people to make transfers across
the life cycle (forced savings), rather than between-person or between-household
transfers; this point applies of course in particular to pensions. Actually, in all
countries a large part of the measured reduction in overall inequality is due to
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pensions (Mahler and Jesuit 2004). One way to address this point is to look only at
the non-elderly (although social insurance systems for sickness, invalidity, and
unemployment also incorporate intraperson transfers). The Wgures of Mahler and
Jesuit (2004) indicate that among households headed by persons at working age (25–
59), the equalizing impact of public transfers is considerably lower, though still
respectable: on average 26 per cent instead of 37 per cent among the population as
a whole. (Yet, disposable income inequality among this group is smaller than among
the population as a whole.) Moreover, countries that score high on redistribution
among the total population are not necessarily those that achieve a large equalizing
eVect among those at working age.

Unfortunately, data that permit us to analyze the equalizing eVect of social
transfers on a lifetime basis do not seem to exist. The next best thing is to construct
a model, using data from panel surveys, to construct estimates of lifetime earnings
and transfers. As data requirements are high, and the construction of such models
involves a great deal of researcher time, energy, and intelligence, few suchmodels have
been constructed. Nelissen (1993) for the Netherlands and Falkingham and Harding
(1996) for Australia and Britain are some of the few. Nelissen (1993, 236) reports that
the social security system reduces lifetime income inequality by about 26 per cent in
the oldest cohorts studied (born 1930–45), and somewhat less for younger cohorts.
Most of the reduction is due to public Xat-rate pensions and invalidity beneWts; semi-
public earnings-related additional pensions actually increase lifetime inequality.
Falkingham and Harding (1996, 254) Wnd that the net eVect of the tax/transfer system
in Britain is to reduce the Gini coeYcient by 0.082; in Australia the eVect is greater,
at 0.097. In percentage terms the reduction in inequality represents 25 per cent and
26 per cent. The authors conclude that the primarily social assistance-based system
of Australia, with its emphasis on poverty alleviation, in conjunction with a more
progressive tax system, results in a greater degree of interpersonal income equa-
lization, while the primarily social insurance-based system of Britain achieves a
greater degree of intrapersonal redistribution (Falkingham and Harding 1996, 264).
While the Wgures just quoted cannot be directly compared with the annual
redistribution results discussed above, they do indicate that a substantial amount
of income redistribution from high- to low-income persons occurs even in a lifetime
perspective.

The most basic problem of the ‘‘pre-post’’ method, as many authors have ob-
served, is the assumption that beneWts, taxes, and contributions have no feedback
eVect on the pre-tax, pre-transfer distribution of ‘‘market’’ incomes. This assumption
is of course quite unrealistic: without a system of beneWts and taxes people would
change their work, saving, and family formation behavior. These second-order
eVects, as well as any macroeconomic ‘‘third-order’’ eVects, are disregarded in the
standard ‘‘pre-post’’ method. The direction of the resulting bias in the estimate of
pre-transfer market income is theoretically indeterminate (Danziger, Haveman, and
Plotnick 1981, 979). In the next section we will discuss behavioral responses regarding
labor supply; it will turn out that transfer programs are expected to reduce labor
supply, especially if they are means-tested. However, the theoretical eVect of taxes is
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ambiguous. Economic theory also cannot predict the direction of the private savings
response to transfer programs (Danziger, Haveman, and Plotnick 1981, 982). People
may reduce life-cycle and precautionary saving when they can expect pay-as-you-go
old-age pensions or unemployment beneWts. However, economists have identiWed a
number of other possible mechanisms, making the net result of transfers on saving
behavior uncertain. Little theoretical eVort appears to have been spent on the eVect
of public transfers on household formation. Youngsters may leave the parental home
earlier if they are eligible for some beneWt when they live on their own. Such beneWts
may also induce more frequent divorce. Conversely, lacking an old-age pension,
many elderly persons might choose (or be forced) to live with their children. These
examples suggest that a generous system of public transfers will lead to family
dissolution, in the sense that the total population will be spread out across a larger
number of families of smaller size. However, the net eVect of this on pre-transfer
income inequality is hard to establish.
Despite these theoretical ambiguities, it seems likely that in the absence of transfers

and taxes, income would be less unequally distributed thanmeasured ‘‘pre-taxes-and-
transfers’’ income is now. A large proportion of households now have little or no
income except from public beneWts, especially but not exclusively among the elderly,
and this pushes up observed ‘‘pre-taxes-and-transfers’’ income inequality. Obviously,
such households would need some form of non-public income if public beneWts were
abolished.AconWrmationof this hunch canbe found in the results ofMahler and Jesuit
(2004). Observed ‘‘pre-taxes-and-transfers’’ income inequality is actually higher in
generous welfare states such as Sweden, the Netherlands, and Belgium than it is in the
USA and Australia. Given what we know about these societies (e.g. the fact that wage
inequality is relatively low in the Scandinavian and Benelux countries), it appears
highly unlikely that market income inequality in the absence of public transfers would
be as high as it would be in the United States. The implication of this is that the ‘‘pre-
post’’ method almost certainly overstates the equalizing eVect of the public tax-and-
transfer system. Another implication concerns the general Wnding reported above that
taxes appear to be less equalizing than transfers. This result might well be biased, as the
distribution of taxes is comparedwith the distribution of gross income,which includes
transfer payments, and is therefore less unrealistic than the distribution of ‘‘pre-tax-
and-transfer’’ incomes (Ringen 1989, 179).
Above we have discussed possible changes in private behavior that would occur if

public transfers did not exist. However, it is probable that the institutional context
would also be diVerent (Danziger, Haveman, and Plotnick 1981, 979). Employees that
cannot look forward to public pensions would demand (larger) company pensions.
Perhaps mutual insurance companies would spring up (again). Last (but not least,
although rarely mentioned), there would also be political reactions, one of which
would be a probably irresistible demand for the reinstatement of public transfers.
The last sentence points to the most fundamental problem of the ‘‘pre-post’’ method:
we cannot really envisage what a developed democratic society without public
transfers would look like. After all, no such society exists, and if any country tried
to totally abolish public transfers, it might well prove economically and politically
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unsustainable. This implies that the question, ‘‘what is the impact of public transfers
on income inequality,’’ is fundamentally unanswerable, as the proper counterfactual
cannot be established (West-Pedersen 1994; Barr 1992, 745). The implication of this is
that we cannot measure the impact of any welfare state in an absolute sense; what we
could possibly do is to compare the eVects of diVerent welfare states.

Given this basic change of strategy, one might try to put the ‘‘pre-post’’ method
into a comparative framework. Instead of looking only at one country at a time, one
might compare the diVerence in inequality between pre- and post-transfer distribu-
tions across a number of countries. However, the necessary assumption for this
approach is that second-order eVects are constant across countries, or at least not
systematically related to the various systems of public transfers, and this is unlikely to
be the case (West-Pedersen 1994, 9). Generous systems will have other eVects than
strict ones; people will behave diVerently in response to selective beneWts than to
universal ones. Therefore, it is at best uncertain whether the cross-national variation
in the inequality-reducing eVects as measured by the ‘‘pre-post’’ method tells us
much about the true comparative redistributive impact of diVerent of tax-and-
transfer systems. Given the available data as reviewed above, it seems likely that the
inequality-reducing eVect of large welfare states is overstated relative to those of
smaller welfare states.

3.2 The (Truly) Comparative Approach

We turn now to studies where outcomes of diVerent welfare states are compared with
each other, instead of with a hypothetical situation. An obvious but not trivial
requirement of comparative studies into the impact of tax-and-transfer systems is
to characterize the welfare states one wants to study. Several approaches exist. First,
international reference works such as MISSOC (Mutual Information System on
Social Protection in European Union Member States, as well as other European
countries; European Commission 2004), enable one to compare particular welfare
arrangements, such as the eligibility rules of particular social security beneWts.
However, one tends to lose sight of the forest because of the trees. A second way is
the model family method, following which net incomes under a given tax-and-
transfer system are calculated for a set of hypothetical families (Bradshaw and
Finch 2002; OECD 2002). This approach therefore reXects the fact that household
incomes are always income packages, composed of various sources of income
and beneWts, which may interact in complicated ways. Thus, they can reveal the
real net minimum income guarantee available to families. While the results cannot be
regarded as indicators of real-world impacts, they can be informative in that they
only reXect (explicit or implicit) policy choices. For this reason they can be used to
evaluate trends in government policies regarding minimum incomes and replace-
ment rates, and also to compare policies across welfare states. Third, analysts
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(Titmuss 1974; Esping-Andersen 1990; and many others) have produced social
security and welfare state typologies, which depart from institutional characteristics
and not from data on outcomes; see below and Sefton, this volume. Yet, many studies
prefer a fourth approach, and use total expenditure on welfare state arrangements as a
proxy for welfare state eVort.
Studies using the last method have now established that there is a strong and

negative relationship between social expenditure and income poverty (as well as
income inequality) (cf. Bradbury and Jäntti 2001; Cantillon, Marx, and Van den
Bosch 2003). Scandinavian countries spend the most, and have the lowest levels of
poverty; the Anglo-Saxon countries, as well as southern European nations, spend
much less, and poverty is much higher in those societies. As Oxley et al. (2001, 392–6)
show, some countries achieve better ‘‘eYciency’’ in terms of child poverty reduction
(i.e. poverty is reduced more for each euro or dollar spent) through targeting more
on low-income groups. However, ‘‘eVort’’ and ‘‘targeting’’ are negatively related, and
thus ‘‘countries with higher ‘eYciency’ due to targeting have traded a good part of
this away by reducing ‘eVort’.’’
Incontrovertible and important though this relationship is, it raises a number of

questions. Welfare states diVer in more respects than the size of total expenditures
and the degree of targeting. If those were the only important characteristics, the
policy recommendation would be simple: increase expenditure (and/or improve
targeting for those countries which already spend a lot). However, if proof were
needed that things are not that simple, it is given in a paper by Van den Bosch (2002).
Using cross-country micro-data, he simulated an across-the-board increase in ben-
eWts within existing systems, such that all countries would spend the same propor-
tion of aggregate income on social transfers. Surprisingly, such a move would not lead
to a convergence in poverty rates, but rather the reverse, as poverty would increase in
some European countries where it is already high.
Also, societies which sustain well-developed social support systems are likely to be

diVerent from those with smaller welfare states. It is suggestive (as well as perhaps
surprising) that across OECD countries social expenditure and the incidence of low
pay are strongly negatively related (Cantillon, Marx, and Van den Bosch 2003).
Alvarez (2001) calls the Wnding that wage-egalitarian societies present the highest
levels of welfare eVort and redistribution ‘‘the puzzle of egalitarianism.’’ Part of
the reason for this puzzle may be that generous beneWts reduce labor supply
among those commanding low wages, while the high taxes needed to pay them
discourage high wage earners from putting in many hours, leading to a more
condensed wage distribution, both from above and from below. But, as Atkinson
(1999, 67–8) suggests, another reason may be that some countries are characterized
by notions of equity that at the same time support pay norms, collective agreements,
and adequate minimum wages, as well as quasi-universal and generous beneWts.
Politically, such countries could be characterized by strong labor unions (West-
Pedersen 1994).
Analysts, especially those favoring the welfare state-type approach, have empha-

sized a number of methodological shortcomings of total expenditure as a proxy for
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welfare state eVort. They argue that a euro spent on an earnings-related civil servant
pension does not represent the same degree of welfare state eVort as a euro spent on
social assistance. Another simple but important drawback of this line of comparative
research of welfare states is that total expenditure is not really an input indicator,
certainly not a policy-input indicator, but at best an intermediate indicator. Govern-
ments after all do not each year set down the total budget for welfare state expend-
iture; social security budgets tend to be open ended. Total expenditure is the result of
incremental policy making in the past, as well as social and economic developments
on which the government has little inXuence.

Esping-Andersen (1990), Korpi and Palme (1998), and others have tried to char-
acterize welfare states by way of a typology. Having collected a smaller or larger
number of indicators of welfare state characteristics, they try to capture similarities
and diVerences into a limited number of types. Mostly this is done analytically, i.e.
the authors formulate a number of ideal types, and typecast actual welfare states
according to how closely they resemble one of those types. Alternatively, De Beer,
Vrooman, and Willeboer Schut (2001) follow an empirical strategy, investigating
whether Wfty-eight institutional characteristics of welfare states cluster together to
form distinct types (though they use indicators that other researchers would regard
as outcomes, such as labor market participation rates). While diVerent typologies
employ diVerent names, and produce somewhat diVerent country groupings, the
basic pattern is always the same; see Sefton, this volume for a description of Esping-
Andersen’s (1990) typology.

Korpi and Palme (1998, 675) Wnd the expected relation between welfare state type
and budget size (which is here regarded as an outcome of institutions, not as a
characteristic): welfare states that rely heavily on means testing or on Xat-rate
beneWts tend to have smaller total expenditure levels than welfare states where
earnings-related beneWts play a larger role. For this reason, the former perform
worse in terms of the impact on income inequality and poverty. This leads the
authors to formulate the ‘‘Paradox of redistribution:’’ ‘‘The more we target beneWts
at the poor and the more concerned we are with creating equality via equal public
transfers to all, the less likely we are to reduce poverty and inequality’’ (Korpi and
Palme 1998, 661).

This being said, welfare state types are not always very distinguishable as regards
their impact. Even the correlation between welfare state type and budget size of
which Korpi and Palme (1998, 675) make so much is not very strong, and ‘‘some
countries in the basic security [mainly Anglo-Saxon] and corporatist [mainly Euro-
pean continental] categories have total expenditures levels approximating those in
the encompassing group [Scandinavia].’’ De Beer, Vrooman, and Willeboer Schut
(2001, 5) Wnd that ‘‘the liberal welfare states perform consistently worse on the
indicators for income levelling, income (in)equality and poverty . . . There is how-
ever no consistent diVerence between the social-democratic countries and the cor-
poratist countries. [Both] achieve roughly comparable results in terms of income
protection by using quite diVerent institutions.’’ The qualiWcation ‘‘in terms of
income protection’’ is important here; as regards labor market outcomes social
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democratic welfare states radically diVer from corporatist ones: whereas the former
are characterized by high labor market participation, in particular of women, the
opposite is true of the latter.

3.3 The Impacts of US Welfare Reforms

As each year brings a few or more, smaller or larger, changes in the institutions of
each welfare state, and many of these are evaluated in some way, it is impossible and
probably fruitless to attempt a review of all ‘‘particularistic’’ studies of separate
measures, programs, and reforms. In this section we focus on one particular reform,
namely the US social policy reforms during the Clinton presidency in the years after
1993. The reason for this choice is that this reform was radical, wide ranging, and has
been well studied, and is therefore a good case to illustrate a number of points. An
implication is that we will not only review the impact on poverty and income
distribution, since other outcome variables were equally, if not more, important
for this reform.
Objectives of the Clinton reform included ‘‘to make work pay,’’ and to get people

out of welfare and into work. To this end the Earned Income Tax Credit program was
greatly expanded. This program provides persons with children who are working
with a refundable tax credit for each dollar earned up to a maximum, thereby in
eVect topping up low earnings. (A refundable tax credit is not just subtracted from
taxes to be paid, but actually paid out to households when no taxes are due.)
Furthermore, among other reforms, a lifetime limit of Wve years was set on federal-
funded welfare. For further detail, we refer to Blank and Ellwood (2001). The budget
implications of the reform were huge: between 1992 and 1999, annual real federal
spending on new or expanded programs increased by over $30 billion, which is nearly
twice as much as total spending on Aid to Families with Dependent Children
(AFDC), the main pre-reform welfare program. As a result, the net gain from
working for single mothers on welfare dramatically increased (Blank and Ellwood
2001, 7).
It is instructive to compare the Clinton welfare reform with a simple earnings

disregard program, where welfare recipients can keep part of their beneWt up to a
point if they start earning. This does have the desired eVect of creating Wnancial
incentives for non-working welfare recipients to enter the labor market, but also
creates unwanted incentives for current non-recipients to reduce their work eVort
(Blank, Card, and Robins 1999, 12). This appears to be one of the key reasons for the
disappointing results of the negative income tax experiments of the 1970s. By
contrast, the Clinton welfare reforms contained a number of provisions to limit
this unwanted side eVect, including eligibility restrictions that target beneWts to long-
term welfare recipients, and hours restrictions that limit beneWts to full-time workers
(Blank, Card, and Robins 1999, 40).
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What was the impact of those changes? Perhaps surprisingly, given the scale and
size of the reforms, this question is not easy to answer. Certainly, at the end of
Clinton’s second term, the number of people on welfare had more than halved
compared with the start of his Wrst term. Labor force participation among single
women with children increased by more than 10 percentage points in this period.
Poverty fell signiWcantly. However, at the same time the US economy went through a
period of strong growth and labor force expansion. It turns out to be quite diYcult to
disentangle the impact of policies from the eVects of the booming economy. As Blank
and Ellwood (2001, 31) write, it is relatively easy to document that outcomes changed
at the same time as policy. To establish causality is another matter.

Researchers have spent considerable eVort on doing just that, using a variety
of methods and data, but relying mostly on diVerence-in-diVerence studies on
the state level (see Section 2). These studies indicate that policy changes
were important in getting people oV welfare. Regarding labor market participation,
researchers tend to agree that the Clinton policy changes dramatically increased work
by single parents, though it is less clear what was the relative contribution of EITC
and other work supports versus welfare reform (Blank and Ellwood 2001, 39).

The focus on labor market participation entails a danger of increased poverty, if
earnings are no greater than the welfare income they replace, and if some persons are
taken oV the welfare books without any alternative source of income. Overall,
however, the net eVect of the policy reforms appears to be positive: poverty declined,
and the income of female-headed families with children rose. At the same time, some
single-mother families at the very bottom probably became worse oV. The most
serious question concerns what will happen if the economy stops growing (Blank and
Ellwood 2001, 53–4). The policy changes are such that the welfare system is most
eVective during an economic upturn (when people Wnd it easy to Wnd a job); how it
will perform during a recession remains to be seen.

4. The Impact of Income Transfers
on Activity

.......................................................................................................................................................................................

It is often alleged that the welfare state, while perhaps a good thing in principle, has a
number of unwanted side eVects, which reduce its real impact. The perverse eVects of
welfare state programs haven been most forcefully put forward by Murray (1984). He
argues that in the USA, the numbers of poor stopped shrinking in the early 1970s, and
then began growing, despite the combination of economic growth and huge in-
creases in expenditures on the poor. Other basic indicators of well-being also took a
turn for the worse in the 1960s, most consistently and most drastically for the poor.
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The reason for this turn of events, according to Murray, was precisely the huge
expansion of welfare state programs, which encouraged behavior that perpetuated
the state of poverty, through early school drop-out, weak attachment to the labor
market, and family break-up. These failures were then masked through too generous
transfers. While many analysts have argued that Murray’s thesis does not Wt the facts
(e.g. Jencks 1992), much time and energy have been devoted to identifying the
possible perverse side eVects of welfare state programs. In this section we will look
at two such side eVects, namely discouraging people fromworking, and crowding out
informal care by relatives.

4.1 Impact on Labor Supply

The impact of welfare state programs on labor market participation is the subject of
an enormous literature, often of great technical complexity, which is impossible to do
justice to in one section of a short chapter. Below, we present certain highlights which
give some impression of the variety of issues and results.
The standard economic textbook model (Danziger, Haveman, and Plotnick 1981,

979; Atkinson 1993a) is that persons trade oV work against leisure, and that ceteris
paribus they will prefer leisure over work. Under these assumptions, transfer pro-
grams that provide income support without requiring work will unambiguously
reduce labor supply through the income eVect, that is, people will use the extra
income to ‘‘buy’’ extra leisure time. Some persons will work fewer hours, and others
will stop working altogether. Transfers that are means tested will have an additional
labor supply reducing eVect, as for each euro or dollar earned a part of the beneWt is
withdrawn. The eVect of taxes is ambiguous: the fact that taxes reduce net earnings
may induce persons either to work more to make up for the lost earnings (income
eVect), or to work less, as each hour worked brings in less in net earnings (substi-
tution eVect).
This bare-bones economic textbook model ignores many dimensions of work and

labor supply, as explained by Atkinson (1993a). One is the assumption that people are
completely free to choose their hours of work, implying that there is no involuntary
unemployment, or compulsory early retirement. Another is the disregard for the
institutional context of labor supply decisions, e.g. the presence of collective bargain-
ing, restrictions on laying-oV employees, or the fact that real-world tax systems often
produce non-linear budget constraints. Income-tested beneWts moreover may imply
that the budget constraint is non-convex, and eVective marginal tax rates may be
higher at low earnings than higher up the scale. People living on social assistance may
even Wnd themselves in a so-called ‘‘poverty trap,’’ as any eVort to obtain additional
earnings may not bring them any advance in net-income terms. Furthermore, labor
market decisions are not made individually, but within families, which may be taxed
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jointly, and where there is also unpaid but essential household production work to be
done. The trade-oV is therefore not simply one between net income and leisure, but
between consumption goods bought in the market and having more time for
household activities, and also between the incomes and non-working time of hus-
band and wife. Moreover, lifetime considerations may be important, as people may
work hard during their prime-age years to provide for their (early) retirement.

Thus, economic theory, certainly when some model assumptions are relaxed,
cannot provide a clear-cut answer as regards the direction of the eVect of real
world tax-and-transfer systems, and moreover, theory is silent on the magnitude of
the eVects, which is as important as the direction. Empirical studies only can provide
useful answers. There are several approaches in this domain. One is to use real-world
socioeconomic experiments, of which the best-known example is probably the New
Jersey negative income tax experiment (Pechman and Timpane 1975). The broad
conclusion from this and other similar experiments was that there was a noticeable
but not massive reduction in work eVort (Atkinson 1993a, 43). Yet, although the
evidence produced by such experiments is unique, it cannot be regarded as conclu-
sive, for the reasons set out in Section 2. Other studies have followed the before-after
method, or the modeling approach outlined in Section 2.

Atkinson (1993b, 297), reviewing a number of such studies, concludes that, overall,
‘‘a number of the eVects that have been identiWed are relatively small in size,’’ and
‘‘there are relatively few situations in which a disincentive eVect has been clearly
established.’’ There is evidence that taxation causes married women to work less, but
little evidence of a negative response by prime-age male workers. There is also little
clear evidence that beneWts represent a major discouragement to take up work. One
reason for this is that, though the tax-and-transfer system in many countries creates a
poverty trap, this may aVect relatively few people. Also, transfers may have a positive
impact (the so-called entitlement eVect), as people keep working or looking for work
in order to become or remain eligible for beneWts.

Another group for which tax-and-transfer arrangements may have an important
eVect on labor market participation (apart frommarried women) is men aged 50–64.
In many countries participation rates for this group have fallen drastically during the
last four decades. Gruber and Wise (1998) show that, across a number of OECD
countries, labor force participation of older persons is strongly related to the implicit
social security tax on work. This implicit tax arises because in many countries,
staying on for one more year in the labor force for older persons implies a reduction
in the present discounted value of total pension beneWts during the remaining
lifetime. In some cases, this reduction is even larger than the net wages earned during
the extra period in work! The ‘‘tax force to retire’’ is especially strong in Italy,
Belgium, the Netherlands, Germany, and France. However, as Gruber and Wise
note, in some countries (e.g. Belgium) the reduction in labor market participation
of older persons was not an unwanted side product; rather, encouraging older
workers to leave the labor force was an explicit goal, with a view to easing labor
market tension and reducing unemployment among younger workers.
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Welfare state arrangements and even public transfers can also help to keep persons
in work. This was after all one of the objectives of the Clinton social policy reforms
discussed in Section 3.3. Another illustration is provided by an interesting cross-
national study by Gornick, Meyers, and Ross (1996) on the employment of mothers
with young children. Gornick et al. note that easier (cheaper) access to child care will
increase mothers’ employment rate, either (and equivalently) because it reduces the
value of time spent at home, or because it increases the net wage mothers can earn.
The eVect of paid maternity leave cannot be predicted unambiguously—on the one
hand it may strengthen mothers’ attachment to paid work, on the other it may
induce some women to stay at home (temporarily) who would otherwise have kept
on working. The direction and especially the magnitude of these eVects is therefore
an empirical matter. Gornick et al. look at what they call the ‘‘child penalty:’’ the
decrease in the probability of employment of mothers, given the presence of young
children, all else equal. Compared with an analysis of employment rates per se, this
has the advantage that all kinds of institutional and macroeconomic variables are
implicitly controlled, insofar as it can be assumed that these other factors aVect
mothers of young children and other women, e.g. mothers of teenage children,
equally. Gornick et al. compare the ‘‘child penalty’’ with a pair of indices that
integrate a range of measures of public support for child care and parental leave.
They Wnd that these two are strongly related—in some countries which do not
strongly support maternal employment the ‘‘child penalty’’ is as large as 35 (Austra-
lia) or 45 percentage points (UK), while in Sweden there appears to be no ‘‘child
penalty’’ whatsoever.

4.2 The Impact of Welfare State Provisions on Family Care

Some observers maintain that the welfare state not only carries an economic cost in
lost hours of work, but also crowds out compassion and activity from private life
(Burenstam Linder 1970, quoted in Ringen 1989, 119). One relationship that should be
particularly sensitive to such perverse inXuences is that between the elderly and their
children. Formal, social, and emotional ties are less strong than they are between
spouses, and between parents and young children within the nuclear family. Old-age
care is generally seen as more burdensome than child care (Ringen 1989, 129–30). So
what is the evidence as regards the eVect of increasing, the supply of public old-age
care on family care? According to Ringen (1989, 134) ‘‘informal care in the family
sector is still the dominant form of old-age care.’’ ‘‘There are no signs . . . of a decline
in family activity, of less vitality or compassion in the sensitive relationships between
the elderly and younger family members.’’ However, since Ringen wrote those
conclusions, much new research on this topic has been published.
Many writers on this topic take the position that family care and public provisions,

far from being substitutes, are actually complements. Several arguments are
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advanced in this regard. Families will be more willing to provide help when burdens
are not too heavy. Also, generous pensions enable the older generation to reciprocate
support from the younger generation. Public services may allow families to specialize
in psycho-social support rather than instrumental help (Daatland 2001, 18–19).
Three kinds of evidence can be called upon to determine whether the substitution
or the complement eVect predominates. First of all, there are cross-country diVer-
ences. These indicate that substitution eVects are likely, as countries with the highest
level of services seem to have the lowest level of family care (Daatland 2001, 19).
However, these diVerences may be due to the more familistic culture of Germany and
Italy (which may be associated with both less public care and more private care),
compared with the (allegedly) more individualistic societies of Scandinavia. Sec-
ondly, there are cross-sectional studies which investigate whether elderly people tend
to receive help from one source only, or whether public services and family help
appear together. Such studies typically suggest that family care and public provisions
are indeed complements, as many elderly persons use both even when controlling for
need (e.g. Künemund and Rein 1999, in a Wve-country study). In a literature review
with a focus on longitudinal studies, Penning and Keating (2000) conclude that the
Wndings suggest that formal services are not used to displace or substitute for
informal care but rather, that formal services tend to be used to supplement and
complement the care provided by the informal network.

Finally, one can follow developments over time: when public services expand, does
family care go down, and vice versa? Here the available evidence is mixed. A study by
Lingsom (1997, quoted in Daatland 2001) for Norway suggests that this does not
happen. Families were not crowded out, nor did they withdraw, when alternative
sources of help were available. On the other hand, Johansson et al. (2003) claim that
results show that relatives more often provided care to older people half a century
ago than in contemporary Sweden. More recently, cutbacks in public services in
Sweden have led to a substantial reversal in care patterns. Increased input from
families matches the decline of public services. A positive reading of these results
would be that even in individualistic Sweden the welfare state has not destroyed the
bonds between elderly persons and their children: when needed (again), the latter are
ready to provide help.

5. Conclusion
.......................................................................................................................................................................................

Since this chapter as a whole is fairly short and rather synthetic in nature, it hardly
needs summary. However, we would like to make some general points, Wrst on
methodological issues and then on substantive ones.

First, a methodological point that is perhaps rather uncontroversial, but still worth
making. Theory, certainly economic theory, is in general insuYcient to predict the
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impact of policies. Theory can guide us as to what to look for, but often the direction
of the eVects, and almost always their magnitude, can only be established empirically.
Often, eVects that loom large in the theoretical literature turn out to be insubstantial
in the real world.
A second, perhaps less obvious point is that, even though the tool kit of policy

analysts contains a variety of methods, it is often very hard to identify, let alone
quantify the impact of particular policies with a reasonable degree of accuracy. Even
the consequences of the US welfare reform under Clinton turned out to be hard to
pinpoint, despite the scope of the reforms, and the wealth of data seemingly available.
Social experiments are perhaps inherently the most powerful method, but they are
suitable only for programs that are not yet in place, and that can be enacted on a
small scale. For larger and existing programs the diVerence-in-diVerence method is
perhaps the most valid and convincing way to measure policy impacts, whenever it
can be applied. The problem of Wnding a suitable comparison group is often not
trivial, though. The fundamental problem seems to be that the impacts of policy
changes are often small compared with those of exogenous social and economic
developments. It then becomes diYcult to tease out the message from the noise.
Thirdly, macro-social comparative studies, which look at large institutions such as

welfare states as a whole, have given us important new insights in the past decades.
However, the fact that multivariate analysis is nearly impossible with Wfteen or
twenty cases (rich democratic nations) limits crucially the power of this approach.
It therefore has no answer to the basic fact that each welfare state is embedded in a
diVerent society, making it very diYcult to distinguish impact from association.
Welfare state typologies are very useful to get some grasp on the otherwise bewilder-
ing variety of institutional characteristics, but appear to have limited potential as
predictors of impacts. Perhaps the most fruitful approach is represented by com-
parative studies which look at the impact of policy packages oVered by diVerent
welfare states to particular groups, such as mothers with young children, or males at
pre-retirement ages. At this middle-of-the-road level, policies can be described, or
even quantiWed with a fair degree of precision; there is often more variety in
outcomes; and the relationship between policies and outcomes is more easily estab-
lished, and easier to interpret.
The main substantive conclusion we can draw from the material presented above

(despite some methodological reservations) is that policies do have an impact, in the
sense of making a diVerence to people’s actual living circumstances. There can be
little doubt that large welfare states are more equalizing than smaller welfare states,
although it is probable that large welfare states can only Xourish in societies that are
rather egalitarian in the Wrst place. Their impact is not entirely frittered away through
unintended side eVects. The experience of US welfare reform under Clinton indicates
that a well-designed package of programs can induce people to move oV welfare rolls
and into work. Comparative research shows that older people retire early when
pension and other beneWt systems contain clear incentives to do so. Studies suggest
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strongly that mothers with young children continue working, or return to the
labor force after a time, if a package of beneWts and services is in place that helps
them to do so.

Secondly, the examples just quoted suggest that a large policy impact requires a
large program—or package of programs. Measures need to be well designed, well
funded, and sustained over time. Attempts to get results ‘‘on the cheap’’ can backWre.
The largest example of this is perhaps the ‘‘paradox of redistribution’’ (Korpi and
Palme 1998). Welfare states that attempt to target resources onto the poor tend to
have lower redistributive budgets, resulting ultimately in more poverty and more
income inequality, compared with welfare states that rely on more universal beneWts.

The third conclusion is an instance of the previous one, but worth mentioning in
its own regard: people react to incentives, provided these are clear and large. Welfare
mothers in the USA move back to work if it is made clearly worth their while to do
so. Older men in some continental welfare states retire early in great numbers, when
the rules of existing pension and other beneWt systems minimize the gains of
continuing to work (calculated on a lifetime basis).

Fourthly, we do not intend to imply that getting a large impact is just a matter of
spending a large amount of money. In all of the examples just quoted the impact was
produced by a package of programs, not by just a single measure. Such a package
needs to be well designed, so that the diVerent parts work together towards the same
objectives. The comparison of the complicated welfare reforms under Clinton with
the rather simple negative income tax proposals indicates that real-world policy
packages are often quite complex and detailed, and need to be so, in order to contain
unwanted side eVects, and to keep costs in check.
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c h a p t e r 1 5
...................................................................................................................................................

THE POLITICS OF
POLICY

EVALUATION
...................................................................................................................................................

mark bovens
paul ’t hart

sanneke kuipers

1. Evaluation between ‘‘Learning’’
and ‘‘Politicking’’

.......................................................................................................................................................................................

In this chapter policy evaluation refers to the ex post assessment of the strengths and
weaknesses of public programs and projects. This implies we shall not address the
voluminous literature on ex ante policy analysis, where methods to evaluate policy
alternatives are developed and oVered to policy makers and other stakeholders as
decision-making aids (see, e.g., Nagel 2002; Dunn 2004). We shall argue that policy
evaluation isan inherentlynormative act, amatterofpolitical judgement. It canatbestbe
informed but never fully dominated by scholarly eVorts to bring the logic of reason,
calculation, and dispassionate truth seeking to the world of policy making. Policy
analysis’s mission to ‘‘speak truth to power’’ (Wildavsky 1987) is laudable, and should
be continued forcefully, but scholars should not be naive about the nature of
the evaluation game they participate in (Heineman et al. 1990, 1). In the ideal world



of policy analysis, policy evaluation is an indispensable tool for feedback, learning, and
thus improvement. In the real world of politics, it is always at risk of degrading into a
hollow ritual or a blame game that obstructs rather than enhances the search for better
governance.
When public policies are adopted and programs implemented, the politics of

policy making do not come to an end. The political and bureaucratic controversies
over the nature of the problems to be addressed and the best means by which to do so
that characterize the policy formulation and policy selection stages of the policy cycle
do not suddenly abate when ‘‘binding’’ political decisions are made in favour of
option X or Y. Nor do the ambiguities, uncertainties, and risks surrounding the
policy issue at stake evaporate. They merely move from the main stage, where
political choices about policies are made, to the less visible arenas of policy imple-
mentation, populated by (networks of) bureaucratic and non-governmental actors
who are involved in transforming the words of policy documents into purposeful
actions. At one time or another, the moment arrives to evaluate what has been
achieved. This moment may be prescribed by law or guided by the rhythm of budget
or planning and control cycles. It may, however, also be determined by more political
processes: the replacement of key oYcials, elections that produce government turn-
overs, incidents or Wgures that receive publicity and trigger political calls for an
investigation, and so on.
Whatever its origins, the ideal-typical structure of a formal evaluation eVort

is always the same: an evaluating body initiates an investigation with a certain scope
(what to evaluate: which programs/projects, policy outcomes, and/or policy-
making processes, over which time period?); it employs some—explicit or implicit
—evaluation criteria; it gathers and analyzes pertinent information; it draws
conclusions about the past and recommendations for the future; and it presents
its Wndings. Beneath this basic structure, tremendous variations exist in
evaluation practices (Fischer 1995; Vedung 1997; Weiss 1998; Weimer and
Vining 1999; Nagel 2002; Dunn 2004). They diVer in their analytical rigor,
political relevance, and likelihood to produce meaningful learning processes (cf.
Rose 1993).
Bodies that conduct evaluations range from scientiWc researchers acting on their

own accord to consulting Wrms to public think tanks, and from institutionalized
watch dogs such as ombudsmen or courts of audit, to political bodies such as
parliamentary commissions. Some of these evaluations are discreet and for direct
use by policy makers; others occur in a blaze of publicity and are for public
consumption and political use. One and the same policy program or episode may
be evaluated by several of these bodies simultaneously or over time. It frequently
happens that one type of evaluation exercise triggers others. For instance, the crash of
a Dutch military cargo plane at Eindhoven airport in 1996 and the subsequent
disaster response by the military and local authorities led to no less than Wfteen
separate investigation eVorts by various government bodies, courts, and think tanks.
This cascading eVect was partly caused by the fact that both the cause of the accident
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and the adequacy of the response were subject to speculation and controversy,
including the taking of provisional disciplinary sanctions against military airport
oYcials. Moreover, diVerent evaluation bodies may even compete overtly: govern-
ment-initiated versus parliamentary evaluations, diVerent chambers of parliament
with diVerent political majorities each conducting their own investigations into some
presumed policy Wasco, governmental versus stakeholder evaluations, national versus
IGO evaluations, and so on. The Reagan government’s so-called Iran-Contra aVair
(which included the selling of arms to Iran in the hope of securing the release of
American hostages held by Shi’ites in Lebanon) set in motion three evaluation
eVorts: one by a blue-ribbon presidential commission, one by the Senate, and one
by the House of Representatives. Not surprisingly, the three reports were all critical of
the course and outcomes of the policy, but diVered markedly in the attribution
of responsibility for what happened (see Draper 1991).

In the ideal world of the positivist social scientist, we stand to gain from
this multiplicity: presumably it results in more facts getting on the table, and thus
a more solid grasp of what happened and why. In the real world, multiple evaluations
of the same policy tend to be non-cumulative and non-complementary.
Their methods and Wndings diverge widely, making it hard to reach a single authori-
tative or at least consensual judgement about the past and to draw clear-cut lessons
from it.

In this chapter we shall approach the politics of policy evaluation in two ways. First
we shall elaborate on the roles and functions of policy evaluation in the broader
politics of public policy making. Then we shall look at how key schools of policy
analysis propose to deal with the essentially contested, inherently political nature of
evaluation. Each, we argue, has crucial strengths and shortcomings. In the Wnal
section, we oVer our own view of how policy analysis may cope with the conundrum
of ex post evaluation.

2. The Politics of Policy
Evaluation

.......................................................................................................................................................................................

It is only a slight exaggeration to say, paraphrasing Clausewitz, that policy evaluation
is nothing but the continuation of politics by other means. This is most conspicuous
in the assessment of policies and programs that have become highly controversial:
because they do not produce the expected results, because they were highly contested
to begin with, because they are highly costly and/or ineYcient, because of alleged
wrongdoings in their implementation, and so on. The analysis of such policy
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episodes is not a politically neutral activity, which can be done by fully detached,
unencumbered individuals (Bovens and ’t Hart 1996). The ominous label of ‘‘failure’’
or ‘‘Wasco’’ that hovers over these policies entails a political statement. Moreover,
once policies become widely viewed as failures, questions about responsibility and
sometimes even liability force themselves on to the public agenda. Who can be held
responsible for the damage that has been done to the social fabric? Who should bear
the blame? What sanctions, if any, are appropriate? Who should compensate the
victims? In view of this threat to their reputations and positions, many of the oYcials
and agencies involved in an alleged Wasco will engage in tactics of impression
management, blame shifting, and damage control. The policy’s critics, victims, and
other political stakeholders will do the opposite: dramatize the negative conse-
quences and portray them as failures that should, and could, have been prevented
(cf. Weaver 1986; Gray and ’t Hart 1998; Anheier 1999; Hood 2002).
The pivotal importance of blaming entails the key to understanding why the

evaluation of controversial policy episodes itself tends to be a highly adversarial
process. The politics of blaming start at the very instigation of evaluation eVorts:
which evaluation bodies take on the case, how are they composed and briefed (Lipsky
and Olson 1977)? It is highlighted especially by the behaviour of many stakeholders
during the evaluation process. To start with, the very decision to have an incident or
program evaluated may be part of a political strategy. Penal policy constitutes an
interesting example of this. In most countries, prison escapes take place from time to
time, and in some periods their incidence increases. But there appears to be no
logical connection between objectiWable indicators of the severity of the problem
such as their frequency, their success rate, the number of escapees per annum, and
the likelihood of major evaluation and learning eVorts being undertaken at the
political level. In the Netherlands, for example, political commotion about prison
escapes rose to peak levels at a time when all penal system performance indicators
were exceptionally good after an earlier period of problems and unrest. Rather, the
scale, scope, and aims of a post-escape investigation seem to be a function of purely
coincidental factors such as the method of escape and the level of violence, as well as
the nature of the political climate regarding criminal justice and penal policy at any
given time (Boin 1995; Resodihardjo forthcoming).
Even seemingly routine, institutionalized evaluations of unobtrusive policy pro-

grams tend to have political edges to them, if only in the more subterraneous world
of sectoral, highly specialized policy networks. Even in those less controversial
instances, policy evaluations are entwined with processes of accountability and lesson
drawing that may have winners and losers. However technocratic and seemingly
innocuous, every policy program has multiple stakeholders who have an interest in
the outcome of the evaluation: decision makers, executive agencies, clients, pressure
groups. All of them know that apart from (post-election) political turnovers or
crucial court cases, evaluations are virtually the only moments when existing policy
trajectories can be reassessed and historical path dependencies may be broken (cf.
Rose and Davies 1994). Evaluations hold the promise of a reframing of a program’s
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rationale and objectives, a recalibration of the mix of policy instruments it relies on, a
reorganization of its service delivery mechanisms, and, yes, a redistribution of money
and other pivotal resources among the various actors involved in its implementation.
Hence in the bulk of seemingly ‘‘low-politics program’’ evaluations, the stakes for the
circle of interested parties may be high (Vedung 1997, 101–14; Pawson and Tilly 1997;
Radin 2000; Hall and Hall 2004, 34–41).

Astute players of the evaluation game will therefore attempt to produce facts and
images that suit their aims. They will produce—or engage others to produce—
accounts of policy episodes that are, however subtly, framed and timed to convey
certain ideas about what happened, why, and how to judge this, and to obscure or
downplay others. They will try to inXuence the terms of the evaluation, in particular
also the choice and weighting of the criteria by which the evaluators arrive at their
assessments. Evaluating bodies and professional policy analysts will inevitably feel
pressures of this kind building up during the evaluation process. The list of tactics
used by parties to inXuence the course and outcomes of evaluation eVorts is long,
and somewhat resembles the stratagems of bureaucratic and budgetary politics:
evaluators’ briefs and modus operandi may be subject to continuous discussion;
key documents or informants may prove to be remarkably hard, or sometimes
remarkably easy, to encounter; the drafting and phrasing of key conclusions and
recommendations may be a bone of contention with stakeholder liaisons or in
advisory committees; there may be informal solicitations and démarches by stake-
holders; reports may be prematurely leaked, deeply buried, or publicly lambasted by
policy makers. In short, even the most neutral, professional evaluators with no
political agenda of their own are likely to become both an object and, unwittingly
or not, an agent of political tactics of framing, blaming, and credit claiming
(see Bovens et al. 1999; Brändström and Kuipers 2003; Pawson and Tilley 1997;
Stone 1997).

3. Dealing with the Political in Policy
Evaluation

.......................................................................................................................................................................................

Policy scientists have long recognized these political ramiWcations of policy evalu-
ation, but have found it impossible to agree on how to cope with them. The
cybernetic notion of evaluation as a crucial, authoritative ‘‘feedback stream’’ that
enhances reXection, learning, and thus induces well-considered policy continuation,
change, or termination, has ceased to be a self-evident rationale for elaborating
evaluation theory and methodology. The political realities have simply been too
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harsh. ‘‘The Weld of evaluation is currently undergoing an identity crisis,’’ lamented
two advocates of the positivist approach to policy analysis twenty years ago
(Palumbo and Nachimas 1983, 1). At that time, a multitude of alternative approaches
had taken the place of the single methodology and assumption set of the classical,
Wrst-generation policy analyst of the science-for-policy kind. The mood of optimism
and its belief in planned government intervention that had characterized for instance
Johnson’s ‘‘Great Society Program’’ in the United States was replaced by a mood of
scarcity and skepticism (Radin 2000; see also Rossi and Freeman 1993, 23). The focus
in policy analysis shifted from ex ante evaluation to ex post evaluation, because the
creation of large public policies became less fashionable than the scrutiny of existing
programs (Radin 2000, 34). As Dye (1987, 372) put it, it became ‘‘exceedingly costly
for society to commit itself to large-scale programs and policies in education and
welfare, housing, health and so on, without any real idea about what works.’’
Instrumental policy evaluation continued to be a stronghold in the Weld of
policy analysis, although it was now increasingly exploited as a tool to measure
ex post cost–beneWt ratios to support retrenchment eVorts by New Right govern-
ments (Radin 2000; Fischer 1995).
At the same time, the value trade-oVs and political controversies involved in the

scrutiny of existing public policies raised questions about the neutrality assumptions of
policy analysis. The apolitical, quantitative assessments of policy outcomes that were
supposed to support optimal decisionmaking in the 1950s and 1960s became the subject
of increasing criticism.The judgemental character of policy evaluation provokeddiscus-
sion about its inherently normative, political nature, and about the initial stubbornness
amongpolicy analysts steeped in the rationalistic tradition todeny that evaluating policy
impact is ‘‘an activity which is knee-deep in values, beliefs, party politics and ideology,
and makes ‘proving’ that this policy had this or that impact a notion which is deeply
suspect’’ (Parsons 1995, 550). A new generation of policy analysts came up, and rejected
the fundamental assumption that it is possible to measure policy performance in an
objective fashion. Like Hugh Heclo, they argued that ‘‘a mood is created in which the
analysisof rationalprogramchoice is takenas theone legitimatearbiterofpolicyanalysis.
In this mood, policy studies are politically deodorized—politics is taken out of policy-
making’’ (Heclo 1972, 131). Several approaches to policy evaluation were developed to
‘‘bring politics back in’’ (Nelson 1977; Fischer 1980; Majone 1989).
The diversity of evaluation approaches that has developed since will be discussed

here in terms of two traditions. The dividing line between those traditions will be
based on the way norms, values, interests, and power are accommodated in evalu-
ation. The rationalistic tradition with its strong emphasis on value neutrality and
objective assessments of policy performance tries to save evaluation from the pres-
sures of politics, by ignoring these pressures or somehow superseding them. In
contrast, the argumentative tradition sees policy evaluation as a contribution to the
informed debate among competing interests and therefore explicitly incorporates
politics in the ex post analysis of policy performance.
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3.1 Rationalistic Policy Evaluation

The rationalists advocate a rigorous separation of facts and values and explicitly
strive to produce apolitical knowledge (Hawkesworth 1988; Lynn 1999; Mabry 2002).
Policy analysis is rooted in positivism and strives to produce factual data about
societal structures and processes by employing concepts and methods borrowed from
the natural and physical sciences. Policy analysis serves to bring about rational
decision making in the policy process. Judgements about a program’s or project’s
eVectiveness and eYciency have to be based on reliable empirical data. It is the task of
the policy analyst to produce information that is free from its psychological, cultural,
and linguistic context. Because such information transcends historical and cultural
experiences, it is assumed to have political and moral neutrality.

Rational methods can be used to construct theoretical policy optimums (in terms
of both eYciency and eYcacy); in evaluation one can then measure the distance of
actual policy outcomes from this optimum. Evaluation thus yields policy-relevant
information about the discrepancies between the expected and factual policy per-
formance (Dunn 2004). According to Berk and Rossi (1999, 3) evaluation research is
‘‘essentially about providing the most accurate information practically possible in an
even-handed manner.’’ Political decisions and judgements require testimonies
based on generally applicable and scientiWcally valid knowledge for ‘‘it is rarely
prudent to enter a burning political debate armed with only one case study’’
(Chelimsky 1987, 27). The eVort to ‘‘remedy the deWciencies in the quality of
human life’’ requires continuous evaluation directed at the improvement of policy
programs, based on valid, reliable empirical information (Rossi, Freeman, and Lipsey
1999, 6).

This form of policy evaluation assumes the existence of an exogenously produced,
i.e. given, set of clear and consistent policy goals and/or other evaluation standards. It
also assumes intersubjective agreement on which indicators can be identiWed to
measure the achievement of these goals. Some rationalistic evaluators might acknow-
ledge that evaluation is in essence a judgement on the value of a policy or program
and therefore goes beyond the realms of empirical science (Dunn 2004), or that
policy evaluation takes place in a political context with a multitude of actors and
preferences involved. For example, Nagel’s (2002) approach to ex ante policy evalu-
ation includes political considerations to the extent that it proposes a ‘‘win-win
analysis’’ to be made: a survey and assessment of the preferred alternatives of political
actors involved to Wnd among them an alternative that exceeds the best initial
expectations of representatives of the major viewpoints in the political dispute. But
their bottom line is clear: Dunn (2004), for instance, asserts that the outcome of
policy evaluation is a value judgement, but that the process of evaluation nevertheless
has to provide unbiased information. Likewise, the Rossi et al. (1999) handbook self-
consciously advocates the systematic application of social research procedures,
emphasizing the analysis of costs and beneWts, targets, and eVects. Earlier, they did
not only argue that evaluation should provide value-neutral information to political
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decision makers, but also that context-sensitive, biased, and argumentative evalu-
ators are ‘‘engaged in something other than evaluation research’’ (Rossi and Freeman
1993, 33).
A remarkably inXuential institutionalized manifestation of the rationalistic

approach to policy evaluation is the Organization for Economic Co-operation
and Development (OECD). The OECD aims to foster good governance
by monitoring and comparing economic development, deciphering emerging
issues, and identifying ‘‘policies that work’’ (according to its own website at
www.oecd.org). Its country reports have gained considerable authority over the
years and its standardized comparisons are used as verdicts on national policy
performance.

3.2 Argumentative Policy Evaluation

This brings us to the other camp. The argumentative critics of the rationalist approach
complain that the positivist world view is fundamentally distorted by the separation of
facts fromvalues. Policy interventionwith respect to social and political phenomena is
an inherently value-laden, normative activity which allows but for a biased evaluation
(Fischer and Forester 1993; Guba and Lincoln 1989). The so-called ‘‘post-positivists’’ or
social constructivists understand society as an organized universe of meanings,
instead of a mere set of physical objects to be measured. It is not the objects per se
that are measured, but the interpretation of the objects by the scientist. The system of
meanings shapes ‘‘the very questions that social scientists choose to ask about society,
not to mention the instruments they select to pursue their questions’’ (Fischer 1995,
15). Facts depend on a set of underlying assumptions that give meaning to the reality
we live in. These assumptions are inXuenced by politics and power, and empirical
Wndings based on these underlying assumptions ‘‘tend to reify a particular reality’’
(Fischer 1998, 135). The Wrst evaluation of the ‘‘Great Society’s’’ Head Start program for
socially deprived children was a measurement of the participating children’s cognitive
development shortly after the program’s implementation. This measurement was a
relatively simple quantitative assessment of only one of the program’s possible positive
eVects. It showed a lack of improvement in the children’s cognitive capacities and that,
compared to the total costs of the government intervention, the program had been an
expensive failure. If only the evaluators had accepted the program’s underlying
assumptions that children would beneWt from their participation by gaining social
experience that would teach them how to function successfully in middle-class-
oriented educational institutions, they would have awaited the results of long-term
monitoring. The short-term evaluation outcomes were very welcome to the new
Nixon administration as an argument to cut down on Head Start considerably
(Fischer 1995). The short-term cost–beneWt analysis that beWtted Nixon’s attack on
large-scale government planning eVorts served to prove him right.
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Likewise, the standardized comparison of budgetary and performance Wgures
employed by think tanks such as the OECD leaves open much interpretative and
therefore contested ground. One ground for dispute concerns the construction of the
categories. In the OECD’s report, the Belgian unemployment rate was put just above
8 per cent of the total labor force; in contrast, the Belgian unemployment agency’s
(www.rva.be) own reports state that it pays unemployment beneWts to more than a
million people monthly, i.e. 23.5 per cent of the labor force (Arents et al. 2000). The
disparity can only be explained by examining closely the deWnitions of ‘‘unemploy-
ment’’ used in studies such as these.

To post-positivists this is just one example among many. They claim it is an
illusion to think that separation between values and facts is possible. Moreover, it
is impossible to create a division of labor between politics and science where
politicians authoritatively establish policy values and scientists can neutrally assess
whether the policy outcomes meet the prior established norms (Majone 1989).
Policy analysts should actively engage in and facilitate the debate on values in
policy making and function as a go-between for citizens and politicians. By attempt-
ing to provide ‘‘the one best solution’’ in ex ante policy analysis and the ‘‘ultimate
judgement’’ in ex post evaluation, the ambition of most (rationalist) policy scientists
has long been to settle rather than stimulate debates (Fischer 1998).

The advocates of the argumentative approach see yet another mission for policy
analysis, including evaluation. Knowledge of a social object or phenomenon emerges
from a discussion between competing frameworks (Yanow 2000). This discussion—
or discursive interaction—concerning policy outcomes can uncover the presupposi-
tions of each framework that give meaning to its results from empirical research.
Policy analysts can intervene in these discussions to help actors with diVerent belief
systems understand where their disagreements have epistemological and ethical roots
rather than simply boiling down to diVerent interests and priorities (Van Eeten 1999;
Yanow 2000). If evaluations can best be understood as forms of knowledge based on
consensually accepted beliefs instead of on hard-boiled proof and demonstration
(Danziger 1995; Fischer 1998), it becomes quite important to ascertain whose beliefs
and whose consensus dominates the retrospective sense-making process. Here, the
argumentative approach turns quite explicitly to the politics of policy evaluation,
when it argues that the deck with which the policy game is played at the evaluation
can be stacked as a result of institutionalized ‘‘mobilization of bias.’’ In that sense
evaluation simply mirrors the front end of the policy process (agenda setting and
problem deWnition): some groups’ interests and voices are organized ‘‘in’’ the design
and management of evaluation proceedings, whereas other stakeholders are organ-
ized ‘‘out.’’ Some proponents of argumentative policy evaluation therefore argue that
the policy analyst should not just help expose the meaning systems by which these
facts are being interpreted; she should also ensure that under-represented groups can
make their experiences and assessments of a policy heard (Fischer and Forester 1993;
Dryzek 2000).

DeLeon (1998) qualiWes the argumentative approach’s enthusiasm about
‘‘consensus through deliberation.’’ He cautions that the democratic ambitions of
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the post-positivists bear the risk of the tyranny of the majority as much as the
shortcomings of positivism. The inWnite relativism of the social constructivists
makes it diYcult to decide just whose voice is most relevant or whose argument is
the strongest in a particular policy debate. The evaluation by social constructivists
may well recognize the political dimension of analytic assessments of policy out-
comes, but it does not by deWnition lead us to more carefully crafted political
judgements.

4. Doing Evaluation in the Political
World

.......................................................................................................................................................................................

How then, should we cope with the normative, methodological, and political chal-
lenges of policy evaluation? In our view, the key challenge for professional policy
evaluators should not be how to save objectivity, validity, and reliability from the twin
threats of epistemological relativism and political contestation. This project can only
lead to a kind of analytical self-deception: evaluators’ perfunctory neglecting or
‘‘willing away’’ pivotal philosophical queries and political biases and forces (Portis
and Levy 1988). It may be more productive to ask two alternative questions. How can
policy analystsmaximize academic rigor without becoming politically irrelevant? And
how can policy evaluations be policy relevant without being used politically? The
Wrst question requires evaluators to navigate between the Scylla of seemingly
robust but irrelevant positivism and the Charybdis of politically astute but philo-
sophically problematic relativism. The second question deals with the applied
dimension. It alerts evaluators to the politics of evaluation that are such a prominent
feature of contemporary policy struggles and of political attempts to ‘‘learn’’ from
evaluations.
The approach to evaluation advocated here should be viewed within the context of

a broader repositioning of policy science that we feel is going on, and which entails
an increased acceptance of the once rather sectarian claim of the argumentative
approach that all knowledge about social aVairs—including public policy making—
is based on limited information and social constructions. If one does so, the hitherto
predominantly positivist and social engineering-oriented aims and scope of policy
evaluation need to be revised or at least broadened. BeWtting such a ‘‘revisionist’’
approach to policy analysis is the essentially incrementalist view that public policy
makers’ best bet is to devote the bulk of their eVorts to enabling society to avoid,
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move away from, and eVectively respond to what, through pluralistic debate, it has
come to recognize as important present and future ills (Lindblom 1990). Policy
analysis is supposed to be an integral part of this project, but not in the straightfor-
ward manner of classic ‘‘science for policy.’’ Instead, the key to its unique contribu-
tion lies in its reXective potential. We agree with Majone (1989, 182) that:

It is not the task of analysts to resolve fundamental disagreements about evaluative
criteria and standards of accountability; only the political process can do that. However,
analysts can contribute to societal learning by reWning the standards of appraisal and by
encouraging a more sophisticated understanding of public policies than is possible from a
single perspective.

This also goes for evaluating public policies and programs. Again we cite Majone
(1989, 183): ‘‘The need today is less to develop ‘objective’ measures of outcomes—the
traditional aim of evaluation research—than to facilitate a wide-ranging dialogue
among advocates of diVerent criteria.’’

In a recent cross-national and cross-sectoral comparative evaluation study, an
approach to evaluation was developed that embodies the main thrust of the ‘‘revi-
sionist’’ approach (Bovens, ’t Hart, and Peters 2001). The main question of that
project, which involved a comparative assessment of critical policy episodes and
programs in four policy sectors in six European states, was how the responses of
diVerent governments to highly similar major, non-incremental policy challenges can
be evaluated, and how similarities and diVerences in their performance can be
explained. A crucial distinction was made between the programmatic and the
political dimension of success and failure in public governance.

In a programmaticmode of assessment, the focus is on the eVectiveness, eYciency,
and resilience of the speciWc policies being evaluated. The key concerns of program-
matic evaluation pertain to the classical, Lasswellian–Lindblomian view of policy
making as social problem solving most Wrmly embedded in the rationalistic approach
to policy evaluation: does government tackle social issues, does it deliver solutions to
social problems that work, and does it do so in a sensible, defensible way (Lasswell
1971; Lindblom 1990)? Of course these questions involve normative and therefore
inherently political judgements too, yet the focus is essentially instrumental, i.e. on
assessing the impact of policies that are designed and presented as purposeful
interventions in social aVairs.

The simplest form of programmatic evaluation—popular to this day because of its
straightforwardness and the intuitive appeal of the idea that governments should be
held to account on their capacity to deliver on their own promises (Glazer and
Rothenberg 2001)—is to rate policies by the degree to which they achieve the stated
goals of policy makers. Decades of evaluation research have taught all but the most
hard-headed analysts that despite its elegance, this method has big problems. Goals
may be untraceable in policy documents, symbolic rather than substantial, deliber-
ately vaguely worded for political reasons, and contain mutually contradictory
components. Goals also often shift during the course of the policy-making process
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to such an extent that the original goals bear little relevance for assessing the
substance and the rationale of the policy that has actually been adopted and imple-
mented in the subsequent years.
Clearly, something better was needed. In our view, a sensible form of program-

matic policy evaluation does not fully omit any references to politically sanctioned
goals—as once advocated by the proponents of so-called ‘‘goal-free’’ evaluation—but
‘‘embeds’’ and thus qualiWes the eVectiveness criterion by complementing and
comparing it with other logics of programmatic evaluation. In the study design,
case evaluators had to examine not only whether governments had proven capable of
delivering on their promises and eVectuating purposeful interventions. They were
also required to ascertain: (a) the ability of the policy-making entity to adapt its
program(s) and policy instruments to changing circumstances over time (i.e. an
adaptability/learning capacity criterion); (b) its ability to control the costs of the
program(s) involved (i.e. an eYciency criterion). In keeping with Majone’s call, these
three general programmatic evaluation logics were then subject to intensive debate
between the researchers involved in the study: how should these criteria be under-
stood in concrete cases, what data would be called for to assess a case, and what about
the relative weight of these three criteria in the overall programmatic assessment?
Sectoral expert subgroups gathered subsequently to specify and operationalize these
programmatic criteria in view of the speciWc nature and circumstances of the four
policy areas to be studied. The outcomes of these deliberations about criteria (and
methodology) are depicted in Fig. 15.1.
The political dimension of policy evaluation refers to how policies and policy

makers become represented and evaluated in the political arena (Stone 1997). This is
the discursive world of symbols, emotions, political ideology, and power relation-
ships. Here it is not the social consequences of policies that count, but the political
construction of these consequences, which might be driven by institutional logics
and political considerations of wholly diVerent kinds. In the study described above,
the participants struggled a lot with how to operationalize this dimension in a way
that allowed for non-idiosyncratic, comparative modes of assessment and analysis. In
the process it became clear that herein lies an important weakness of the argumen-
tative approach: it rightly points at the relevance of the socially and politically
constructed nature of assessments about policy success and failure, but it does not
oVer clear, cogent, and widely accepted evaluation principles and tools for capturing
this dimension of policy evaluation. In the end, the evaluators in the study opted for
a relatively ‘‘thin’’ but readily applicable set of political evaluation measures: the
incidence and degree of political upheaval (traceable by content analysis of press
coverage and parliamentary investigations, political fatalities, litigation), or lack of it;
and changes in generic patterns of political legitimacy (public satisfaction of policy
or conWdence in authorities and public institutions). An essential beneWt of discern-
ing and contrasting programmatic and political evaluation modes is that it highlights
the development of disparities between a policy-making entity’s programmatic and
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political performance. This should not surprise the politically astute evaluator:
political processes determine whether programmatic success, or lack of it, is acknow-
ledged by relevant stakeholders and audiences. The dominant assessment of
many conspicuous ‘‘planning disasters’’—the Sydney Opera House for example—
has evolved over time, as certain issues, conXicts, and consequences that were
important at the time have evaporated or changed shape, and as new actors
and power constellations have emerged (compare Hall 1982 to Bovens and ’t
Hart 1996). In the Bovens et al. study, some remarkable asymmetries between

The governance of decline: policy making for the steel industry
Key policy challenge: Coping with the declining global competitiveness of a
once strategically vital and highly unionized industrial sector involving large
numbers of jobs, often concentrated in particular regions

Programmatic assessment criteria:

• The timing of government steel restructuring initiatives relative to other countries
• The financial costs of restructuring the industry
• The economic viability of the industry in the years following restructuring
• The size of employment losses sustained

Innovation governance—Finance sector
Key policy challenge: Coping with the impact of technological change and
global trends towards deregulation of the banking and financial services sector

Programmatic assessment criteria:

• Number of bank failures and/or relative asset size of failed banks
   Absolute and relative financial costs of bailouts
• Timing of state intervention

Reform governance—Health sector
Key policy challenge: Controlling the modus operandi of the medical
profession, particularly the remuneration and labor conditions of doctors

Programmatic assessment criteria:

• Ability to overcome resistance and achieve intended changes in the targeted
   aspects of the operation of the medical profession
• Duration of reform episode from first plans to actual implementation

Crisis governance—Blood transfusion sector
Key policy challenge: Responding to a novel, ill-structured, and increasingly
threatening and urgent problem of the connection between the emerging AIDS
epidemic and the quality of national blood transfusion systems

Programmatic assessment criteria:

• The timing and scope of donor selection measures
• The timing and scope of mandatory blood tests
• The timing of import stops for untreated blood products
• The timing of health treatment of blood products
• The timing and effectiveness of measures to withdraw existing untreated
   products from the market

Fig. 15.1. Programmatic policy evaluation: an example (taken from Bovens et al. 2001,
20–2)
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programmatic and political evaluations were identiWed. In the banking sector, for
example, (de-)regulatory policies and/or existing instruments for oversight in Spain,
the UK, France, and Sweden did not prevent banking Wascos of catastrophic propor-
tions (i.e. major programmatic failures); at the same time, the political evaluation of
these policies in terms of the evaluation criteria outlined above was not particularly
negative. Likewise, in programmatic terms German responses to the HIV problem in
the blood supply were at least as bad as those in France; in France this became the
stuV of major political scandal and legal proceedings, whereas in Germany the
evaluation was depoliticized and no political consequences resulted. These types of
evaluation asymmetries defy the commonsense, ‘‘just world’’ hypothesis that good
performance should lead to political success, and vice versa. Detecting asymmetries
then challenges the analyst to explain these discrepancies in terms of structural and
cultural features of the political system or policy sector and the dynamics of the
evaluation process in the cases concerned (see Bovens, ’t Hart, and Peters 2001,
593 V.).
Talking not so much about policy analysts but about policy practitioners,

Schön and Rein (1994) have captured the approach to policy evaluation
advocated here under the heading of ‘‘frame-reXection.’’ This implies willingness
on the part of analysts to reXect continuously upon and reassess their own lenses
for looking at the world. In addition, they need to make eVorts to communicate with
analysts using a diVerent set of assumptions. In the absence of such a reXective
orientation, policy analysts may Wnd that they, and their conclusions, are
deemed irrelevant by key players in the political arena. Or they may Wnd themselves
set up unwittingly to be hired guns in the politics of blaming. They ought to be
neither.
ReXective policy analysts may strive for a position as a systematic, well-informed,

thoughtful, and fair-minded provider of inputs to the political process of argumen-
tation, debate, maneuvering, and blaming that characterizes controversial policy
episodes. In our view, their eVectiveness could be enhanced signiWcantly if they
adopt a role conception that beWts such a position: explicit about their own assump-
tions; meticulous in developing their arguments; sensitive to context; and striving to
create institutional procedures for open and pluralistic debate. At the same time,
since the political world of policy Wascos in particular is unlikely to be supportive
of such frame reXection, policy analysts need a considerable amount of political
astuteness in assessing their own position in the Weld of forces and in making sure
that their arguments are heard at what they think is the right time, by the right
people, and in the right way. Finding ways to deal creatively with the twin require-
ments of scholarly detachment and political realism is what the art and craft of policy
evaluation are all about.
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c h a p t e r 1 6
...................................................................................................................................................

POLICY DYNAMICS
...................................................................................................................................................

eugene bardach

Understanding dynamics is about understanding change, and a concern with
policy dynamics has to be, in some measure, about policy change—how to get
from here to there in the political process. This concern should be focused on both
policy-making and policy-implementing processes. Consider the following questions
that call for answers framed at least partially in dynamic terms:

. The federal welfare reform Act1 of 1996 was something of a backlash against an
unpopular program that was seen as encouraging dependency. But was it also:

* An equilibrating move in a political system that tends to seek the
ideological center?

* An evolutionary move towards economic eYciency that either does or
does not have a built-in tropism towards eYciency?

* A product of successful long-term ‘‘learning’’ processes in the policy-
making system?

. Why can’t the United States seem to get a rational health care system that
provides reasonable quality care at reasonable cost to all Americans? Perhaps
one reason is that the dynamics of policy development in this area, begun in
the 1930s, have locked us in to a system that depends heavily, but also only
partially on employer-based Wnancing.

. Regulatory agencies are often said to become captured by the industries they
regulate. How does the process of becoming captured unfold?

. How did the United States Congress come to be such a polarized body? It was
not always this way, and the process took place over many years. How did the

1 Formally known as the Personal Responsibility and Work Opportunity Reconciliation Act
(PRWORA).



process work? Is the process speciWc to this institution and its historical
context(s), or is the process, at least in part, more generic?

. An entrepreneurial group of legislative staV and legislators with close ties to
the powerful Speaker of the California Assembly sought the Speaker’s assist-
ance for a major reform in mental health policy only in the closing days of the
legislative struggle. Why did they wait? Might they have been better oV not
waiting so long?

While this chapter does not attempt to answer these questions in particular, it does
seek to describe and evaluate a number of conceptual frameworks for answering
questions like these.

1. Overview
.......................................................................................................................................................................................

This is not a review essay on the status of a mature Weld. It does not try to summarize
comprehensively the works of others. The study of policy dynamics is not a Weld at
all; and, to the best of my knowledge, no one has previously brought together all the
phenomena I canvass here. I have scanned for work in which dynamics and policy
both happen to be present, even if the authors did not self-consciously intend to
make the connection. I have also not aimed to eliminate subjectivity on my part.
Scanning is bound to be subjective, perhaps idiosyncratic, as is interpretation of the
results.

My main objective is to stimulate research interest in a neglected phenomenon
and, by way of doing so, to present concepts and substantive hypotheses that I have
found stimulating or that others might Wnd so.

The most important others are the likely readers of this Handbook. I assume the
average reader to have a generalist’s interest in the policy process. Hence, I have
favored breadth over depth. Secondly, I have focused more on the institutional
dynamics of the policy-making process than on the evolution of substantive policies
themselves, though obviously the two subject matters overlap. This focus has natur-
ally led me to look primarily to the work done by political scientists, though I also
mention stimulating contributions by economists and other social scientists.2
Thirdly, I have tried to point to policy-relevant applications of leading ideas in the
study of dynamic social systems, even though such applications are often isolated,
pioneering, and not necessarily widely cited by students of the policy process.
Fourthly, I occasionally refer to studies or bodies of work that, although not closely
related to the policy process, suggest the power of certain approaches to the study of
dynamic systems.

2 I am, of course, indebted to the work of Baumgartner and Jones, who have presented a survey on
these topics as well (Baumgartner and Jones 2002).
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In Section 2, I explain some key concepts in systems analysis that are necessary for
understanding dynamics.
Section 3 deals with dynamic processes dominated by negative feedback. They are

in some sense equilibrating, or balance seeking. However, in most cases equilibrium
is not actually achieved, unless one is willing to call oscillating within some broad or
narrow range an equilibrium. They all have to do with what one might think of as
‘‘the balance of power.’’
Section 4 discusses processes dominated by positive feedback. These are

the more integrative processes of political life, e.g. consensus building, network
construction, community mobilization, collective learning, interorganizational
collaboration.
Section 5 brieXy describes dynamic processes that unfold in only one direction.

That is, they do not involve feedback loops. The processes selected here for discussion
involve Wltering and chain reactions, or ‘‘cascades.’’
Section 6 concludes with a short wish list for future research.

1.1 Do Dynamics Matter Anyway?

As this chapter is devoted exclusively to policy dynamics, it would be easy for both
author and reader to be carried away by the putative importance of dynamic
processes and process-related tactical skills relative to, say, institutionalized authority
or interest group power or interpersonal inXuence. The conceptual fascination of the
subject matter, and some of the exotic models to deal with it, increases the tempta-
tion. Not all scholars working in this area have been immune. We should probably
believe, though, that in the end, authority, power, and inXuence all matter more. If
you are wrestling Hercules, you will lose eventually, no matter what the sequence of
holds and escapes along the way. The assumption behind this chapter is merely that
when process dynamics are consequential, we need the conceptual tools and empir-
ical knowledge for understanding them.

2. ‘ ‘Systems’’ and ‘‘Dynamics’’
.......................................................................................................................................................................................

Not all systems are dynamic, but all dynamics occur within systems. We must
therefore say something at the outset about how to understand systems.
Robert Jervis, in System EVects: Complexity in Political and Social Life, provides this

useful deWnition of a system: ‘‘We are dealing with a system when (a) a set of units or
elements is interconnected so that changes in some elements or their relations
produce changes in other parts of the system, and (b) the entire system exhibits
properties and behaviors that are diVerent from those of the parts’’ (Jervis 1997, 6).
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A closed system is one that is responsive only to changes initiated by its own
elements; an open system contains an endogenous core that behaves in many ways
like a closed system but can also receive inputs from its environment. In this chapter,
I consider only open systems but often focus mainly on the dynamics of their
endogenous cores.3

To convey the Xavor of what counts as what, in Terry Moe’s paper on the dynamics
of the National Labor Relations Board (NLRB), the endogenous core consists of the
Board, the staV, and the millions of employers and workers who are potential
complainants, whereas the environment is composed of political oYcials, judges,
and a variety of economic conditions (Moe 1985). In Moe’s analysis of who wins and
who loses at the NLRB, the workings of the endogenous core have an interesting but
minor inXuence compared to inXuences from the larger environment. Exogenous
inXuences on the Board, especially by way of presidential appointments, importantly
shift its pro- or anti-labor tilt. Then endogenous dynamics take over. Suppose, for
instance, the Board shifts its interpretative standards in a direction favorable to labor.
This leads to a temporary increase in the win rate. But this increase is only tempor-
ary. As the backlog of cases to be settled favorably to labor under the standards
diminishes, so too does the average win rate. But the temporarily above-average win
rate, in combination with signals about the Board’s new interpretative standards,
encourages an increase in labor Wlings. The average quality of the new Wlings is below
the average quality of the old caseload, however, and the win rate at the staV level (as
they Wlter cases up to the board) drops. As staV criteria and labor perceptions of
those criteria stabilize, the average merit of cases and the labor win rate converge on
some ‘‘normal’’ level. This new level, though, is more pro-labor than it used to be
before the shifts in the Board’s composition.

2.1 Negative and Positive Feedback Loops

The structure of a system consists of (1) its constituent elements, (2) the rules
governing their interactions, and (3) the information required by the system
to apply the rules. In virtually all dynamic systems of interest to students of
policy, ‘‘running’’ the system creates feedbacks that might alter the structure of the
system.

By means of feedback loops certain system outputs (whether intermediate or Wnal)
inXuence certain of the system’s inputs. For instance, teachers encourage parents to
read to their children, and the children’s improved performance encourages parents
to keep up the good work. The literature on systems dynamics calls such growth-
inducing feedback loops ‘‘positive’’ because in conventional loop diagrams such as

3 Richardson usefully distinguishes two meanings, analytical and material, of ‘‘closed’’ system. In a
material, or real, sense all systems are open. For analytical purposes, however, it sometimes makes sense
to treat certain systems as closed. Jay W. Forrester, a pioneer of at least one wing of contemporary systems
analysis, works only on analytically closed systems (Richardson 1991, 297–8).
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Fig. 16.1 the product of the components’ polarities is positive. ‘‘Negative’’ feedback
loops, on the other hand, have balancing, or equilibrating eVects, as the product of
the polarities is negative. Figure 16.1 diagrams the well-known arms race model of
Lewis Richardson. Richardson’s algebraic model is given in equations (1) and (2),
with x and y representing stockpiles of arms in two nations, m and n being positive
‘‘defense’’ coeYcients, and g and h representing ‘‘grievances’’ or ‘‘aggressive inten-
tions’’ (Richardson 1991, 40).

dx=dt ¼ my " ax þ g (1)

dy=dt ¼ nx " by þ h (2)

In the NLRB case, a larger gap between cases Wled and cases won increased worker
realism, while increased realism fed back and decreased the gap.

2.2 ‘‘Emergent Properties’’ and ‘‘Developments’’

As they run, most complex systems with positive feedback loops create new features,
‘‘emergent properties.’’ In the physical world, think of a pot that miraculously
emerges from the system of clay, wheel, and potter. In the social world, think of
gridlock that emerges from thousands of drivers converging on the same highways or
urban streets. As these examples suggest, emergent properties are properties of the
system as a whole rather than any of its component parts.
‘‘Emergent properties’’ can loosely be translated back into more conventional

language as ‘‘developments.’’ In the course of this chapter I shall refer to many
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Fig. 16.1. Loop structure of Richardson’s linear model of an arms race
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such developments in policy-related systems. I have already mentioned win rates in
the NLRB case. Other such examples will be:

. Partial fragmentation of an advocacy coalition following soon after counter-
mobilization by its opponents.

. The emergence of a functioning ‘‘interagency collaborative’’ out of a combin-
ation of human and non-human assets hitherto relatively independent of one
another.

. A variety of momentum processes that go into the creation of electoral
bandwagons, the construction of implementation networks, and the develop-
ment of legislative consensus.

. The ‘‘lock-in eVect’’ that comes to hem in social policy by all the policies
previously enacted and with which any new policy must be reconciled.

3. Negative Feedback Processes:
The Balancing of Power

.......................................................................................................................................................................................

I discuss two types of negative feedback, or equilibrating, processes. They are:

. Oscillations occurring within certain—perhaps changeable—limits.4

. EVorts being made to maintain a ‘‘monopolistic’’ equilibrium condition, one
based on the superior political power of the monopolists. When reformers do
manage to succeed, this might be termed a ‘‘disequilibrating’’ process.

I will note preliminarily that I ignore the large domain of processes that either do or
might reach a game-theoretical equilibrium. Many of these, such as the Prisoner’s
Dilemma game, are of great relevance to policy making and implementation and
have inspired a large literature. The reason for this omission is that equilibration in
these games, if it occurs, is instantaneous; hence, there is no ‘‘dynamic’’ to talk
about. For the same reason I also omit eVects that compensate for failures to reach
an equilibrium, such as discussed in Miller (Miller 1992).

3.1 Oscillating Processes

Before turning to domestic policy processes, our main interest, let us consider the
classic oscillating system, balance of power politics in the international arena. At its

4 In their generally thorough and insightful work on both positive and negative feedback, Baumgart-
ner and Jones refer occasionally to the ‘‘homeostatic’’ role of negative feedback (Baumgartner and Jones
2002, 8–9). This implies a return to some prior deWned state. I do not think this occurs very frequently.
All I attribute to negative feedback is system movement in a reactive direction.
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core, the process features (1) the rise of a countervailing coalition to challenge any
emerging coalition of states and (2) Xuidity in coalition formation, so that today’s
enemy may be tomorrow’s ally. The system oscillates between relative peace and near-
war, sometimes tipping over into actual war when countervailing threat fails to deter.
However, it also tends to preserve most actors’ territorial integrity and bars the way
to successful total domination (Jervis 1997, 131–3).
Whether or not one thinks the balance of power actually ‘‘works’’—in Renaissance

Italy or in Europe, say, from the seventeenth century until the Second World War—it
is clear that it does not work all the time. When rulers are extremely ambitious or
miscalculate, or countervailing forces are slow to mobilize, the system will break
down. That is, war will occur. These failures do not arise from the dynamics of the
system’s endogenous core, however, but from exogenous forces in the system’s
environment, such as leaders’ psychology (Napoleon, Hitler) or the inXuences of
domestic politics (public opinion in Neville Chamberlain’s England).
Regulatory agencies. In domestic politics, the oscillation of regulatory policy is the

best illustration of negative feedback. As we have seen in the case of Moe’s study of
the NLRB, the inXuence of exogenous factors on the dynamics of the core is a point
of great importance and general applicability. Of course, one might say that the
oscillations in the political environment are themselves the expression of endogenous
processes within a larger system. Like the NLRB, risk regulators such as the Occu-
pational Safety and Health Administration (OSHA) and the Environmental Protec-
tion Agency (EPA) are more aggressive regulators when Democrats are in power than
when Republicans are. This oscillation between parties, and the interest groups that
thrive under their protection, is certainly systematic after a fashion. We shall return
to this point below.
Politics aside, the very nature of risk regulation probably guarantees a certain

amount of endogenous oscillation independent of that induced by the political
environment (Hood, Rothstein, and Baldwin 2001; Bardach and Kagan 2002/1982).
All that is required is regulators who wish to adhere to norms about making ‘‘good
public policy’’ but who work under conditions of great technical uncertainty. This is
a standard condition for almost all risk-regulating agencies. Good scientiWc infor-
mation is often lacking about what exposures cause how much damage to what kinds
of individuals under which circumstances. Nor do regulators know with certainty
whether, in the real world of policy and program implementation, particular rem-
edies will be applied eVectively or not. Following Jonathan Bendor, suppose that
regulators follow heuristics like ‘‘If it seemed to work in the past, keep on doing it’’
and ‘‘If it didn’t seem to work, tighten (loosen) the regulatory regime.’’ As long as
mistakes appear to happen, the agency will not get trapped in a suboptimal regime,
but it will not be able to prevent its oscillating away from an optimal regime either
(Bendor 2004, 13–14).
Bendor uses the Food and Drug Administration as his primary illustration,

following the work of Paul Quirk (Quirk 1980, ch. 6), and plausibly assumes that
the point of optimal stringency lies within the limits of oscillatory movement. But of
course, it need not do so. Bardach and Kagan (2002/1982) postulate a regulatory
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dynamic that has regulatory stringency (in its multiple dimensions) oscillating
according to political pressures in the short run and the medium run but over the
long run, drifting upward. They refer to a ‘‘regulatory ratchet.’’ In any given cycle,
stringency may be reduced, but it will not be reduced below its lowest level in the
previous cycle. If such a ratchet is indeed at work,5 it would be a fortunate but only
temporary happenstance that the optimum point would be located within the
oscillatory limits.

Spending. In ‘‘The public as thermostat: dynamics of preferences for spending,’’
Christopher Wlezien explicitly tests a negative feedback hypothesis, one based on
what he takes to be a theory of democratic accountability, in which the public ‘‘would
adjust its preferences for ‘more’ or ‘less’ policy in response to policy outputs
themselves. In eVect, the public would behave like a thermostat; when the actual
policy ‘temperature’ diVers from the preferred policy temperature, the public would
send a signal to adjust policy accordingly, and once suYciently adjusted, the signal
would stop’’ (Wlezien 1995, 981). Wlezien did Wnd, in regard to defense and to Wve
social programs, that public preferences were a counterweight to budgetary appro-
priations: whatever direction they had moved in, public opinion wanted them to
move back.

Elections and parties. Periodic contested elections in a two-party system are, of
course, a negative feedback systemwrit very large. Although in a separation-of-powers
system the idea of a ‘‘party in power’’ is sometimes ambiguous, over time grievances
build up against whoever is identiWed as ‘‘the party in power,’’ and voters ‘‘throw the
rascals out.’’ That these grievancesmay not realistically be attributable to the actions of
the party or its standard bearers (Fiorina 1981) is not to the point. The feedback loop
from party conduct to voter attributions of responsibility is not the only source of
such attributions, and systems can function as smoothly with irrational as rational
feedback. The system-like quality of electoral oscillations is not diminished by the lack
of uniformity in the intervals between turnovers. The duration of such intervals
probably must be explained by exogenous factors, such as business cycles, changing
demographics, and random shocks from foreign events or scandals.6

Within particular election seasons, negative feedback systems also come into play.
Anthony Downs’s well-known spatial models of party positioning show that, in a
simple single-dimensional (left/right) world of voter preferences, two parties are
driven towards the center as they compete for the loyalties of the median voter. This
is not a negative but a positive feedback system. However, the process may not move
to completion, as the party leaders (candidates) are dragged back from the center by
the threat of non-voting (and non-campaigning) from their party’s base. Negative

5 For evidence that the ratchet eVect occurs, see Ruhl and Salzman 2003.
6 The duration of intervals might, however, have a statistical regularity such as Zipf ’s law, which

connects the frequency of an event type with the rank of that type in a population of related events. Zipf ’s
law holds for diverse events like the appearances of words in the English language and the population
sizes of cities. See Bak 1996, 24–6. For instance, the tenth most frequently used word appeared 2,653 times
in Zipf ’s sample; the twentieth most used word, 1,311 times; and the 20,000th most used word once. Such
data Wt a straight line on a logarithmic plot with slope near one.
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feedback arising from moves too far towards the center or back towards the party’s
enthusiasts leads to an equilibration of candidates’ positions short of the median
voter (Shepsle and Bonchek 1997, 114).
Reform cycles. Observers have noted episodes of reform—principally anti-corrup-

tion, anti-business, and/or anti-government—in American political history. Samuel
Huntington speaks of a characteristically American ‘‘creedal passion’’ to create a civic
life of democratic and ethical purity erupting every sixty years (Huntington 1981,
147 V.). This eruption occurs when the ‘‘ideals-versus-institutions gap’’ has grown too
large. Although Huntington does claim there is a systematic basis for the sixty-year
cycle, he does not explain what it is.
Similarly, McClosky and Zaller, in their much praised The American Ethos (1984)

postulate that, over decades, there are ‘‘swings in the national mood’’ between
support for ‘‘a competitive, private economy in which the most enterprising and
industrious individuals receive the greatest income’’ and ‘‘a democratic society in
which everyone can earn a decent living and has an equal chance to realize his or her
full human potential.’’ These values of ‘‘capitalism’’ and ‘‘democracy’’ are in some
tension politically and philosophically, they argue. Yet beyond this they do not
specify the mechanisms whereby the predominance of one value set begins to retreat
in the face of its rival.7
In the classic age of interest group theory, David Truman once famously wrote of

the ‘‘balance wheel’’ in American politics, which had interest groups who triumphed
in one round losing to newly mobilized ‘‘potential groups’’ in the next (Truman 1951,
514). ‘‘In a relatively vigorous political system . . . unorganized interests are dominant
with suYcient frequency . . . so that . . . both the activity and the methods of organized
interest groups are kept within broad limits’’ (1951: 515). Here indeed is a theory of
reform cycles based on negative feedback.
Andrew McFarland has updated Truman and proposed a ‘‘reform cycle’’ theory

focused on pro- and anti-business policies and politics from 1890 to at least 1991,
the date of his paper (McFarland 1991). His summary:

Economic producer groups have a more stable incentive to participate in issue-area decision
making than the reform groups that challenge their control. However, after a few years of the
business-control phase of the cycle, unchecked producer groups tend to commit ‘‘excesses’’,
violations of widely shared values. This leads to political participation [and policy triumphs]
by the reformers [1991, 257]. [But once legislation has been passed, and regulations drawn up]
. . . the period of high politics is over: the public loses interest, journalistic coverage ceases,
Congress and the president turn to other issues . . . , but the activity of producer groups
remains constant, due to their continuing economic stakes . . . After a few years, another
period of producer group power is at hand, leading eventually to new excesses, a new reform
period and so forth. (1991, 263–4)

One implication of this theory, saysMcFarland, is that ‘‘across the scope of hundreds of
issue areas, business control or reformphases tend tooccur at the same time’’ (1991, 257).

7 McClosky and Zaller greatly overstate the general case for a tension between these two value sets.
Exchanging the highly charged ‘‘capitalism’’ for the more neutral ‘‘markets,’’ democratic and market
institutions are not only compatible but may be mutually required.
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That there are indeed waves of ‘‘reform’’ cutting across many issue areas simul-
taneously is true enough. McFarland points in particular to the Progressive move-
ment (after 1900), the New Deal (in the 1930s), and the 1960s (the civil rights and
anti-Vietnam War movements). Whether these represent true cycles in an oscillating
system is questionable, however. In McFarland’s theory the stimulus for the reform
phase of the cycle is ‘‘new excesses’’ by business, implying that it is an increase relative
to some accepted or acceptable lower level of misconduct that triggers reform. The
basic driver of the system is thus varying and objectively perceived levels of business
misconduct. It is just as likely to be the case, however, that the actual levels of
business misbehavior do not vary greatly over time and that changing social and
cultural conditions trigger collective expressions of outrage and demands for ‘‘re-
form.’’ It is noteworthy that since the 1960s, reformist demands have been directed at
both business and government, that is, at institutions representing hierarchy (Dou-
glas and Wildavsky 1982; Inglehart 1997).8

If there were indeed reform cycles in the past, they might have given way since the
1960s to a world of institutionalized ‘‘reform’’ almost on a par with the institutions of
business. Critics would say even stronger than those of business. Reformist interest
groups abound. In Washington and in some US state capitals, those representing
‘‘good government,’’ environmental, gay, women, and safety interests have solid
Wnancial bases, professional staVs, and strategic sophistication.9 Those representing
the poor and various minorities are much weaker. All such interests beneWt from the
‘‘rights revolution’’ of the last thirty to forty years, however, and have legal protec-
tion, at least in principle, against a great many more impositions than in earlier eras.
Actual implementation of these rights is, of course, very patchy.

3.2 Monopolistic Equilibria and Punctuated Equilibria

Frank R. Baumgartner and Bryan D. Jones have taken an important step beyond the
imagery and theory of the oscillating equilibrium (Baumgartner and Jones 1993). They
postulate a condition of monopolistic control of the agenda in an issue area by
established interests. An older imagery describing the same thing is the ‘‘iron triangle’’
(also ‘‘subgovernment’’) of interest group, executive agency, and congressional appro-
priations andpolicycommittees. If this triadagreedonpolicy,noone else couldget into
the game. And even if they disagreed, they had a stake in keeping others out
while they settledmatters among themselves. Knowing this, few even tried. Baumgart-
ner and Jones call this condition an equilibrium, even though it does not in fact
equilibrate anything. It is an ‘‘equilibrium’’ only in the same sense that death is a state
of ‘‘peace.’’

8 Rejecting both cultural and corporate misconduct theories, David Vogel argues that reformist
movements Xourish when the economy is performing relatively well and become more quiescent when
it is deteriorating (Vogel 1989).

9 See Baumgartner and Jones 1993, 179–89 for useful details.
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Nevertheless, the term is usefully applied here because overturning this system of
domination, unlike being resurrected from death, is actually possible. Adopting the
language of evolutionary biology, they call the overturning process a ‘‘punctuation’’
of the existing equilibrium. In a useful departure from the oscillation imagery, they
presume that the forces unleashed by punctuation can start at almost any time and
go oV in many directions. Once alcohol abuse, for instance, gets on the agenda of
social problems that government must somehow attend to, a variety of remedies
are considered in a variety of venues. The brewers and distillers lobby cannot
suppress all the talk everywhere. Policy approaches run the gamut from supporting
research into drunk driving to education against alcohol abuse, to funding treatment.
Moreover, institutions are established, such as the National Institute on Alcohol
Abuse and Alcoholism, that ensure a continuing level of attention to the issue
even after a popular groundswell may have receded (Baumgartner and Jones 1993,
161–4, 84).
Baumgartner and Jones describe two ‘‘models of issue expansion.’’ In one case a

wave of popular enthusiasm for dealing with a novel problem or opportunity leads to
the creation of new policies and institutions. In the other case, there is a ‘‘mobiliza-
tion of criticism,’’ which invades existing monopoly turf and seizes control of the
agenda. In both cases, media attention is a central and early developmental catalyst,
followed by the attention of elected oYcials. Although Baumgartner and Jones count
both cases as representing ‘‘pattern[s] of punctuated change’’ (1993, 244), the Wrst
ought not to count as an instance of ‘‘punctuated equilibrium.’’ If there is indeed
novelty, there is nothing substantive to punctuate. The punctuated change is only
with respect to the pace of change itself.

4. Positive Feedback Processes:
Endogenous Developments

.......................................................................................................................................................................................

In a purely technical sense positive feedback processes are more interesting
than negative feedback processes. They are more complex and are sometimes
counter-intuitive. They are also more interesting substantively, in that they are at
the heart of all processes of growth and development.10

4.1 Momentum

Momentum aVects many political processes, such as electioneering, legislative coali-
tion building, developing interagency collaboratives, implementing complex pro-

10 It is worth emphasizing that I am referring here to positive and negative feedback processes rather
than systems. Systems often contain both, and which type of feedback dominates is often dictated
as much by how an observer deWnes ‘‘the system’s’’ boundaries as by ontological realities, such as they
may be.
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gram designs, energizing social movements, building community consensus, and
diVusing innovations. The central structural fact about a momentum process is that
every step in the process has a dual aspect. On the one hand, it is a movement in the
direction of a goal; more indirectly, it creates a stimulus or an opportunity that
encourages others to move towards the goal as well. In the simplest case, a band-
wagon, every new supporter is an increment towards getting enough support to win
according to the rules of the game; but it is also an addition to the signal that
observers on the sidelines should regard this as the winning side.

A more complicated dynamic involves not merely signaling but interacting as well.
Each new recruit to the cause becomes an asset in the emerging advocacy coalition as
well, a potential proselytizer. Thus, in a community consensus-building process, each
new recruit is both a conWdence-building signal on a broadcast channel, so to speak,
and a persuader and reinforcer to those with whom she communicates in a network
of narrowcast channels. To take another example, implementing a complex program
design, or building an interagency collaborative, is even more complicated. Each new
institutional actor that begins to play its required role becomes (1) a bandwagon
signal, (2) a persuader and reinforcer for others who are more reluctant, and (3)
another node in a communications network that creates more capacity both to
mobilize and to work through further implementation details. The constructive
role of momentum building and of emergent new communications capacity was
underappreciated in the pioneering work on implementation by Pressman and
Wildavsky (Pressman and Wildavsky 1979), who assumed that all institutional actors
made decisions independently of one another, whereas in most cases positive de-
cisions by some increase the likelihood of positive decisions by others.

Momentum dynamics are at the heart of the very complex phenomenon of
revolutions. Susanne Lohmann has postulated a model of ‘‘informational cascades’’
to illuminate mass protest activities leading to regime collapse and applied it
persuasively to East Germany in the period 1989–91. The model incorporates: (1)
‘‘costly political action’’ by individuals that expresses dissatisfaction with the regime;
(2) the public receiving ‘‘informational cues’’ from the size of the protest movement
over time; and (3) loss of support and regime collapse ‘‘if the protest activities reveal
it to be malign’’ (Lohmann 1994, 49).

4.2 Selective Retention

From biological evolution, selective retention is familiar as a competitive process.
This model obviously applies to the results of electoral competition as well. A less
obvious application of the model is to agenda setting. John Kingdon has applied the
model, however, to remarkable eVect (Kingdon 1995).11 Separate streams carrying
problems, policies, and politics course through a community of political elites,
intersecting haphazardly if not exactly randomly. Elements of each stream may

11 He calls it a ‘‘garbage can model,’’ but this counts as a type of evolutionary model.
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combine with one another and Xourish (‘‘coupling,’’ for Kingdon) should they be
lucky enough to pass through a ‘‘window of opportunity,’’ itself created by a
conXuence of macro and micro events. The result is that within the relevant subset
of political actors, a certain problem, and a certain set of candidate policies, gets to be
discussed, that is, treated as an ‘‘agenda’’ issue.12

4.3 Path-dependent Shaping of Policy Options

Today’s policy options are a product of policy choices made previously—‘‘the
path’’—sometimes decades previously. Hence the concept of ‘‘path dependency.’’
Those earlier choices may have both a constraining, or ‘‘lock-in’’ eVect and an
opportunity-enhancing eVect.
The current health care delivery system in the United States is an example of both

such eVects. Rationalizing the current system is constrained by the extensive system
of employer-Wnanced health insurance for employees plus the tax-exempt status of
such insurance for the recipients. If employers could not oVer this beneWt, to keep
employee total compensation at the same level they would have to increase the
employee’s after-tax income. This would cost employers more than they presently
pay in insurance premiums. The public treasury also has a stake in the present
employer-based system to the extent that any shift from employer Wnancing to
government Wnancing would be a budgetary burden. Here we have two serious
institutional barriers to shifting away from employer-based and tax-subsidized
Wnancing. The scheme overall rose to prominence in the 1930s, following the market-
place’s invention of group-based health insurance and employers’ perception that
oVering such insurance as a fringe beneWt might foster worker allegiance and retard
unionization (Hacker 2002, 199–202).
The evolved system, or the installed base as some would put it, constrains radical

departures from it. Hence the lock-in eVect. On the other hand, what started as an
afterthought in the collective mind evolved into a full-Xedged policy system, a very
extensive system of health insurance for the working population and their families.
As is the case with most tax-expenditure-Wnanced policies, it multiplied by stealth far
more than an on-budget Wnancing scheme would probably have done. Hence what I
called above the opportunity-enhancing eVect.
Policy reforms are a special but nevertheless representative case of policy evolution

processes in general, and Eric Patashnik has followed the course of three reforms over
the years following adoption: airline deregulation in 1978, the 1986 tax reform (which
lowered rates and broadened the base), and the Federal Agricultural Improvement
and Reform Act (FAIR) in 1996 (Patashnik 2003). Although the rates have stayed low,
the tax base has shrunk again, as special interests never laid to rest, chipped away at it.

12 To this model, True, Jones, and Baumgartner add what they call a ‘‘serial shift’’ in attention. This
involves both a shift in the object of attention and a self-reinforcing process of attention growth from
disparate quarters (True, Jones, and Baumgartner 1999, 103).
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Similarly, the subsidies ended by FAIR have made a return. But the new Xexibility
given to farmers over planting decisions has been retained, since farmers made large
investments in the expectation of continuation. These investments warded oV any
serious thoughts of diminishing the Xexibility. Thus, reform got ‘‘locked in.’’ Or
perhaps one might better say that would-be meddlers got ‘‘locked out’’ (Schwartz
n.d.). What is the diVerence between reforms that stick and those that don’t? Those
that stick develop constituencies that will be greatly aggrieved if the reforms don’t
stick.13 Airline deregulation was successfully maintained because it created almost
overnight a number of winners in the newly competitive airline industry who have
resisted—or locked out—eVorts to roll back the deregulation.14

What is the explanation for path dependency? In an inXuential line of thinking,
nicely expressed in a paper by Paul Pierson (2000), the explanation lies in ‘‘increasing
returns.’’ In the context of production this means higher returns to the next incre-
ment of investment virtually without limit (without the normal process of dimin-
ishing returns setting in), as in the case of a software Wrm that creates larger network
economies among its product users the larger the network grows. Pierson applies the
idea to policy-making systems: it is easier politically to try to modify something
already in place than to set out on a new course even if the new course is believed
technically superior; and in any case, preferences endogenously shift towards the
current policy conWguration, giving it an automatically increasing return. Hence,
there is a positive feedback loop. Pierson’s conclusions are reasonable, but it is
unnecessary and generally misleading to invoke increasing returns as an explanatory
model. The imagery behind increasing returns is endogenously expanding oppor-
tunity, whereas the appropriate imagery for the policy-making process is typically
endogenously increasing constraint (lock-in/out). Even in the case of opportunity-
enhancing eVects (e.g. tax expenditures facilitating the expansion of subsidized
health care), the increasing returns model would still be misleading if in fact the
marginal returns function were conventionally shaped (rising and then falling) and
the observer accidentally focused only on the rising portion.15

The particular paths that policy has taken in certain spheres of regulatory policy
bear special mention. Government regulation, market structure, common law rules,

13 On the importance of constituencies as barriers to terminating policies in general, see Bardach 1976.
14 For other examples of constituency creation that is intended to lock in policies, see Glazer and

Rothenberg 2001, especially 78, 114. The 1977 Clean Air Act amendments forced expensive scrubbers on
the coal-burning utilities partly because, once the capital investments had been made, the industry would
have little incentive to press for revisions in the direction of regulatory leniency. Glazer and Rothenberg
also conjecture that military service academies plus minimum years-of-service requirements following
graduation is a better way to subsidize oYcer training than to provide higher salaries during a career. The
higher-salaries strategy would be subject to policy reversals down the line; and, unwilling to take this risk,
potential recruits might not sign up.
15 One of the virtues of the ‘‘path’’ metaphor is that it reminds us that the character of the path

depends on the distance from which it is observed. The same path that looks full of twists and turns to a
pedestrian might look perfectly straight to an airplane passenger passing over it. The federal welfare
reform Act of 1996 looks like a revolution close up (end welfare as an entitlement, require work as a
condition of receipt, time limits on receipt), but from a distance it looks like a modest recalibration of
some of the mutually interdependent terms in a fairly stable social insurance contract (Bardach 2001b).
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and trade and professional association oversight often co-evolve. They are partial
functional substitutes for one another in market conditions of information asym-
metry combined with high transaction costs in common law enforcement. Thus, the
regulation of milk and dairy products began in the early part of the twentieth century
because consumers were uninformed and ill eVects sometimes hard to attribute
deWnitively or cheaply. As small retail groceries with open milk bins gave way to
large supermarket chains, milk in cartons, better refrigeration, and the ability to
monitor the quality of dairy farm conditions, the utility of government regulation
declined. Dairy farms have in eVect become vertically integrated into the operations
of large buyers with a reputation to protect. In California, government inspectors
have eVectively been made into paid agents of the large buyers in all but name.16

4.4 Trial-and-error Learning

The policy process is in some sense a trial-and-error problem-solving process.
Problems arise, citizens complain, and policy makers oVer a policy solution. The
solution works imperfectly (or not at all), the facts become known, and a new policy
solution is devised. It too is imperfect, and the process then continues.
Although it is common to conceptualize trial-and-error learning as a negative

feedback process (deviations from the goal stimulating adjustments that get closer to
the goal), learning in complex and ambiguous problem situations is better thought of
as a positive feedback process. The positive feedback element under these conditions
has to do with the constantly improving store of information and analytical under-
standing about both the nature of the problem to be solved and the workability of
potential solutions. By what mechanisms does this learning process work? And how
well?
System-wide learning. Based on the literature, it is hard to answer these questions.

Most of the literature on social and organizational learning refers to the private
sector. It therefore assumes substantial goal consensus within the organization (proWt
maximization, typically). Rational analysis (variously interpreted), open communi-
cation, and open-mindedness are thought to be critical (Senge 1990).17 The policy
process, however, institutionalizes value conXict as well as consensus formation.
Learning is undoubtedly present, and emerges from the work of advocacy coalitions
(Sabatier and Jenkins-Smith 1993). However, it is typically much more eVective in
policy domains that lend themselves to technical analysis (e.g. worker safety and

16 See Roe 1996 for an interesting evolutionary story about how government regulation of the
securities market arose as a functional substitute for oversight by strong national banking Wrms, which
failed to emerge because Andrew Jackson vetoed the rechartering of the Second Bank of the United
States.
17 Even under these conditions, it is hard for learning that occurs in small groups within an

organization to diVuse to other units (Roth 1996).
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environmental issues18more than child abuse prevention). Learning is also selective.
What is learned is smoothed so as not greatly to deform the learner’s preconceptions.
Learning is also a matter of cultural, not merely cognitive change (Cook and Yanow
1996), and may be inhibited across the cultural communities existing within the
borders of advocacy coalitions. If the policy-making system learns at all, and learns
how to increase overall welfare rather than simply a partisan version of it, how might
that happen?

One possibility is that turnover within elites brings to the fore, temporarily, a
faction that learned something complementing and/or correcting what its predeces-
sor took for granted. It is the Bendor process of oscillation enacted on a larger scale.
Whether the temporary learning survives the next turnover, however, is a diVerent
question. In the political process it sometimes happens that new elites cast down the
work of their predecessors simply because it was the work of their predecessors.
One constraint on such a process is the presence of technically minded professionals
in the orbit of the political elites. Nearly any agency or legislative body has at least
some such individuals who will be a ballast for technical rationality.19 And forums
that manage to cut across opposed advocacy coalitions may be able to give technical
rationality a better hearing than it otherwise might receive (Sabatier and Jenkins-
Smith 1999, 145–6).20

Interjurisdictional learning. If a technical solution to a problem has been tried
somewhere else and seems to work, it should have a leg up on ideas still untried. And
if that somewhere else is a nearby jurisdiction, such as a neighboring state or city, so
much the better. A momentum eVect is likely at work: ‘‘the probability that a state
will adopt a program is proportional to the number of interactions its oYcials have
had with oYcials of already-adopting states’’ (Berry and Berry 1999, 172); and the
potential for such interactions goes up as a function of the number of already-
adopting states. In any case, there is by now solid evidence for the realism of regional
diVusion models (Walker 1969; Berry and Berry 1999, 185–6). In the realm of public
administration, a diVuse philosophy called ‘‘New Public Management,’’ which is
highly results oriented and sympathetic towards competitive outsourcing, entrepre-
neurial management, and other practices normally associated with business, has
picked up momentum across many jurisdictions in the USA and also internationally
(Barzelay 2001; Hood 1998; Hood and Peters 2004).21

18 See, for instance, Perez-Enriquez 2003; Taylor, Rubin, and Hounshell 2004. In the latter case, one
must think of private sector entities (utilities and technology Wrms) as part of the relevant policy system.
19 This does not mean they are without Xaws and prejudices of their own. But on balance, across all

agencies, and in the long run these Xaws and prejudices are probably less harmful than those of the
political elites whom the technical cadres serve.
20 For an interesting exception to all the above—a case where two ideologically opposed legislators set

out on what proved to be a successful mission to learn jointly about welfare policy—see Kennedy 1987.
21 It started in the UK and in Australia and New Zealand in the early 1980s.
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4.5 Complex Systems

Complex systems are hard to predict because they are hard to understand. The
primary source of the complexity is the multiplicity of interactions within the
system, or as Jervis calls them, ‘‘interconnections’’ (Jervis 1997, 17).22
The creator and guiding spirit of the ‘‘system dynamics’’ school of systems mod-

eling since the early 1960s has been JayW. Forrester, now emeritus of the Sloan School
of Management at MIT. According to Forrester (Forrester 1968) and his interpreter
George P. Richardson (Richardson 1991, 300), systems with multiple, non-linear, and
high-order feedback loops are ‘‘complex.’’ Cause and eVect are not closely related in
time and space, and are often counter-intuitive. They are also ‘‘remarkably insensitive
to changes in many system parameters’’ (Richardson 1991, 301), presumably because
their behavior is dominated by the structural interconnections between their com-
ponents and between components and the emergent system itself.
Compensating feedback. Forrester and his disciples have long been interested in

policy issues. They have concluded that ‘‘compensating feedback’’ mechanisms hid-
den in complex systems would often defeat policy interventions. For instance, in
Urban Dynamics Forrester argued that government-sponsored low-income housing
and a jobs program for the unemployed would create a poverty trap, expand the
dependent population within the city, and diminish the city’s prospects, while tearing
down low-income housing and declining business structures would create jobs and
boost the city’s overall economy (Forrester 1969).23 A systems dynamics study of
heroin use in a community concluded that a legal heroin maintenance scheme for
addicts would not stop heroin addiction because reduced demand from one subgroup
would simply induce new users into the market to take up the slack, and pushers
would more aggressively recruit new suppliers (Richardson 1991, 307–8).
Such studies are conducted by means of computer simulation. Although the model

structure and parameters can be calibrated against reality to some extent, typically
model construction requires a lot of guesswork. Hence, although it is quite possible
that the models in these and other such cases were suYciently realistic to give good
projections, it is also possible that they were not, as critics have typically alleged. In any
case, it is generally accepted that complex systems are indeed hard to predict, and often
counter-intuitive and insensitive to their precise parameters.
Agent-based models. The systems dynamics school populates its models with

‘‘level’’ variables, feedback loops connecting these levels, and ‘‘rate’’ variables govern-
ing the feedback Xows. It is in a sense a ‘‘top-down’’ approach to systems modeling,
since the modeler must know, or assume, a lot about the structure and the parameter
values. Robert Axelrod has pioneered a ‘‘bottom-up’’ approach to the modeling of
systems, populating his models with a variety of independent agents who interact

22 Robert Axelrod and Michael D. Cohen write, ‘‘a system should be called complex when it is hard to
predict not because it is random but because the regularities it does have cannot be brieXy described’’
(Axelrod and Cohen 1999, 16).
23 Forrester was inspired to study the problem of the urban economy by a former mayor of Boston,

John Collins, who occupied an adjacent oYce at the Sloan School for a time.
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according to certain strategies. He has relied on computer simulation to project the
emergence of empires, cultures, cabinets, business alliances, cooperative norms,
metanorms, and perhaps everything in between (Axelrod 1984, 1997). In agent-
based models, the relative densities of diVerent types in the population change, as
do the frequency of diVerent strategies in use. Selection rules then allow these
changing densities to propagate still further changes in the population (Axelrod
and Cohen 1999, 3–7). When the community of agents seek to adapt to one another
(even if that means ‘‘try to dominate’’), Axelrod and Cohen speak of a ‘‘Complex
Adaptive System’’ (1999, 7).

In their 1999 book Axelrod and Cohen sought to give advice to organizational
managers (primarily) about how to ‘‘harness complexity.’’ Perhaps the most valuable
advice, in the authors’ view and in mine, was the least speciWc: get comfortable with
‘‘the ideas of perpetual novelty, adaptation as a function of entire populations, the
value of variety and experimentation, and the potential of decentralized and over-
lapping authority’’ (Axelrod and Cohen 1999, 29).

Simulation as a policy design tool. Almost any policy of signiWcant scope and
purchase will be intervening in a complex social, economic, political, and cultural
system. Given its record of providing deep insights into the nature of complex
systems, computer simulation is plausibly of some value as an aid for projecting
the eYcacy of alternative policy proposals or designs. The eVorts appear to be
fragmentary but growing.

One example is the work done, in the Forrester systems analysis tradition, by a
group based at the State University of New York at Albany modeling alternative
welfare-to-work program designs (Zagonel et al. 2004). For instance, they compared
an ‘‘Edges’’ and a ‘‘Middle’’ policy and a Base Case Wt to actual 1997 data. The Middle
policy was designed to intensify investment in and emphasis on assessment, mon-
itoring, and job Wnding. The Middle policy was implemented primarily by the social
services agency. The Edges policy focused on what happened to clients before and
after they entered the social services caseload. The relevant services were prevention,
child support enforcement, and self-suYciency promotion, functions not typically
under the direct control of social services. The model contained various agency and
other resource stocks. Somewhat surprisingly to the analysts, the Middle policy did
not do well at all compared to the Edges policy in terms of reducing caseloads:

To summarize the mechanism at work here, the Middle policy is great at getting people into
jobs, but then they lose those jobs and cycle back into the system because there aren’t enough
resources devoted to help them stay employed. The Edges policy lets them trickle more slowly
into jobs but then does a better job of keeping them there.

Another example is climate change models. Robert J. Lempert, Steven W. Popper,
and Steven C. Bankes of the RAND Corporation are developing a computer-based
tool for projecting the eVects of various interventions to manage climate change as
well as other such problems of large scale and long duration. They call the project
‘‘long-term policy analysis (LTPA)’’ (Lempert, Popper, and Bankes 2003, xii). Central
to the generic LTPA problem is the inevitability of surprise and the consequent ‘‘deep
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uncertainty’’ about what to model and how to model it. They propose four key
elements of a high-quality LTPA:

. Consider large ensembles (hundreds to millions) of scenarios.

. Seek robust, not optimal strategies.

. Achieve robustness with adaptivity.

. Design analysis for interactive exploration of the multiplicity of plausible
futures. (2003, xiii)

They note that none of the computer models available for modeling climate change
were suitable for their own work because the models ‘‘strive[d] for validity through
as precise as possible a representation of particular phenomenology’’ (2003, 82).
What they chose instead was almost the opposite, a simple systems-dynamics
model, Wonderland, which provided the Xexibility they needed ‘‘for representing
crucial aspects of the robust decision approach—e.g., consideration of near-term
adaptive policies and the adaptive responses of future generations’’ (2003, 82).

4.6 Chaos Theory

Even if most complex systems are insensitive to their parameter values, as Forrester
contends, this is not true of all of them. System outputs that increase as a multi-
plicative function of their own growth and of the diVerence between their actual
growth and their potential growth are an important exception. They exhibit four
types of behavior depending on how intensively they react to this product, expressed
by the parameter w in equation (3):24

ytþ1 ¼ wyt (1# yt ) (3)

At low levels of reactivity, they approach a point equilibrium; at higher levels they
oscillate stably; at still higher levels they are oscillating and explosive; and at the
highest levels they show no periodic pattern at all and appear to be random—
‘‘chaotic’’—even though their behavior is in fact completely determined (Kiel 1993;
Baumol and Benhabib 1989). The set of points towards which any such system moves
over time is said to be an ‘‘attractor.’’25
The time proWle of such a system can also shift dramatically as its behavior

unfolds. For this reason the behavior of the system will look very diVerent depending
on where in its course one Wrst views the behavior, i.e. the Wrst-observed value of y.
Hence, the system is said to be sensitive to its ‘‘initial condition,’’26 although a more

24 This is ‘‘[t]he most widely used mathematical formula for exploring [the] behavioral regimes [of
interest] . . . a Wrst-order nonlinear diVerence equation, labeled the logistic map’’ (Kiel and Elliott 1996a,
20).
25 For a discussion of the properties of Wve basic diVerent attractors, see Daneke 1999, 33, and also

Guastello 1999, 33–5.
26 This sensitivity is often called ‘‘the butterXy eVect’’ because the Xapping of a butterXy’s wings in

Brazil could, by virtue of its happening within a chaotic system (weather), set oV storms in Chicago.
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meaningful characterization would usually be ‘‘the point at which we choose to start
graphing it.’’

How much of the world really Wts? It is still open as to whether chaos models
realistically describe many phenomena of interest to students of policy or the policy
process. I suspect it will always be diYcult to choose between models of endogen-
ously induced chaotic change and more commonsensical models of exogenously
induced multivariate but linear change laced with pure randomness.27 Chaos models
can only be applied to substantially closed systems with a relatively long history, and
it is not clear that such phenomena exist in great abundance. Macroeconomic
systems are the most obvious (Baumol and Benhabib 1989).28

Unfortunately, because ‘‘chaos’’ is often used loosely, it may describe any non-
linear complex process. For instance, Berry and Kim (1999) entitle a paper ‘‘Has the
Fed reduced chaos?’’ when they mean by ‘‘chaos’’ a series of changing oscillating
equilibria in two historical periods from the end of the Civil War through 1950. An
even greater danger is that the ‘‘sensitivity to initial conditions’’ of chaos models will
be applied to systems that are merely linear and therefore, in principle, much more
manageable. Hamilton and West (1999), for instance, analyze a twenty-seven-year
time series of teenage births in Texas and claim to Wnd a pattern behind which lies a
non-linear dynamic system, the character of which they do not explicitly deWne and
for which they provide no plausible behavioral theory. Yet they conclude by warning
that ‘‘a small change in school policy, health care accessibility or welfare eligibility
can, due to feedback in the system, result in large changes in teen births.’’ Were it only
true in social policy that small changes could issue in large results! It is more likely
that ‘‘compensating feedback’’ (see above) Wnds a way to dampen results.

Self-organizing systems. Decentralized systems with rich interactions and good
information Xow among the components are capable of evolving high degrees of
internal coordination and productivity. They are ‘‘self-organizing.’’ It is possible that
their richest possibilities for attaining a high degree of self-organization occur when
their interactions have reached ‘‘the edge of chaos’’ (KauVman 1995). However, this
proposition may apply most eVectively to inanimate or at any rate non-human
systems. Human beings may be able purposively to create the requisite interaction,
variety, and communication in a complex adaptive system without having to push
themselves to such a danger point. It is noteworthy that Axelrod and Cohen,
in Harnessing Complexity, hardly refer to chaos or its edge (Axelrod and Cohen
1999, xv, 72).

27 The interaction of chaotic systems and exogenous disturbances is also possible, of course. The result
is ‘‘nonlinear ampliWcation that alter[s] the qualitative behavior of the system.’’ These are called
‘‘symmetry-breaking’’events (Kiel and Elliott 1999, 5).
28 See also the persuasive eVorts by Courtney Brown to apply chaos models to electoral phenomena,

particularly to the rise of the Nazi Party in the 1930s (Brown 1995, ch. 5). Less persuasive are the political
chapters contained in Kiel and Elliott 1996b.
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4.7 Qualities-based Sequencing

So far we have been discussing what might be called the dynamics of quantities: the
feedback loops tell us that the more (or less) of x, then the more (or less) of y. But
there is no reason to eschew qualitative models where they are appropriate. The basic
idea behind these can be summed up as: Sequence Matters.
In an earlier work (Bardach 1998) I have conceptualized the emergence of a well-

functioning interagency collaborative—an ‘‘ICC’’—as the result of a building pro-
cess.29 The process has a dynamic aspect, in that sequence makes a diVerence, just as
in building a house it is only the erection of a frame that then permits one to install a
roof, or the creation of a wall that will then constitute a medium for the making of
doors and windows. Considered in feedback loop terms, each step feeds back into the
emergence of a new state that aVords a previously non-existent opportunity to reach
the next-most state.
Opportunities. These states are qualitative. In the ICC case, they are deWned by the

variety of organizational and political building blocks that have been assembled on
the way to building a functional collaborative. These would include, for instance: a
workable operating system, a culture of pragmatism, a threshold quantity of real
resources, a degree of political latitude, and a number of others. The full set is
displayed in Fig. 16.230. The sequence in which these elements are assembled makes
a diVerence to how well the building process works.
Figure 16.2 in eVect puts forward a hypothesis: it is more eYcient and less risky to

put the building blocks in place in the depicted sequence—starting from the bottom
andmoving upward—than it is to assemble them in any other sequence.31 Space does
not aVord the opportunity to explain just why this developmental sequence might be
more eYcient and less risky than some alternative sequence of interest.32 One
example, concerning just one pairing in the sequence, must suYce, namely the
proposition that trust should precede the acceptance of leadership rather than the
other way around. Leadership is extremely useful for solving communications and
other problems in an emerging collaborative (as indicated by the platforms above it
in Fig. 16.2). It can be fragile, though, because the institutional partners in a typical

29 ‘‘ICC’’ stands for Interagency Collaborative Capacity. It is a more precise term than ‘‘collaborative’’
because at any given moment in the evolution of the ‘‘collaborative’’ it may not be capable of doing much
and the participants may be doing more arguing than collaborating. ‘‘Capacity’’ may be large or small,
growing or shrinking; hence it can be construed as a continuous variable, which is analytically useful.
30 Slightly modiWed from Bardach 1998, 274.
31 The process of trying to execute better rather than worse sequences I call ‘‘platforming.’’ I leave aside

complexities such as the relatively weak but non-trivial interdependence between platforms supporting
the two diVerent legs of the structure.
32 See Bardach 2001a for further details. Nor is it clear which of all the alternative sequences should be

held up to comparison. I acknowledge that empirical evidence bearing on the eYciency and risk
properties of this sequence matter is fragmentary and merely suggestive (Bardach 1998, ch. 8). The
main point, though, is not to assert the truth of this particular developmental hypothesis but to illustrate
the nature of reasoning about how sequence might matter.
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collaborative are moderately suspicious of one another. Thus, leadership will func-
tion best if a prior base of trust can be established.33

5. Dynamics without Feedback Loops
.......................................................................................................................................................................................

Not all dynamics processes involve feedback loops. Some unfold in only one
direction.34

Continuous learning

Operating subsystem ready

Improved steering capacity

Advocacy group Communication network

Acceptance of leadership

Trust

Implementation network

Intellectual capital

Creative opportunity

ICC

Fig. 16.2. Each new capacity a platform for the next

33 There is more to the dynamics of ICC construction than platforming, I would note. Building
momentum of various kinds is also signiWcant (Bardach 1998, 276–92).
34 Some systems dynamics theorists would question this possibility. They would say that nothing fails

to produce feedback of some kind, however indirect. This is true. Nevertheless, as mentioned earlier, to
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5.1 Selective Retention and Filtering

Wediscussed selective retention above, in the section on positive feedback, and oVered
the example of agenda setting. In the Kingdon model, agendas emerged from the
agglutination of policies, politics, and problems as they intersected and survived a
chancycompetitiveprocess.One could see the entireprocess as composed essentiallyof
a selective retention subsystem and an agglutination subsystem. The agglutination
subsystem is dominated by positive feedback loops and gives its character to the whole
system.However, it is also possible to view selective retention as a process thatworks, in
some circumstances, without the beneWt of feedback loops at all.
Consider, for instance, the evolution of the common law rules of property, torts,

and contracts, which, if not ‘‘policy’’ in a traditional sense, are the functional
equivalent of ‘‘policy’’ in their own sphere, which often overlaps with that of policy.
One of the most impressive developments in the social sciences in the last quarter-
century has been the Weld of law and economics. And one of its most impressive
conclusions is that the rules of the common law evolve in a welfare-maximizing
fashion.35 BrieXy, the argument turns on the assumption that relatively ineYcient36
laws will be litigated at a higher rate than eYcient laws. This occurs because
ineYcient laws fail to sustain the wealth-increasing social arrangements that eYcient
laws do, and a party that loses wealth under an ineYcient legal rule loses more than a
party who loses under an eYcient rule. Facing a larger incentive, more of the Wrst
kind of losers sue, and spend more on trying to win, than do losers of the second
kind. So long as judges are not biased against eYciency in their decisions, this process
selects against ineYciency (Cooter and Ulen 1997, 375–6). This is surely a dynamic
process, but it is one without feedback.37
This process involves not merely passive variation and selective retention. There is

also a propulsive element, i.e. the motives behind litigation. It is a special kind of
evolutionary process, therefore, a Wltering process. Many potential common law rules
pass through the Wlter of judicial consideration, attached, as it were, to litigants’
claims; but the Wlter retains (in the long run) only the more eYcient of these, while
the rest wash into history. Another such Wltering dynamic is the well-known Peter
Principle, whereby people ‘‘rise to the level of their incompetence.’’ The dynamic
involves promotion in a hierarchy based on demonstrated competence in a particular
position. Once one demonstrates incompetence in a position, advancement ends and
the incumbent just sits there, being incompetent. (Of course, if promotion depends
on expected rather than demonstrated competence, the Peter Principle does not

draw the boundaries around a particular system or process is ultimately an analytical, not an ontological
decision. There is no analytical barrier to deWning a dynamic process as single directional.

35 Such claims are not generally made about statutory law, however, nor should they be.
36 ‘‘IneYcient’’ in the technical economic sense of the term.
37 In fact there is an element of positive feedback, since common law rules do not get transformed

overnight. They get eroded and refashioned, at both the extensive and the intensive margin; and each
instance of eroding and refashioning feeds into the legal culture to facilitate further change. However, we
focus here only on the Wltering subsystem.
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apply.) A special case of a Wltering process is stranding, e.g. the progressive concen-
tration of less motivated, and perhaps less apt students in certain public schools as
the wealthier and more education-oriented families in the catchment area move away
or opt for private schools.

5.2 Event Cascades

What I shall call ‘‘event cascades’’ are another signiWcant class of one-way dynamic
processes. These are sequences of events that have a built-in, or structural dynamic,
like the stones in a rockslide that come from above and dislodge stones below, or the
workings of a Rube Goldberg machine. Discrete events trigger subsequent discrete,
and substantially irreversible events through the medium of a structure that links
them. Here is an example in political life fromWinston Churchill, describing changes
in British naval technology before the First World War (quoted in Jervis 1997, 129,
though he does not call this an event cascade): ‘‘From the original desire to enlarge
the gun we were led on step by step to the Fast Division, and in order to get the Fast
Division we were forced to rely for vital units of the Fleet upon fuel oil. This led to the
general adoption of oil fuel and to all the provisions which were needed to build up a
great oil reserve. This led to enormous expense and to tremendous opposition on the
Naval Estimates. . . . Finally we found our way to the Anglo-Persian Oil agreement
and contract which . . . has led to the acquisition by the Government of a controlling
share in oil properties and interests.’’

No doubt it is a lot easier to describe such an event cascade once it has occurred
than to model the process that produces it and to use the model to predict the result
beforehand. One could conceptualize the process as the actualization of one chain of
events out of a host of potential events probabilistically linked in a Markov matrix.
The empirical challenge would entail deWning the universe of potential events
contained in the Markov matrix and then stipulating each of their contingent
probabilities. Most event chains through such a matrix would have close to no
probability of being actualized. A few would probably stand out as very likely
candidates; and a very few would be intriguing long shots. The event chain from
the British decision to enlarge a warship’s guns to a transformation of British Middle
East policy might not have been apparent to decision makers ex ante; but in
Churchill’s account, it seems ex post to have been a near certainty.

6. Future Research
.......................................................................................................................................................................................

I conclude with suggestions for future research. If the study of policy dynamics were
‘‘a Weld,’’ these thoughts would be cast as a proposed research agenda. But the
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phenomena that ought to be studied through a ‘‘dynamics’’ lens are varied and do
not congeal as one Weld. Nor, with the important exception of computer simulation,
is there or ought there to be a widely utilized methodology.38 At the conceptual level,
our understanding is so rudimentary that it makes sense to let dozens of Xowers
bloom—agent-based models, systems dynamics models, chaos models, cascade
models, punctuated equilibrium models, and path dependency models, to mention
only the principal models already discussed. All are promising in their own way, and
one can only urge work on all of them.
I am, however, ready to urge particular attention to two phenomena that I take to

be of unusual substantive signiWcance and which require a dynamic approach: (1)
understanding a process AaronWildavsky once labeled ‘‘policy as its own cause,’’ and
(2) bringing more rigor to the study of what scholars loosely call ‘‘stages’’ or ‘‘phases’’
in various processes, particularly that of legislative coalition building.

6.1 Policy as its Own Cause

Aaron Wildavsky in 1979 wrote of ‘‘the growing autonomy of the policy environ-
ment’’ (Wildavsky 1979, 62), because policy ‘‘solutions create their own eVects, which
gradually displace the original diYculty,’’ and ‘‘big problems usually generate solu-
tions so large that they become the dominant cause of the consequences with which
public policy must contend.’’ His prime example was Medicare and Medicaid, which
succeeded in expanding access for the poor and elderly but at the same time made
access more diYcult for others and increased costs for everyone. The whole system
started to behave unpredictably:

For each additional program that interacts with every other, an exponential increase in
consequence follows. These consequences, moreover, aVect a broader range of diVerent
programs, which in turn, aVect others, so that the connection between original cause and
later eVect is attenuated. One program aVects so many others that prediction becomes more
important and its prospects more perilous, because eVects spread to entire realms of policy.

Social policy. A quarter-century ago, Wildavsky was writing about the social eVects of
policies, and sounding very much like Jay Forrester and his students in his concern
over the sheer complexity of things. Today there is a second, if not third generation of
problems that arise from the complexity of interactions, and these are the problems
of making policy adjustments in an environment already dense with interconnected
policies. In social policy, for instance, eligibility for one program is sometimes

38 One of several reasons why our understanding of dynamic processes is not far advanced is that their
internal behavior is too hard to grasp with language, pictures, or mathematics. Computer simulation is
the solution to this problem, as work in the agent-based models and the Forrester-type ‘‘systems
dynamics’’ traditions attests. To be sure, there are uncertainties over how to validate computer models,
but computer simulation is a powerful tool that deserves to be wielded more extensively by scholars
interested in dynamics.
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conditioned on eligibility for another, so that reasonable cutbacks (or expansions) in
the latter have unexpected and undesirable eVects in the former. As these interde-
pendencies multiply, it becomes more diYcult for responsible policy makers to
consider adjustments of any kind. The gridlock is worsened when low-level adjust-
ments are also delayed pending higher-level and more comprehensive reforms that
policy makers signal are ‘‘imminent.’’ This is not just a locked-in or locked-out eVect,
but a locked-up eVect.

The important questions for study here concern just how prevalent these phe-
nomena are and what mechanisms are at work. Of interest also is the question of
what exactly happens should one of these cascades actually be set in motion. Do
negative feedback loops kick in at some point to dampen the disequilibrating
consequences?

Regulatory policy. In the regulatory sphere, J. B. Ruhl and James Salzman have
written of ‘‘the accretion eVect’’ on emerging bodies of regulatory rules (Ruhl and
Salzman 2003). Various mechanisms cause rules to accumulate but only rarely to
diminish. Ruhl and Salzman claim, with some evidence, that this accretion has a
negative eVect on compliance, vastly increases the compliance burden on companies
(in the environmental area), and diminishes the legitimacy of the regulatory regime.
They present a further claim which is more interesting and more speculative. It
concerns what they call ‘‘the properties of dynamic conXicting constraints’’ (2003,
811), which cause improved compliance with one rule to decrease the likelihood of
compliance with another. They appeal to the theory of complex dynamic systems to
explain why this should happen. Despite a few examples, however, they do not
provide evidence of a widespread problem. This is a tantalizing theoretical as well
as practical issue, and more systematic research would be welcome.

6.2 ‘‘Phases’’ and ‘‘Stages’’

There is no shortage of the word ‘‘dynamics’’ in the titles of works about one or
another aspect of the policy process.39 Usually, the implications are that important
developments happen in ‘‘stages’’ or ‘‘phases,’’ that earlier stages somehow condition
later ones, and that later stages have been conditioned by earlier ones. For instance, in
conventional accounts of ‘‘the dynamics of the legislative process,’’ successive major-
ities must be sought in subcommittees, committees, and full chambers; and a
compromise at one stage may reduce or enhance a bill’s prospects at a later stage.
In the course of interagency collaboration, to take another example, Barbara Gray has
written that there are three phases: problem setting, direction setting, and structuring
(Gray 1985, 916–17). A paper on the development of buyer–seller relationships posits

39 ‘‘Dynamics’’ is often a virtual synonym for complex phenomena that are slightly mysterious and
that may or may not actually be ‘‘dynamic’’ once properly understood.
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that they ‘‘evolve through Wve general phases identiWed as (1) awareness, (2) explor-
ation, (3) expansion, (4) commitment, and (5) dissolution . . . Each phase represents
a major transition in how parties regard one another’’ (Dwyer, Schurr, and Oh 1987,
15). A controversy swirls over whether the idea of ‘‘stages of the policy process’’ is or is
not analytically useful (deLeon 1999). The most recent list of candidate stages is:
initiation, estimation, selection, implementation, evaluation, and termination
(deLeon 1999, 21).40
I acknowledge that any such list of phases or stages is bound to be at least in part a

product of the observer’s theoretical notions, for developments of this sort are in no
way ‘‘natural kinds.’’ Nevertheless, these developmental categories do not seem to me
well enough grounded empirically. The developments in question ought to be
expressions of endogenous systems processes, and it is not clear to what system
these processes might belong. Is it possible to conceptualize developmental phases
of this sort that will prove analytically useful?
What is analytically useful? By social scientiWc standards a conceptual scheme is

analytically useful to the extent that it permits one to generate propositions about the
world that are insightful, interconnected, explanatory, and realistic. In the case of
trying to conceptualize endogenously connected developmental phases, it is hard to
know how to apply this standard because the idea of oVering a satisfying ‘‘explan-
ation’’ is elusive—a point I shall not elaborate upon here. A satisfactory alternative,
however, is to use a practical standard that is in all respects but the demand for
explanatory power like the social scientiWc standard. In place of explanatory power,
the practically based standard asks whether the conceptual scheme could produce an
intertemporal map of the foreseeable risks and opportunities that might emerge; for with
such a map anticipatory strategies can be canvassed.
I made an unsophisticated eVort to model the endogenous emergence of such

risks and opportunities in The Skill Factor in Politics (Bardach 1972, 241–60).
The generic model tracked ‘‘Support’’ (a continuous variable) through time in a
legislative contest over a reformist policy proposal. The time path of Support rose
and fell as a function of: (1) mobilization on the part of an advocacy coalition, (2)
lagged resistance on the part of opponents, (3) diVerential adherence by a small pool
of neutrals, (4) concessions and sweeteners that alter the evolving shape of the
legislative proposal, (5) the emergence of intracoalition tensions and resultant de-
fections in response to the changing shape of the proposal, (6) the uncertainties, and
struggles over various arena and scheduling parameters, and (7) the intersection of
the current contest, in its endgame phase, with a variety of unrelated issue
agendas, actors, and inXuence patterns. The model was intended to map foreseeable
risks and opportunities that a hypothetical entrepreneur would try to anticipate and
prepare for.

40 DeLeon credits Garry Brewer with this list. Brewer derived it from Harold Lasswell’s seven stages:
intelligence, promotion, prescription, invocation, application, termination, and appraisal.
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So far as I am aware, neither this model nor any model aiming to accomplish the
same objectives has found a place in the literature on legislative dynamics. I do not
hold a particular brief for my own eVort. But I do think the objective would be
scientiWcally useful as well as of practical worth to a would-be legislative entrepre-
neur, and that others should try their hand at the problem.
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c h a p t e r 1 7
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LEARNING IN PUBLIC
POLICY

...................................................................................................................................................

richard freeman

1. Introduction
.......................................................................................................................................................................................

We do little that we have not learned. As we learn to breathe, to eat, to walk and talk,
learning seems essential to living. But what, in fact, is learning? The irony is that the
importance and ubiquity of what we might think of as learning in turn makes it
diYcult to deWne. What does it mean to learn, and how do we do it?

Our commonsense assumptions about learning are those we have from school. It
seems to have something to do with teaching, with lessons, with doing well or badly.
And then, on reXection, we seem to learn as much by informal as by formal
processes: we learn from experience (which is sometimes gained by experiment),
and from others, including our parents and peers. Often, the two are mutually
reinforcing: we learn from others’ experience, and it is our parents and peers who
help us make sense of our own.

These processes have their corollaries in public policy, both as a practical activity
and a Weld of study. Policy makers compare current problems to previous ones,
networking with others both in their own and in other jurisdictions. By the same
token, we might think of the collective process of agenda setting as one in which a
polity learns as much as decides what it wants, and implementation as the process by
which agencies and employees learn how to deliver it.

* This chapter is a product of some of the processes it describes. I have been lucky to be included in a
community of scholars working in this and related Welds, and am particularly grateful to the editors of
this volume and to Elizabeth Bomberg for comments on a preliminary draft. The errors and omissions
which remain testify only to my own failure to learn.



Something similar is true of those reading and writing about politics and public
policy. We think in ways that previous work has made available, and draw where we
can on related Welds. In substantive terms, too, we deploy history and comparison in
developing explanations of what governments and others do and the eVects it has.
More fundamentally, perhaps, learning is not only the what and the how of public
policy but also its why. Public policy is an applied science, and learning is much of its
rationale. Policy has always been explored and explained with a sense that doing so
might be useful, that it might provide lessons for government.
Howgovernment learns became an explicit subject of study in the 1960s, inwhatwas

felt across countries to be a period of extensive social and political, economic, and
technological change. The interest in learning was the result of two sometimes
complementary and sometimes seemingly contradictory impulses. One was a
sense of uncertainty about what government should do. Few of the prevailing assump-
tions about public administration and the environment inwhich it operated felt secure
or were expected to hold. Writing at the end of the decade, Donald Schön argued that
‘‘The task which the loss of the stable state makes imperative, for the person, for our
institutions, for society as a whole, is to learn about learning’’ (Schön 1973, 28).
The other prompt to think seriously about learning was a recognition of similarity

in problems, policies, and programs across countries. Government had grown in the
1960s: most advanced industrial countries now had large-scale welfare programs, for
example, and were beginning to face problems in their Wnancing and management.
While uncertainty suggested governments needed to learn, similarity indicated that
they seemed to be doing so. But how, and why, and to what eVect?
In turn, this sense of instability and the learning it necessitates has since been

intensiWed by an awareness of global change—change which has prompted, arguably,
more similarity and more uncertainty. Increased interdependence between countries
has made for greater degrees of both competition and collaboration. Global trends
appear to create unprecedented opportunities for learning as well as a pressing need
to take them. Learning has quickened to the extent that living has.
The purpose of this chapter is to take stock of diVerent ways of thinking about

learning in public policy. In doing so, it immediately faces a problem, which is that—
insofar as learning is both essential and ubiquitous—the relevant literature is volu-
minous, eclectic, and multidisciplinary.1 While the chapter necessarily concentrates
on studies of and for policy, it is worth noting at the outset how much of that work
has drawn (and might still draw) on research in educational theory, social psych-
ology, organizational sociology, and the sociology of organizations, among other
Welds. That said, the chapter preserves a distinction between learning and the concept
of policy transfer, which has more recently become established in the vocabulary of
public policy.2

1 Wayne Parsons, in his encyclopedic treatment of the Weld, suggests that thinking of government as
learning or information processing is ‘‘perhaps the most diverse of all analytical frameworks’’ (Parsons
1995, 35).
2 Transfer remains a broader concept than learning in that it is designed to include ‘‘forced’’ processes

such as colonization and the sorts of constraints imposed by conditionality, for example. For an
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The chapter begins with the sense of similarity and the literature on convergence
and diVusion between countries. This is important for making a distinction between
learning and other processes of development. I then turn to Heclo’s landmark study
of political learning, or what he describes as ‘‘collective puzzling,’’ discussing the way
his work has been taken up in accounts of the role of ideas in policy making as it
unfolds over time. It outlines a third and very diVerent literature about learning as
part of the ordinary business or practice of policy making. Tensions within each body
of research are as important as diVerences between them.

On this basis, it becomes possible to distinguish diVerent models or ways of
thinking about learning, described as mechanistic and organic in turn. The chapter
abstracts from what has gone before, what appear to be some of the elements of a
theory of learning. The intention is not to posit any theory as such, but to highlight
the essential issues which any account of learning must address. I conclude with
reXections on the role of comparison in the process of learning across space and time.
The underlying argument of the whole is that it is the way we think about learning
which determines how well we do it.

2. Convergence, Diffusion,
and Learning

.......................................................................................................................................................................................

In general terms, convergence refers to a pattern of increasing similarity in economic,
social, and political organization between countries, essentially driven by the process
of industrialization and its consequences. What was at issue in the early historical
literature was whether public policy was simply a functional byproduct of those
changes, or whether more speciWc explanations were required to take account of
actors and interests, ideas and institutions.3 To the extent that it may be attributed to
structural factors, the implications of convergence theory are determinist: conver-
gence does not in itself require attention to be paid to political actors or agents, or to
contact or communication between them. To the extent that it can account for
emergent similarity without such contact or communication, its signiWcance here
is as a counterfactual.

Classically, the idea of diVusion refers to a pattern of successive or sequential
adoption of a practice, policy, or program either across countries or across subnational
jurisdictions such as states and municipalities (Eyestone 1977). Like convergence,

introductory framework, see Bennett 1991 as well as Dolowitz and Marsh 1996, 2000; for a critique, see
James and Lodge 2003.

3 Convergence was a strong feature of an early phase of comparative welfare state research, including
Rimlinger 1971, Wilensky 1975, and Flora and Heidenheimer 1981. For an introductory account of this
literature, see Williamson and Fleming 1977; for more recent and stimulating discussion of social policy,
see Visser and Hemerijck 2000.
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this sequencemay be explained in twoways, either because countries C andD reached a
requisite level of development sometime after countries A and B, or because C and D
borrowed or learned fromA and B—or, as seems likely, something of both. In diVerent
versions, convergence in public policy may or may not be taken as expressing under-
lying changes in economic, social, and political structure (Bennett 1991), while
a distinct body of work on the American states pointed to the importance of interaction
between policy elites in diVerent jurisdictions (Walker 1969; Gray 1973; Collier and
Messick 1975).
Meanwhile, a sociological tradition of diVusion research has been primarily inter-

ested in the take-up of information and ideas, practices and technologies among
individuals, and principally among networks of peers. Its essential elements remain
those identiWed in Ryan and Gross’s early study of the use of hybrid seed-corn among
Iowa framers in the 1940s (Ryan and Gross 1943; Rogers 1962, 2003). Drawing
together a range of empirical work in rural sociology, medical sociology, anthropol-
ogy, communication studies, marketing, and geography, Rogers deWnes diVusion as
the process by which ‘‘(1) an innovation (2) is communicated through certain channels
(3) over time (4) among the members of a social system’’ (Rogers 2003, 11; emphasis in
original). The typical pattern of diVusion, in which a few adopt an innovation in its
early stages, the bulk of a population follows, and some lag behind, is known as the
‘‘S-curve.’’
Rogers is important for attending to communication between practitioners,

though his understanding of the nature and process of communication is contested.
In essence, this concept of diVusion (which, here, is equivalent to learning) assumes a
relationship between someone who knows, and someone who doesn’t. Individual A,
who knows about a new artefact or technology, or procedure—or policy—commu-
nicates it to B; if it is communicated more or less successfully, then learning can be
said to have taken place.4 For present purposes, this might be better described as a
theory of teaching rather than learning.
It is this which Donald Schön criticizes as the ‘‘centre–periphery model’’ (Schön

1973).5 For it assumes that ‘‘The innovation to be diVused exists, fully realized in its
essentials, prior to its diVusion,’’ and that ‘‘DiVusion is the movement of an innov-
ation out to its ultimate users’’ (1973, 77). This makes for the further assumption that
‘‘Directed diVusion is a centrally managed process of dissemination, training, and
provision of resources and incentives’’ (1973, 77). However, systemic resistance to
change (‘‘dynamic conservatism’’) implies that diVusion is ‘‘more nearly a battle than
a communication’’ (1973, 90) and as such subject to various forms of failure. Part of
the problem is that the introduction of a new product or procedure according to the
centre–periphery model assumes relative stability in other aspects of a social (and/or

4 ‘‘The essence of the diVusion process is the human interaction in which one person communicates a
new idea to a new person’’ (Schön 1973, 90).
5 Schön is best known for work on learning in organizations (Argyris and Schön 1978) and in

individual professional practice (Schön 1983). Work on the state, which preceded it (Schön 1973),
seems somewhat forgotten.
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technological, economic, and political) system. But Schön is interested in learning
and change under conditions of instability, uncertainty, and complexity.

He presents a historical case study of the emergence of the granite industry in New
England, in which each signiWcant development represented ‘‘a complex reconWgura-
tion of related systems’’ (1973, 100). This leads, in turn, to the formulation of an
alternative model of diVusion:

[F]or innovations . . . which precipitate system-wide changes, the process of diVusion is a
battle for broad and complex transformation. And within such a process, the assumptions
underlying the classical diVusion model do not hold: The innovation process does not by any
means entirely antedate the diVusion process; it evolves signiWcantly within that process. The
process does not look like the fanning out of innovation from a single source. Many sources of
related and reinforcing innovations are likely to be involved. And the process does not consist
primarily in centrally managed dissemination of information. (1973, 101)

As he goes on to explain in respect of network forms of organization (his examples
are business systems and social movements): ‘‘It [diVusion] has no clearly established
centre . . . Neither is there a stable, centrally established message . . . the system of the
movement cannot be described as the diVusion of the established message from a
centre to a periphery’’ (1973, 105–6).

This is a long way from more positivist constructions to be found elsewhere. For
Eyestone, for example, ‘‘A state’s propensity to adopt a policy probably depends on
three factors: some intrinsic properties of the policy, a state’s politics, and emulative
(interaction) eVects. Of these, only the policy itself can be assumed to be invariant
over time’’ (Eyestone 1977, 442). For Schön, not only is the policy not invariant, it is
virtually invented in the process of diVusion.6

Schön then develops a discussion of ‘‘government as a learning system,’’ exploring
the ways in which new ideas come to prominence, gain acceptance, and come to be
implemented. He notes that the new idea is often Xuid, mutable, changing itself and
its environment as it moves. Ideas move in the form of metaphors, as in the concept
of community advocacy, for example, which carries a legal idea into the civil, public,
political domain. Governments invariably struggle with implementation because
they hold a centre–periphery model of diVusion or learning, which rests in turn on
a theory of the stable state. Underlying their thought and action is a rational
experimental model of knowledge and its use, which assumes that knowledge derived

6 This sense of the object of interest being in a continual process of invention or construction features
strongly in the sociology of science and technology, and speciWcally in studies led by ‘‘Actor-network
theory’’ (ANT) or what is also known as the ‘‘sociology of translation’’ (for an accessible introduction, see
Law 1997). Bruno Latour (1996) contrasts translation with diVusion, arguing that ‘‘the initial idea barely
counts’’ (Latour 1996, 119). From this, several things follow: the object (a technology, or perhaps a
program or policy) has no autonomous power of its own; there is nothing intrinsically necessary or
inevitable about it; it is not driven, promulgated, marketed, or championed by an ‘‘inventor.’’ It moves
only if it interests groups of actors (only if it ‘‘interests interests’’); the means by which it does that is
referred to as translation. The object translates interests into new terms, and new interests remake the
object: there is ‘‘no transportation without transformation.’’ Only at the end of the process of transfer
(and not at the beginning, as the diVusion model would have it) is the object realized: ‘‘(I)nterpretations
of the project cannot be separated from the project itself ’’ (Latour 1996, 172).
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from experiment can and should be applied to the next comparable instance. But ‘‘the
loss of the stable state means that it won’t be the same next time’’ (Schön 1973, 188).

3. Public Policy as Collective Puzzling
.......................................................................................................................................................................................

Heclo picks up the historians’ interest in learning in his account of the development
of social policy in Britain and Sweden. Drawing on diVerent elements of the
convergence literature, he describes socioeconomic developments as well as political
factors such as elections, parties, and interest groups, arguing that the problem is not
to choose between variables, but to work out how they Wt together. In doing so, he
establishes analytic themes which structure much of the rest of this discussion.
Heclo formulates what now stands as the original construct of political learning:

‘‘Politics Wnds its sources not only in power but also in uncertainty—men collectively
wondering what to do . . . Governments not only ‘power’. . . they also puzzle. Policy
making is a form of collective puzzlement on society’s behalf; it entails both deciding
and knowing . . . Much political interaction has constituted a process of social
learning expressed through policy’’ (Heclo 1974, 305–6). And if forced to choose
between the various factors he has considered, Heclo says that it is civil servants who
were crucial to the development of policy in both Britain and Sweden. This is partly
to do with the permanence of their position in the political process: it is civil
servants’ inXuence, almost by deWnition, which is the most consistent factor in policy
making. But they also have particular functions: ‘‘To oYcials has fallen the task of
gathering, coding, storing and interpreting policy experience’’ (Heclo 1974, 303).7
What we know about learning refers for the most part to individuals, while our

understanding of how groups learn remains, as Heclo puts it, ‘‘fragmentary.’’ This is a
signiWcant weakness, because while social learning is created ‘‘only by individuals,’’
‘‘alone and in interaction these individuals acquire and produce changed patterns of
collective action’’ (Heclo 1974, 306). These interactions, and through them the
process of learning, are inescapably complex (Heclo refers to a ‘‘cobweb of inter-
action’’; 1974 , 307, 316). ‘‘A better image for social learning than the individual is a
maze where the outlet is shifting and the walls are being constantly repatterned;
where the subject is not one individual but a group bound together; where this group
disagrees not only on how to get out but on whether getting out constitutes a
satisfactory solution; where, Wnally, there is not one but a large number of such

7 Heclo’s claim is endorsed by Bennett’s more recent work in the very diVerent Weld of data protection:
‘‘(C)onvergence is primarily a result of this constant communication among members of a policy
community from nations sharing the same technological problems and the same concerns for privacy . . .
Policy convergence is at least as attributable to the actions and preferences of an international policy
community of public, or quasi-public, oYcials, as it is to anything else’’ (Bennett 1992, 151, 225).
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groups which keep getting in each other’s way. Such is the setting for social learning’’
(Heclo 1974, 308).

Nevertheless, learning is not random. It is shaped by three things: by individuals,
by organizations and the relationships between them, and by the impact of previous
policy. Heclo notes that some of the principal agents of change are often in some
sense marginal to the organizations, administrations, or communities in which they
work, ‘‘talented amateurs . . . rather than established professionals and experts’’
(Heclo 1974, 309). Crucially, they are networked across countries; what they think
and know comes from being informed about and paying attention to what goes on
elsewhere (1974, 310–11).

Heclo relates organizational interrelationships to the ‘‘internal set’’ of stimulus–
response theory. The way an organism, organization, or system responds to an
external stimulus is determined in part by the way it is conWgured internally. Here,
this refers to ways of thinking as well as prominent organizational actors and the
relationships between them. Interestingly, the internal set seems to be as much a way
of accounting for resistance to change, or non-learning, as it is for learning itself.

Perhaps the principal condition both of and for current decisions is previous
policy. Policy makers rarely Wnd themselves in uncharted territory. They are much
more often confronted by the legacy of previous decisions and the problems they
have addressed, solved, and sometimes reproduced. They must take into account the
constraints set by apparently unrelated decisions in connected Welds. A key feature of
Heclo’s learning theory is not only the way in which initial perceptions and disposi-
tions shape a speciWc response to a stimulus, but the way in which this response is
reinforced by the eVects it produces. ‘‘What one learns depends on what one does . . .
In both its self-instruction and self-delusions, the cobweb of socioeconomic condi-
tions, policy middlemen, and political institutions reverberates to the consequences
of previous policy in a vast, unpremeditated design of social learning’’ (Heclo 1974,
316). Seen like this, public policy making is a continuous process of iteration and
reiteration.

3.1 The Advocacy Coalition Framework

In developing his advocacy coalition framework, one of the more prominent new
theories of the policy process to emerge in the 1980s and 1990s, Sabatier set out to
formalize some of Heclo’s precepts.8 The concept of the advocacy coalition serves to
aggregate large numbers of actors and organizations at diVerent levels of government
into manageable units of analysis. Particular features of the framework are the way it
takes account of the impact of technical information on decision making, its
attention to the evolution of policy over time in a given domain, and its conception
of public policies and programs as belief systems (Sabatier and Jenkins-Smith 1999).

8 See Sabatier 1987, 1988; Sabatier and Jenkins-Smith 1993, 1999.
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In many respects, then, it casts the theory of public policy making as a theory of
learning.
A belief system is organized in three tiers: what Sabatier terms a ‘‘deep core’’ of

normative belief or ideology which can be expected to hold across domains; a
‘‘policy core’’ of more speciWc commitments within a domain; and then non-
essential or secondary matters of detail. What holds a coalition together is agree-
ment over a policy core, and the only way this core can change is as an eVect of
some external and fundamental shock. Within a domain, however, learning takes
place between coalitions as a result of diVerences in their belief systems. The
likelihood of learning is inversely related to the level of commitment to a belief,
such that secondary aspects of a policy or program are more likely to be revised or
amended in the light of new evidence than elements of the policy core. The process
of learning is facilitated by the existence of a professional forum in which members
of diVerent coalitions may exchange views and interpretations of both problems
and solutions.
Frank Fischer (2003) presents a social constructionist critique of the advocacy

coalition framework, drawing on Maarten Hajer’s work on discourse coalitions
(Hajer 1995). His argument is that belief systems are not pre-existing and empirically
veriWable in the way Sabatier and colleagues might claim, but are instead better
understood as narratives or storylines. A common interpretation of a problem and
appropriate solutions to it is not the basis for membership of a coalition, but
something which its various members produce together, through their communica-
tions and interactions. Indeed, a common storyline is likely to be more powerful and
eVective the more it is susceptible to a variety of interpretations.

3.2 Social Learning

Peter Hall’s inXuential treatment of what he calls ‘‘social learning’’ is based on a
study of economic policy making in Britain in the 1970s and 1980s (Hall 1993).9 He
is interested in the ‘‘interpretative framework’’ of policy, meaning the common
understanding of its goals and instruments as well as the nature of the problems to
which policy is addressed. Drawing on Kuhn (1962), he refers to this as a ‘‘paradigm,’’
and the question he asks is why it changes or shifts, that is, how and why a
policy community learns to think diVerently. For what is at issue in Heclo’s largely
technocratic model of policy learning is the idea of the relative autonomy of the
state from societal pressure. Is ‘‘learning’’ really conWned to a ministerial and
administrative elite?

9 Hall’s work has inspired and inXuenced a small literature on macroeconomic policy learning in the
UK, as James and Lodge (2003) point out.
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Hall’s argument is that the shift from Keynesianism to monetarism was not
made on rational or scientiWc grounds alone. Since there was certainty about
neither approach, policy change was necessarily experimental. Hall describes
what he terms Wrst-, second-, and third-order change: the Wrst applies to policy
settings (adjusting tax rates, for example); the second to the instruments of
policy making (such as the use of cash limits, or targets for M3); and the third
to the underlying assumptions and ultimate goals of policy itself (growth rather
than employment). While Wrst- and second-order change represent ‘‘normal’’ policy
making (like Kuhn’s ‘‘normal science’’), third-order change constitutes a paradigm
shift.

What is important about third-order change is not just its scale but theway it occurs,
and it is this that is understood as ‘‘social learning.’’ For Hall, the ‘‘collectivity’’ which
‘‘puzzles’’ is much broader than that suggested by Heclo (1974).10 The signiWcance of
the ‘‘social’’ epithet is that third-order change in economic policy making was
widely debated and socially embedded. Decisions about policy instruments and the
way they should be set were indeed a largely technocratic aVair, a process conducted
in Whitehall. But once the Treasury began to lose its authority, ‘‘The ensuing struggle
to replace one policy paradigm with another was a societywide aVair, mediated by
thepress, deeply imbricatedwith electoral competition, and fought in thepublic arena
. . . Only some kinds of learning seem to take place inside the state itself. The process
of learning associated with important third order changes in policy can be a much
broader aVair subject topowerful inXuences fromsociety and thepolitical arena’’ (1993,
287–8).

What is also important in Hall’s framework is the way in which a paradigm
serves to make sense of the world, to identify certain phenomena as problematic,
and to suggest certain courses of action in response to them. He cites Anderson to
the eVect that ‘‘the deliberation of public policy takes place within a realm of
discourse . . . policies are made within some system of ideas and standards which
is comprehensible and plausible to the actors involved,’’ commenting that
‘‘Like a Gestalt, this framework is embedded in the very terminology through
which policy makers communicate about their work, and it is inXuential precisely
because so much of it is taken for granted and unamenable to scrutiny as a whole’’
(1993, 279).11

10 In truth, much of this is preWgured in Heclo, whose contention is that it is the administrative elite
which constitutes only what he calls the ‘‘institutional’’ agent of learning. For this to have political
impact, new ideas must be taken up by some ‘‘popularly organized group’’ (Heclo 1974, 319).

11 A previous study (Hall 1989) was concerned with the introduction and establishment of Keynesian
economic thinking across countries. ‘‘When an evocative set of ideas are introduced into the political
arena, they do not simply rest on top of the factors already there. Rather, they can alter the composition
of other elements in the political sphere, like a catalyst or binding agent that allows existing ingredients to
combine in new ways . . . Keynesian ideas did not simply reXect group interests or material conditions:
they had the power to change the perceptions a group had of its own interests, and they made possible
new courses of action that changed the material world itself ’’ (Hall 1989, 367, 369).
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4. Learning in Practice
.......................................................................................................................................................................................

Other writers on learning in public policy have sought to work closer to the ground,
to think about policy making from within.12 Writing as much for as about learning,
for example, Richard Rose (1991, 1993, 2000, 2005) thinks of it in terms of ‘‘lesson-
drawing’’ and is both rigorous and prescriptive about what it should mean. Lesson
drawing is not about reasoning from Wrst principles, or about the way in which ‘‘big
ideas’’ take hold of a polity. It is instead ‘‘both a normative and a practical activity’’
(Rose 1993, 11). A lesson is ‘‘an action-oriented conclusion about a programme or
programmes in operation elsewhere’’ (1991, 7).
Furthermore, ‘‘A lesson is not a disjointed set of ideas about what to do. It requires

a cause-and-eVect model showing how a program designed on the basis of experi-
ence elsewhere can achieve a desired goal if adopted in the advocate’s own jurisdic-
tion’’ (1993, 13). ‘‘The process of lesson-drawing starts with scanning programmes in
eVect elsewhere, and ends with the prospective evaluation of what would happen if a
programme in eVect elsewhere were transferred here in future’’ (1991, 3). Policy
makers are likely to begin by searching for information near at hand; some ‘‘sub-
jective identiWcation’’ with counterparts elsewhere is likely to be signiWcant (1991, 14).
The next stage of the process consists in modeling or abstracting from extant
programs in order to appreciate their essential components: in order to serve as
material for transfer, foreign experience must be abstracted from the context in
which it is embedded. Then, a program may be simply copied from one elsewhere
or emulated, which means adjusting it in some way to new domestic circumstance.
Combining elements of more than one program in more than one other place
amounts to hybridization or synthesis, while drawing on experience elsewhere as
intellectual stimulus for what amounts to a new program is described as inspiration
(Rose 1991, 21–2).
Rose acknowledges that learning from others is inevitably shaped by other factors

such as political power, expert opinion, and the values of policy makers (Rose 1993).
Yet however contingent the political process, it is in his account separate and
separable from policy substance. Lessons are prior to the learning of them, and the
assumption is that they are or should be logical, rational, and real. This leaves the
sense that learning can only be properly done in rare and straitened circumstances. In
practice, in normal conditions of uncertain knowledge and unstable preferences,
most learning inevitably appears as some impoverished approximation to an ideal.
But these are precisely the conditions that others take as their starting point. For

there is a key distinction to be made between knowing that and knowing how (Brown

12 The classic practical injunction on learning from history is Neustadt and May’s Thinking in Time
(1986). For a practical resource on learning from abroad, see the UK government’s policy hub at
www.policyhub.gov.uk/bpmaking/icpm_toolkit/beyond_the_horizon_ICPM_home.asp, accessed 10 Sept.
2004.
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and Duguid 2000).13 To know that depends on the accumulation and assimilation of
information; knowing how comes through practice. Simply, we learn by doing as
much as by reading, thinking, or being told. What this implies is what Scott describes
as an epistemological metis (Scott 1998, ch. 9), local, vernacular, practical. It has
something in commonwith Lindblom and Cohen’s (1979) ‘‘ordinary’’ knowledge. Yet
we know surprisingly little about what bureaucrats and administrators do when they
are doing their job, let alone about the ways they think and learn. We necessarily have
recourse to theory and to other studies of workplace learning. These suggest two
things: Wrst that learning in practice is ad hoc, in the sense of being context or
problem speciWc, and second that it is collaborative.14

It is ad hoc, not least because policy makers and administrators are continually
confronted by problems and policies that appear to be new and diVerent from those
they have known before. And this newness presents not only in agenda-setting and
decision-making stages of the policy process, but in implementation, too. We might
think of implementation as a process of learning rather than carrying out instruc-
tions (Pressman and Wildavsky 1984; SchoWeld 2004): in the process of implemen-
tation, administrators and professionals alike discover not only how to put policy
into practice but what a policy really means or entails. Their learning is reactive but
ingenious.15

4.1 Communities of Practice

Improvisation of this kind is ordinarily collaborative (Brown and Duguid 2000,
103 V.). Collaboration and improvisation in turn are carried on by telling stories,
by exchanging ideas, suggestions, theories, by developing a common sense of the
nature and origins of as well as possible solutions to a problem. In public policy as
much as anywhere else, solving problems is an embedded, social process as much as a

13 The distinction is Ryle’s (1949, ch. 2). In their study of government learning, Etheredge and Short
(1983) similarly distinguish between intelligence and eVectiveness.

14 Wagenaar and Cook review ideas about practice in public policy: ‘‘Practice . . . is an important and
distinct dimension of politics, with its own logic (pragmatic, purposeful), its own standards of knowing
(interpretative, holistic, more know-how than know-that), its own orientation towards the world
(interactive, moral, emotional), and its own image of society (as a constellation of interdependent
communities)’’ (Wagenaar and Cook 2003, 141). ‘‘Situated learning’’ is a theory of knowledge acquisition
which emphasizes learning in context and through interaction and collaboration: on workplace learning,
see Lave and Wenger 1991, Wenger 1998, Brown and Duguid 2000; and for an interesting discussion of
global change in similar terms, Tenkasi and Mohrman 1999. On the productive eYciency of learning by
doing, see Arrow 1962.

15 Policy makers and administrators have much in commonwith Lévi-Strauss’s bricoleur (Lévi-Strauss
1966, 16–22). The bricoleur, in contrast to the scientist or engineer, picks up objects (tools and materials
or, here, policies, programs, and instruments) as he goes, keeping them until he recognizes an oppor-
tunity to use them. The way they are used and the eVects they have are in part determined by the way they
have been used before, but they rarely work in the same way twice. Not only are the properties of the
policy object uncovered in use, but the opportunity to use them is itself invariably made to Wt.
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rational, scientiWc one. We learn with others as much as from others.16 GeoVrey
Vickers, for example, thinks his way into a seat at the table around which the
members of a Royal Commission are discussing their views and Wndings (1965,
ch. 3).17 Part of their judgement, of course, is shaped by what they know and by
the moral and intellectual positions they have already established individually. But
these norms are revised and reWned in the process of applying them to the speciWc
problem, and in the course of discussion and debate, that is ‘‘by the impact, attrition
and stimulus of each commissioner on the others’’ (Vickers 1965, 64).
Brown and Duguid (2000, 141 V.) go on to describe what they call ‘‘networks of

practice,’’ which are something like occupational groups: people who do similar
things, who are linked to each other in some way (by their training, or through the
associations to which they belong) but do not necessarily know each other. Beyond
that, working together on the same task establishes more intense ‘‘communities of
practice’’ (Wenger and Snyder 2000). Networks and communities have complemen-
tary qualities. Networks have reach but little reciprocity; they are good at sharing
knowledge, but less good at producing (or applying) it. Communities are inevitably
limited in their scope or reach, but collaboration and reciprocity are tightened,
meaning that new knowledge is quickly propagated.
Key individuals, or ‘‘brokers,’’ are often critical to communication and learning

between communities, occupying ambivalent positions both central and marginal to
the communities and contexts within which they work. A broker depends on the
trust or complicity of others—‘‘at just that point, the intercommunal boundary,
where trust can be hardest to win’’ (Brown and Duguid 2001, 60). Importantly, trust
is earned or realized in practice, in carrying negotiation back and forth. Nevertheless,
in many respects he or she will operate in the margins, his or her status uncertain and
often threatening. For the broker is to some degree a stranger, relativizing and calling
into question what is locally taken to be common sense (Schütz 1964). The stranger
may be a source of contagion as well as valuable new resources.
Almost by deWnition, community makes for a greater degree of equity or reci-

procity in learning, but it also makes for a diVerent order of communication. To
begin with, partners to a conversation or dialog (in eVect, a relationship) talk about
each other, about the things they have brought separately to that situation. Over
time, they come to talk increasingly about things they have thought of through their
talking; the dialog becomes self-generating. Participants in a dialog are not only
learning from each other, but also learning something new. There are good reasons,
therefore, to think we might learn best from friends (Forester 1999, 31–8).18 Friends

16 It is also the case that much learning may be done vicariously (McKendree et al. 1998). We learn
often by observing or fringing on dialogues and exchanges conducted by others.
17 Vickers is the more interesting to this discussion because he writes as an experienced practitioner:

he was a soldier and oYcer, solicitor, senior civil servant, and company director, and a member of the
London Passenger Transport Board, the National Coal Board, and the Medical Research Council.
18 This sort of aYnity is one of the reasons Dolowitz, Greenwold, and Marsh (1999) give for Britain’s

predominant reference to the USA as a source of transfer and learning.
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relate appropriate information and experience, knowing what is appropriate to us
because they know us. They help us to see ourselves in context, to understand not
how things are, but how we are. They recognize complexity, instead of proVering
simple solutions. They help us to deliberate, to mull over, to wonder about alterna-
tives. They recognize the emotions, feelings, and values which inform our decisions.
‘‘The type of friendship from which we should consider learning is not the friendship
of long aVection and intimacy, but the friendship of mutual concern, of care and
respect for the other’s practice of citizenship, their full participation in the political
world. This is the friendship of appreciation of the hopes and political possibilities of
the other, the friendship recognizing, too, the vulnerabilities of those hopes and
possibilities’’ (Forester 1999, 36).

5. The Elements of Learning
.......................................................................................................................................................................................

Implicit in the diVerent literatures reviewed here are two diVerent ways of thinking
about learning, one largely positivist and the other constructionist. They might be
described as mechanistic and organic in turn.19 The Wrst model, the positivist or
mechanistic, assumes that a thing exists in time and space, and is picked up and
carried over—transferred—and used in another time and/or place. What matter are
the vectors, levers, couplings, and communications by which this is achieved. Trans-
fer, whether of knowledge, technology, or public policy, is an act of engineering. To
the extent that it acknowledges that rationality is bounded, that action is constrained
by institutions, and that as a result policies adopted from elsewhere are also invari-
ably adapted, it may be called a qualiWed mechanism. The second model, construc-
tionist or organic, treats policy as emergent. Policy does not exist somewhere else in
Wnished form, ready to be looked at and learned from, but is Wnished or produced in
the act of looking and learning. Learning is the output of a series of communications,
not its input; in this sense it is generated rather than disseminated. The diVerence
between the twomodels is that between a sense of learning being complicated, and its
being complex.

These models are worth exploring in part because they point to a possible tension
between policy makers’ espoused theory of learning and their theory in use.20 The
diVerence between them is between the rational, legal, and scientiWcdiscourse inwhich
policy makers and administrators are often trained, and the social, managerial, and
political ways of knowing which are the currency of their daily practice. Sometimes,

19 I have taken this terminology from Burns and Stalker (1961), though its more general use in social
science originates in Durkheim. There is something of the same idea in James March’s distinction
between ‘‘exploitative’’ and ‘‘exploratory’’ learning (March 1991).

20 The distinction is Argyris and Schön’s (1978).
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policy is designed on the basis of evidence from experience or elsewhere. Usually, too,
conXicting evidence and argument makes some compromise necessary. Often, how-
ever, policy makers collaborate, exchanging information about problems and policies
which are similar in essential respects, but diVerent enough to provoke reXection and
creative thinking (or ‘‘collective puzzling’’).21An interesting implication of this is that
the concept of learning does not necessarily entail its habitual corollary, that of
teaching. Standard images of cross-national ‘‘policy borrowing,’’ ‘‘import,’’ and ‘‘ex-
port’’ risk obscuring much of the mutualism of learning processes.
To the extent that studying learning begs familiar questions about the ways in

which ideas are manifested in behavior (Majone andWildavsky 1979), the distinction
drawn here has its methodological corollary, too, which is that learning will be
interpreted as much as explained. Vickers (1965, 187) posits a ‘‘point of acceptance,’’
when what is known is realized, when insight comes to be supported by commit-
ment, when the assimilation of information turns into the reformulation of belief,
when a ‘‘potential fact’’ becomes a ‘‘potential act.’’ As he acknowledges, this psycho-
logical change is both ‘‘theoretically obscure’’ and ‘‘one of the most familiar facts of
experience.’’ Heclo, similarly, notes that learning will be ‘‘easier to illustrate than to
prove conclusively’’ (Heclo 1974, 321).

5.1 Agency and Interaction

The study of learning makes certain assumptions about agency, that learning is an
active process. But who learns? There is some agreement in the literature that
learning is something that individuals and only individuals do. But it is also
something they do in the course of interaction with others, in groups, networks,
communities, and organizations: learning is a social process (Bandura 1977).22
This conception is the more valuable because it highlights the diYculty and

fragility of learning. Learning is diYcult precisely because it is interactive, ‘‘because
so many men must do it together’’ (Pressman and Wildavsky 1984, 125). By the

21 Vickers’s distinction between compromise and ‘‘integrative’’ decision making is signiWcant here. An
integrative solution to a problem is one which wholly satisWes the diVerent claims of parties to it. This is
possible to the extent that their diVerent ways of seeing the problem are changed, which in turn ‘‘enlarges
the possibilities of solution beyond those which existed when the debate began’’ (Vickers 1965, 208).
22 ‘‘Thus judgment and decision, though mental activities of individuals, are also part of a social

process. They are taken within and depend on a net of communication, which is meaningful only
through a vast, partly organized accumulation of largely shared assumptions and expectations, a
structure constantly being developed and changed by the activities which it mediates. The individual
decider can no more be studied in isolation than the individual decision. The mental activity and the
social process are indissoluble’’ (Vickers 1965, 15). The social process of thinking and the way it threatens
common assumptions about the individual, rational self is Mary Douglas’s theme in How Institutions
Think (Douglas 1986).
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same token, some situations and contexts are more conducive to learning than
others, and a powerful claim can be made that social entities such as groups,
organizations, and states which cultivate learning have more prospect of success
than others.23

The notion of agency implicit in action and interaction means little without some
associated concept of autonomy. On this basis, John Forester (1985) sets out the
kinds of interaction that might constitute learning from those which don’t. What is
at issue for him is the relative legitimacy of diVerent interactions. The conditions for
learning (‘‘some enhanced competence for action and self-understanding;’’ 1985,
265) are essentially the same as those for Habermas’s ‘‘ideal speech situation,’’
namely that the validity of a statement may be assessed without coercion or threat.24
The signiWcance of this is that we might come to think of learning as a function of a
particular kind of relationship, rather than simply of the capacity of diVerent parties
to it.

Learning ordinarily takes place in conditions of complex interdependence, in
which the thoughts and actions of any given agent change the context or environ-
ment in which others must think and act. ‘‘(A) communicated prediction changes
the situation,’’ as Vickers puts it (1965, 84), simply because others assess our predic-
tions and adjust their actions according not only to the likely accuracy of our
predictions, but also according to their own, diVerent predictions of our behaviour.
It is this awareness of complex interdependence which informs contemporary ideas
of governance as steering, and which is expressed for example in the European
Union’s ‘‘open method of coordination.’’25 It is also the logic of policy or program
development and management by benchmarking. Benchmarking—‘‘learning by
monitoring’’ (Sabel 1994)—emerged in fast-developing areas of industry and com-
merce where no objective standards of evaluation exist, or where those standards
change quickly. It works not by the imposition of standards but by the construction
and subsequent discussion and interpretation of norms: ‘‘(G)uidance is neither
precise nor persuasive enough to determine action. Individuals must interpret the
general rules and expectations to bring them to bear on their actual situation. These
reinterpretations proceed through argumentative encounters in which the individual
attempts to establish an equilibrium between his or her views and social standards by
recasting them both’’ (Sabel 1994, 156).

23 This proposition is the basis of what has become an extensive literature on organizational learning:
for introductions, see Weick and Westley 1996; Levitt and March 1998.

24 By the same token, learning does not mean life without conXict. Learning takes place in the pursuit
of diVerent preferences and purposes: where conservatives will want to learn how to do better with
existing programs, reformers will want to learn about new programs, or how to change or expand
existing ones for somewhat diVerent ends (Browne and Wildavsky 1983, 245).

25 On governance, see Rhodes 1996 and Kooiman 2003; on the open method of coordination, a special
issue of the Journal of European Public Policy, 11 (2), 2004.
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5.2 Cognition and Communication

Learning begins in uncertainty: if there were no uncertainty, there would be no need
for puzzling. This uncertainty is in part a function of inadequate information. Policy
makers are ordinarily bound to act in circumstances in which their information, their
imagination, and their resources are inevitably incomplete. As a result, their ration-
ality is limited, contingent, or in Simon’s phrase, ‘‘bounded.’’26
The issue is more subtle and more fundamental than just not knowing enough.

Following Heclo (above), what we are able to do is in part determined by what we
have done before. Our prior decisions shape the domain in which future ones will be
taken. We learn from the past and from our experience, not least because the past is
in some degree the source of our problems. But what is important here is that this is a
mental as much as a material or empirical process, or what we might call a ‘‘path
dependence of the mind.’’ For what we learn is in part determined by what we have
learned before. Learning is a process of making sense of the world around us, and we
tend to do so in terms with which we are already familiar. What we learn is a function
of what we know already.
Vickers calls this an ‘‘appreciative system:’’ ‘‘a set of readinesses to distinguish some

aspects of the situation rather than others and to classify and value these in this way
rather than that’’ (1965, 67). It has equivalents in Heclo’s ‘‘internal set,’’ in what Schön
and Rein (1994) call a ‘‘frame’’ and Young (1977) an ‘‘assumptive world;’’ it is close to
Schotter’s conception of institutions as ‘‘machines for thinking’’ (Schotter 1981;
Douglas 1986). What is important for students of learning is that these various ‘‘read-
inesses,’’ which themselves have to be learned, are ‘‘limiting, as well as enabling’’
(Vickers 1965, 68). For they shape and determine what we don’t see as well as what
we do.27
This implies that learning is not simply an interpretative act, a process of registering

and taking account of the world; it is, in a fundamental way, about creating the world.
It is an active process ofmaking sense (Weick 1995). Similarly, just as we shop in order
to discover what we want (and we might think of some kinds of political learning as
‘‘policy shopping’’), so we read in order to discover what we think, not just what any
given author thinks (Brown and Duguid 2000). What emerges is a conception of
learning as an act of imagination, invention, and persuasion as much as (or as well as)
comprehension, deduction, and assimilation.
Wildavsky, similarly, thinks of implementation as exploration, or hypothesis

testing (Browne and Wildavsky 1983, 254). We make predictions and act accordingly,
adjusting our actions according to whether or not our predictions appear in fact to
have been true. The problem is that the hypothesis alters the basis on which it will be

26 In her study of employment policy in the USA from the New Deal to the 1970s, Margaret Weir
(1992) describes the institutional processing of new ideas as one of ‘‘bounded innovation.’’
27 See also March’s account of ‘‘model bias in social action’’ (March 1972). Analytically, non-learning is

as interesting as learning. For instances in public policy, think of the way in which decision making is
often constrained (and distorted) by the need to conform to and reproduce the established norms and
assumptions of a deliberating group. This is what Janis has described as ‘‘groupthink’’ (Janis 1982).
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subsequently revised. This means that public policies and the environments in which
they operate are engaged in a process of mutual adaptation over time, which means
in turn that ‘‘(I)mplementation is shaken from its safe cognitive anchorage in prior
objectives and future consequences’’ (Pressman and Wildavsky 1984, xvii). Imple-
mentation is ‘‘not about getting what you once wanted but . . . about what you have
since learned to prefer’’ (Browne and Wildavsky 1983, 234).

Cognition or ‘‘appreciation,’’meanwhile, is asmuch a product of communication as
of perception. ‘‘(A)ll perception and all response, all behaviour and all classes of
behaviour, all learning and all genetics . . . all organization and all evolution—one
entire subject matter—must be regarded as communicational in nature’’ (Bateson
1973, 253). Attention to communication is important only to the extent that it does not
imply the exact reproduction of a message intended by a speaker in the mind of a
listener: what is understood by the listener is always and inevitably the result of a
process of interpretation. The reproduction of the message is always to some degree
imperfect: as the sociologists of science put it, ‘‘information is transformation’’ (Callon
and Latour 1981, 300); what we think of as transfer is invariably an act of translation.

The central issue can be simply stated. We communicate by means of signs (words
and pictures, sounds and images). The relationship between the sign and what it
signiWes is neither determined nor mechanical. What things mean is a matter of
convention (a social construct) and it is invariably inexact. Meaning may be shared,
but it is not identical. This fundamental epistemological uncertainty, this require-
ment that every utterance be accompanied by some hermeneutic move on the part of
the reader or listener, is a source of innovation and creativity as well as error and
failure. Translation—the processing of what you say into terms that I understand—is
ubiquitous and imperfect.

The elements of learning distinguished here are intended as no more than a
heuristic, a formal separation of concepts which are practically and essentially
interconnected. Beyond them, it is worth drawing attention to two background
themes, not only because they are important here but also because they are some-
times neglected in other accounts of policy making. First, there is much in the
treatment of policy learning as it has unfolded over three or more decades which
calls on systems theory. Heclo’s concept of learning is derived from stimulus–
response theory, and both he and Schön draw on Deutsch’s cybernetic model of
government (Deutsch 1963). Heclo, for example, cites Polanyi’s ‘‘ ‘spontaneous
order’, an order attained by allowing each part to interact on its own initiative’’
(Heclo 1974, 320). Vickers acknowledges making use of ‘‘concepts and ways of
thought which, though common today in a wide variety of sciences, have so far
penetrated only patchily into the thought of laymen—concepts which can perhaps be
comprehended with least danger of misconception under the name of general system
theory’’ (Vickers 1965, 16). Wenger (2000) oVers a more explicit articulation of the
community of practice in terms of systems theory, focusing on the learning which
takes place at and across boundaries between communities.

Second, there is a further reach back to phenomenology and the roots of American
pragmatism, as developed by James, Peirce, and perhaps most interested in problems
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of learning, John Dewey. It is this that leads Heclo to assert that ‘‘Apart from the
policy process there were no ‘problems’, only conditions’’ (Heclo 1974, 288) and
Schön to suggest that ‘‘diagnosis comes about through intervention’’ (Schön 1973,
199). It is the dominant strain in Weick’s (1995) Sensemaking in Organizations, and
Brown and Duguid’s (2000) Social Life of Information. Weick builds on Graham
Wallas’s classic citation of a child’s remark: ‘‘How can I know what I think till I see
what I say?’’ (Wallas 1926; Weick 1995, 12), explaining that what he calls sense making
is about ‘‘the ways people generate what they interpret . . . the invention that
precedes interpretation’’ (Weick 1995, 13–14).

6. Learning by Comparison
.......................................................................................................................................................................................

This chapter began by noting the ordinary experience of learning from others and
from the past. It concludes here with reXections on the way in which learning, in both
time and space, turns on comparison. For we learn from (andwith) others withwhom
we identify in some way: because they are like us, or perhaps because we would like to
be like them, or because their problems seem to be like ours. By the same token, we
Wnd it diYcult to learn from those we think (or would like to think) are very diVerent.
This is a diVerent way of thinking about comparison from that which is usual in

studies of public policy. More formally, comparison may be a source of explanation,
of accounting for why things happen in one country and not in others, or why they
happen in diVerent ways. Used like this, to distinguish some causal variables from
others, it is the closest the policy sciences come to experimental logic. At the same
time, comparison may serve as a means of evaluation, a way of judging policy or
practice and asking how it might be improved.
In practice, of course, such lessons are diYcult to draw and diYcult to apply. The

contexts in which policy is made and implemented are complex, such that the
relationship between policy cause and outcome or eVect is often unclear. However
compelling they may be, explanations and evaluations remain understandings of
what has happened before, elsewhere. Where they work, where we can marshal
enough evidence to be conWdent that they have general validity, and where they are
Xexible enough to be portable from one place to another, we might go with them. But
often we can’t. Comparative analysis as classically conceived is a rich, valuable, but in
itself insuYcient guide to policy.
But much of the learning considered here is based on a diVerent order of compari-

son, one which is prior to the other two. For comparison is predicated on description
and redescription, cognition and recognition, categorization and classiWcation, and
understanding its implications is necessarily an interpretative process. To compare
something with something else entails the logically prior recognition or assumption
that they are comparable. It is to use the juxtaposition of things tomake sense of them,
both separately and together.

384 richard freeman



Comparison entails the use or production of categories to describe cases, which is
something we usually do no more than half-consciously. Cross-national talk, for
example, requires a more creative, slightly more abstract grammar and vocabulary
than the ones we might ordinarily use to discuss situations we know and are familiar
with with those who also inhabit them. Comparison is realized in what might be
described as a ‘‘third code,’’ or a language of translation. This is partly why it often
seems diYcult, alien, disorienting, as well as exhilarating.

Vickers (1965) describes the formidable challenge presentedby theRobbinsReport on
higher education in the UK. What it did was to review the position of an array of
institutions of ‘‘higher education,’’ in the process deWning and constructing this new,
tertiary sector. What was at issue was the function and purpose of diVerent teacher
training and other technical colleges as well as the relations between them. DeWning this
set of organizations involved ‘‘a mental adjustment of a peculiarly diYcult and complex
kind,’’ which was in essence one of recategorization. It meant taking parts of the state
systemof educationoutof that category andgrouping themwithuniversities,whichhad
always insisted on a separate, special identity. Inventing or constructing higher or
tertiary education in turn implied some more explicit relationship to schools, the
secondary tier. As throughout his work, Vickers connects the administrative problem
to a psychological insight: ‘‘(I)n reorganizing institutions, it is easiest to subdivide,more
diYcult to combine and most diYcult to carve up and regroup the constituents in a
going concern. The diYculty illustrates and is perhaps related to the more basic
psychological diYculties attending the growth of the categories which underlie our
judgments of reality . . . The report . . . is not merely a plan for a reorganization of our
institutions. It is also a plea for the reorganization of our thought’’ (Vickers 1965, 59–60).
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REFRAMING
PROBLEMATIC

POLICIES
...................................................................................................................................................

martin rein

Public policies are often problematic because the ends they seek are themselves
problematic. The deWning challenge of public policy lies not in Wnding the best
means to given ends, but rather in reframing ends so as better to cope with
unavoidable problems of vagueness and conXicts among the ends themselves.
Those problems are largely neglected in the standard instrumentalist approach to
policy research.

Two weaknesses of the instrumental conception of policy knowledge are particu-
larly important. First, lopsided attention to instrumental knowledge can have the
eVect of obscuring the value choices facing public policy, hiding them in the tools of
the policy analysts’ trade. Instrumentalism cannot completely bypass value choices.
Instead it makes those choices silently, in its decisions about what to measure, how to
specify models, and how to quantify outcomes (Rein 1976).

Second, instrumentalism has had mixed success on its own terms. Instrumental-
ism presupposes strong causal reasoning to demonstrate that speciWc variables lead
to particular normatively desirable outcomes. Social science has had very little
success establishing that type of relationship. Most evaluative studies simply do not
reveal any strong and unambiguous eVects and outcomes. The literature is littered
with only modest eVects, with most of the variance in the dependent variable usually

* I want to extend special thanks to David Thacher and Chris Winship for our discussions about the issues
raised in this chapter. Nancy Borofsky and Bob Goodin were especially helpful during the Wnal stages.



remaining unexplained (Rein and Winship 2000). In the meantime, the values
themselves, as well as conXicts among them, usually remain unexplored.1
I begin by exploring various diVerent types of situations that threaten instrumen-

tal means–end rationality. Starting with two of the most familiar—namely, the
conXict of values and the ambiguity of ends—I then proceed to extend the list and
consider other dynamics that are less well known. The problematic ends thus
revealed are not free standing but rather, are interdependent and mutually reinfor-
cing. I end by surveying various ways of socially coping with these problematic ends,
concluding with an extended discussion of ‘‘secondary reframing’’ as a way of
avoiding problematic ends and unwanted clients. Choice is always choice under
some description: institutions frame policy problems and choices in that way; and
reframing, looking at the problem through a diVerent frame, can shift how we
perceive the policy problem and how we respond to it.2

1. Problematic Ends: Six Examples
.......................................................................................................................................................................................

1.1 ConXicting Aims

What does the term ‘‘values’’ mean in practice? ‘‘Values’’ are the ultimate ends of
public policy—the goals and obligations that public policy aims to promote as
desirable in their own right, rather than as some clear means to some other speciWc
objective. Goals like safety, equality, prosperity, freedom and self-governance, family
autonomy (to name a few) can all have this character. Each of these ends can be its
own justiWcation, at least to some people at some times.
For example, at some level most of us believe in some form of equality. We cling to

it as an ideal, even if only modest instrumental beneWts can be claimed for it, or even
if these beneWts turn out to be an illusion. As Isaiah Berlin (1981, 102) puts it,
‘‘Equality is one of the oldest and deepest elements in liberal thought . . . Like all

1 Consider racial integration. Brown v. the Board of Education was based on the evidence suggesting
that segregated schools ‘‘damage the personality of minority group children’’ and ‘‘decrease their
motivation and thus impair their ability to learn.’’ This established the instrumental case for the
desegregation of schools. But thirty years later, experience and further research showed that the beneWts
were minor and the community opposition among both black and white parents strong. The instru-
mental argument crowded out the case for desegregation on the grounds it was an important societal
value, the right thing to do in a democracy. Most important, it obscured the opposition of the aVected
groups, who (leaving the less noble values that motivated their opposition aside) did not believe that
either goal—desegregation as an end in itself, or the improvement of education for minority children—
should outweigh neighborhood autonomy and cohesion (Rein and Winship 2000, 44).
2 On this see Schön and Rein 1994 and cognate work across a range of disciplines, e.g. March 1972;

Axelrod 1976; Sen 1980; Douglas 1986; Kahneman and Tversky 2000; Allison and Zelikow 1999.
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human ends it cannot itself be defended or justiWed, for it is itself that justiWes other
acts [as] means taken towards its realization.’’

Of course, the value of equality still needs speciWcation if it is to serve as a guide for
action through public policy. For example, equality has been broadly interpreted as
‘‘equal opportunity’’ rather than ‘‘equal outcomes.’’ But even on this interpretation,
equality conXicts with other values such as ‘‘family autonomy.’’ After all, parents
want to give their children an unequal opportunity of access to resources, in order
that they will be in a better position to compete and to do well in the labor market.
The value of equal opportunity is in conXict with the autonomy of the family to
protect and to advance their children’s career in whatever way they can (Fishkin 1983;
Swift 2003).

Another example is the conXict between participation and deliberation, seen in the
American attempt, four decades ago, to promote the participation of the poor as a
way to reduce poverty. Community Action programs were designed to reduce the
apathy of the poor by encouraging participation that challenged the performance of
local public institutions. Here, the conXict soon became visible and the program to
promote participation dramatically changed. In the Dilemmas of Social Reform,
Marris and Rein (1982, 1) tersely state the problem as follows: ‘‘A reformer in America
faces three crucial tasks. He must recruit a coalition of power suYcient for his power;
he must respect the democratic tradition which expects every citizen, not merely to
be represented, but to play an autonomous part in the determination of his own
aVairs; his policies must be demonstrably rational.’’ The imperatives for power,
participation, and rationality all conXict with each other, in practice.

Participation has evolved over time from an action-oriented concept to a more
passive mode. Confrontation, viewed as building power in order to confront inept
bureaucrats, has faded as a meaningful public approach to promote participation.
Modern-day advocacy takes the diVerent form of collaboration (coalition building,
partnerships, building trust, citizen juries); but through this evolution of the mean-
ing of the term, the idea of some form of citizen participation is now widely accepted.
Hence, the conXict was mitigated by sanitizing the form of participation and thus,
hopefully, reducing the potential conXict between participation and deliberation.

1.2 Ambiguity and Vagueness

Ambiguity is so widespread in the legislative and administrative process that a large
body of literature on the subject has emerged (March and Olsen 1976; Goodin 1982,
ch. 4). Even the courts sometimes make use of it to reach a decision (Sunstein 1996;
White 2002).

But we still seem to be undecided about the virtues of ambiguity in political and
legal decision making. The former head of the French government is widely credited
with the skeptical comment, ‘‘if we extricate ourselves out of ambiguity we do so at
our own cost.’’ Thus there is a mixed message in the literature: in some situations
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clarity can be costly and the only pragmatic course to follow is by the use of
ambiguity, viewed as a strong precondition to achieve some measure in building a
political coalition to promote collective action.
More than the vagueness of ends and means can be found in the academic public

policy literature. There is also an interesting use of ambiguous concepts and theories.
Some examples are the use of ideas like ‘‘sustainability,’’ the ‘‘informal sector,’’ and
‘‘organizational learning.’’ These concepts are hard to deWne but nevertheless can be
useful in both mobilizing action and charting a course for research and enquiry. The
world of action and research are linked, because once a vague concept is accepted in
the Weld of practice, and resources become available, then the academic community
becomes involved in the evaluation of outcomes and in the design of future policy.

1.3 Abstract Ends

Maybe the classic statement can be found in the writing of Selznick (1957), who says:
‘‘Means tyrannize when the commitments they build up divert us from our true
objectives. Ends are impotent when they are so abstract and unspeciWed that they
oVer no principles of criticism and assessment.’’

1.4 Unwanted Precarious Ends

‘‘Unwanted ends’’ are ones that are imposed on an organization, requiring that the
organization pursue goals that extend beyond the original mandate of the organiza-
tion. They create an organizational ‘‘triple bottom line:’’ maintaining Wscal solvency;
realizing the primary mission; and dealing with the imposed and unwanted mission,
which they are obliged to follow, since some regulatory oversight is imposed by an
outside agency. These new and imposed values become what Selznick (1965, 126)
called ‘‘ ‘precarious values’, deWned as values that are not well integrated into the
agency’s core mission.’’ It is precisely this loose coupling with the primary mission of
the organization that makes those ends ‘‘precarious.’’
David Miller (2001) formulates the problem in more normative terms, as a conXict

about ‘‘distributive responsibility.’’ This frames the problem at an earlier stage. There
can be broad agreement that we should collectively intervene in this situation, but
what is unresolved is the distribution of responsibility for that intervention. Who is
responsible for covering the Wnancial and organizational costs of the decision to
actually do something? We can agree to name a problem as a ‘‘humanitarian crisis;’’
we can collectively agree that the genocide must be stopped. But we can’t agree at
what cost, to be incurred by whom. We seem willing only to deWne the problem, not
to agree on a principle distributing responsibility for action. Many social welfare
problems also take this form.
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There are, of course, many other examples of posing issues of how to distribute
responsibility. Consider the situation where the government cuts back on the funding
of non-proWt organizations and these organizations, over time, Wnd that they
increasingly lack the necessary funding to carry out their missions. They are then
forced to seek other resources if they are to survive. Some turn to the market as a
source of income; others seek to pass on the cost to the consumer if the form of co-
payment. Weisbrod (1998) oVers a telling analysis of the dilemmas of practice that
emerge when public policy shifts its distribution of responsibility, by focusing on
how non-proWt organizations deal with their double bottom line of promoting
Wnancial stability and commitment to their mission.

This situation could provide an entrée for government to impose values on the
reluctant non-proWt agencies. For example, local government might insist that non-
proWt agencies accept a large portion of the poor welfare mothers or the homeless or
prisoners released from incarceration in their caseload. That can then create a
Selznick-type problem of ‘‘precarious values,’’ depending on how the situation is
resolved. Who has the responsibility of caring for prisoners released from incarcer-
ation and unable to Wnd their footing in their local community? Organizations eager
to maintain clear and simple goals have developed strategies of restructuring to deal
with these unwanted, and often alien, imposed ends.

Thacher (2004) ponders one of the serious dilemmas of a strategy of imposing
punishment when the law is broken: what if no institutions will take the responsi-
bility for what happens after the sentence is fulWlled? The graduates of these pro-
grams, with no place to go, then create a new category of ‘‘institutional orphans,’’
who are unwanted clients. Those caught between the punishment and rehabilitation
system are often simply ignored, responsibility for them being distributed to no one
who eVectively accepts it.

1.5 Unattainable Objectives

The child welfare system provides a good example of the pursuit of desirable but
unattainable ends. The desirable end is for children to live in ‘‘normal’’ families,
deWned as ones who accept broad social norms of child rearing. EVorts are made to
realize this goal by removing neglected and abused children into alternative care,
such as foster care or sometimes adoption.

The experience shows that many of these children in care do not in fact return to
their original families. The child welfare system of foster care and adoption has not
developed eVective means to create a substitute living arrangement for these chil-
dren. Many of these children spend large parts of their lives moving from one foster
home to another, or from adoptions back to foster care. We seem not to be able to
return these children to ‘‘normalized’’ living arrangements (Steiner 1981). So nor-
malization is perhaps not an attainable objective, in child welfare organizations that
pursue their mission with insuYcient resources and periodic shifts in direction.
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These children eventually come of age and leave foster care to be absorbed, as
best they can, into the community. A recent study of youth aging out of foster care
shows that ‘‘overall 19% of the study group experienced a stay on Shelters’’ and the
numbers are higher for some subgroups depending on race and gender (Youth
Aging Out of Foster Care 2002). The adjustment of many of these children to the
community is clearly wanting. But this does not mean that public policy can
give up on the self-evident objective of rehabilitation or normalization of these
children.
We do not have a viable alternative. Placing unwanted children in institutions

seems not to be the way to go forward. The cost of building and maintaining such
institutions is alarmingly high and there is no evidence that is a very eVective way to
go. One can read accounts that date back 100 years to see that we have not made
much progress (Rothman 1971; Crenson 1998). Hence we call this a ‘‘problematic
end,’’ since we have not devised a way to attain that end (a system of normalization)
for a substantial portion of this group.

1.6 Missing Ends

An interesting example of ‘‘missing ends’’ is found in an essay by Russell Baker
(2004). Here in brief is the argument. Since the end of the cold war, Washington
has been suVering from ‘‘the sense of pointlessness.’’ ‘‘Government is about raising
money to get elected and then reelected to service those that put up the money,’’
but it is unclear what form that service should now take. To deal with this problem
Washington has invented something called ‘‘spinning’’ which the press converts
into what is ‘‘spun’’ by cunning spin doctors who create urgent problems they can
then solve.
There are of course other examples in the political science literature on symbolic

politics. There, action is taken for show, with little commitment to act on these
symbolic intensions. Edelman’s work on The Symbolic Uses of Politics (1964; see also
Edelman 2001) is an early example of this political form.

2. Institutional Struggles to Deal
with Problematic Ends

.......................................................................................................................................................................................

One might think that the best way to deal with these troublesome ‘‘problematic ends’’
is, at the conceptual level, to clarify the fuzzy ideas. If the ends are confusing,
contradictory, and conXicting, then the starting point must surely be Wrst to clarify
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the muddle and substitute clear, disciplined thinking. What is needed is an intellec-
tual search for more coherent policies that seeks to redeWne the goals being sought.
Henry Richardson’s (1997) writing on practical reasoning develops a compelling
argument to support the case for coherence.

We consider next some illustrative examples of an institutional approach to coping
with the problematic ends discussed above. The central idea is to approach prob-
lematic ends as a puzzle that demands Wnding a plausible and coherent solution
(Winship, this volume). It is a ‘‘practice worry’’3 where the main focus is on the
question of action, ‘‘What is to be done?’’ This does not rule out clariWcation of ends,
but it extends the search for coherence and clarity to consider practical and pro-
grammatic redesigns of existing practice.

The best way to illustrate this intuition is to provide several concrete examples of
these pragmatic institutional approaches. Each is brieXy discussed to illustrate
diVerent approaches that we Wnd in practice.

Gibson and Goodin (1999) view ambiguity as an ally in policy development. They
call their approach ‘‘the veil of vagueness,’’ in contrast to Rawls’s famous ‘‘veil of
ignorance.’’ Rawls’s idea is that if individual players did not know crucial facts about
their identity and place in society, they could devise through a deliberative process a
set of fundamental principles of justice as fairness. But real-world political actors
cannot do this. The authors propose an alternative model, a ‘‘veil of vagueness,’’
which can work in two diVerent ways: the ‘‘vagueness of ends’’ and the ‘‘vagueness of
means’’ respectively. First, vagueness can cloak the nature of the agreement: ambi-
guity or abstraction can facilitate agreement getting; practitioners who disagree at
some level can often agree at some higher level of abstraction about what should be
done; in broad, vague terms, most members of society can agree what is in the
‘‘public interest.’’ Second, vagueness can be used to mask the subsequent steps in the
process by which a Wnal agreement will eventually be reached.

Joshua Cohen (1996, 2004) proposes a second, very diVerent approach to the
puzzle of how problematic ends can be dealt with in practice. He makes a forceful
argument that the values of ‘‘deliberation’’ and ‘‘participation,’’ the two foundational
pillars on which of theory of democracy rests, not only can in practice pull in
diVerent directions; furthermore, improving the quality of participation may come
at the cost of public deliberation. In brief, the theory of democracy rests on two
potentially conXicting imperatives. Cohen believes that there is no intellectual way to
resolve these deep value conXicts by climbing the ladder of abstraction in search of
resolution at an abstract level of reasoning. It is an illusion to believe that more
thought and deeper conceptual clariWcation of the sources of the conXict can resolve
the conXict. A solution can only be realized through an institutional or a procedural
approach. What is called for is ‘‘practice experimentation,’’ an idea in the spirit of
what Dewey calls ‘‘inquiry and institutional innovation.’’ What is needed is thought
combined with action, and a willingness to consider doing something diVerent and
non-conventional.

3 For an elaboration of this concept, see Rein 1983.
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Popular devices such as referenda certainly encourage direct citizen participation.
But at the same time, ‘‘requiring a yes/no vote may discourage reasoned discourse in
legislation.’’ A good example of how the referendum can be disruptive is the
experience of a small country like Switzerland. A small but determined group can
undo a legislative initiative that has been the result of a long deliberative process
(Neidhart 1970). Something like this occurred in pension policy that eventually led to
mandating private pensions rather than increasing the value of pensions in the public
sector. This might in the end prove to be a judicious outcome, but the process was
created by a referendum designed to block legislative intent.4
A theory of practical reasoning must always involve the combination of thought in

action and enquiry into the process and the outcomes of this enquiry. This is in fact
what we actually do in practice. Consider the third example of, and the institutional
approach to, how to deal with value conXicts. Thacher and Rein (2004) identify three
practical strategies that societies have used for concretely dealing with them:

1. casuistry, which involves seeing how similar conXicts are actually dealt with
and resolved in practice;

2. cycling, which emphasizes Wrst one value and then another; and
3. the art of separation (Walzer 1983, 1984), which assigns responsibilities for

each value to diVerent institutional structures.

The principle of casuistry is common practice among legal scholars. Following this
approach they ask, ‘‘what is this a case of?’’ They then rely upon the repertoire of
case law to see how the case was handled in past practice, letting earlier decisions
provide a guide for what to do in the present, on the assumption that the two cases
are similar in important ways. The drawback to this approach is that in most Welds
of public policy no such written record exists and the repertoire of experience is
only available in the lived experience of the practitioners, who often cannot fully
articulate what the intuition is that guides their action (Neustadt and May 1986;
Thacher and Rein 2004; Searle 2001). Cycling and separation can also fail to
provide a complete solution. But they do illustrate how, in the real world, institu-
tions cope with value conXict.
Another example of how the legal system makes use of ambiguity in its decisions

involves the Environmental Protection Agency (EPA) mandate to implement the
Clean Air Act. InWhitman v. American Trucking Association (1999), the US Supreme
Court decided unanimously that the non-delegation doctrine (Alexander and Pra-
kash 2003) was satisWed so long as the EPA had provided an ‘‘intelligible principle’’
governing the writing of administrative guidelines; there was no danger of passing
undue vagueness on to other agencies of government (White 2002).
Another approach to dealing with problematic ends builds on the intuition (Win-

ship, this volume) that the precondition for dealing with disagreements must also be

4 This is of course a one-dimensional account of the eVects of referrenda: some can stimulate a
national conversation, such as that over the monarchy/republic in Australia, or the series of referenda
that eventually radically changed Irish abortion law.
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based on a widely shared agreement as to what are the choices over which we might
be disagreeing. Institutionally, the key to acting on this insight is a pre-negotiation
stage that creates a template about the naming and framing of what is to be addressed
and what is to be ignored in an actual negotiation. The institutional solution is the
invention of an ‘‘art of convening’’ that generates a way to map the terrain of what is
discussable and non-discussable in the later stage of direct negotiations (RaiVa,
Richardson, and Metcalfe 2003).

One can hire an outsider, a trusted person to map actionable terrain. The aim is
not to reach a philosophical clariWcation of what is at issue but rather to deWne a
practical way to deal with this speciWc situation. It is a case of ‘‘learning by monitor-
ing:’’ ‘‘an institutional device for churning, amidst the Xux of economic life, the
pragmatic trick of simultaneously deWning a collective-action problem and a collect-
ive actor with a natural interest in solving it’’ (Sabel 1994, 272).

3. Secondary Reframing: The Case
of Offloading Unwanted Clients

.......................................................................................................................................................................................

While some institutional approaches try to adapt a practical way to cope with the
problematic ends that they confront in their practice, other institutions act in ways
that exacerbate them. The strategies of oZoading and secondary reframing that I
review next are not really new, but are much older ideas that can be recognized under
diVerent names.5

The basic intuition is illustrated by the following example. Suppose a government
does not wish to make the level of its unemployment of older workers politically
visible, as a problem of ‘‘people without jobs suYcient to provide an adequate
income to live on.’’ It may try to mask or hide the phenomenon by ‘‘renaming’’ it,
and by giving it a somewhat diVerent name shifting the problem a diVerent institu-
tional spheres. I call this the ‘‘transfer’’ from one policy domain to another. One well-
known way of dealing with the problem of older workers is to pass it on to another
institutional domain as a problem, not of the weakness of the labor market, but of
‘‘disability’’ or where the institutional rules permit, as a problem of ‘‘ageing’’ and
‘‘retirement’’ (Kohli et al. 1991). In Germany the formal retirement age is sixty-Wve,
but the average age of actual entry in the Old Age Pension System was around age
Wfty-Wve (Schön and Rein 1994, ch. 4). In the Netherlands, where the pension system
had rigid rules of entry by age, in practice Xexibility was established by using
the disability system as the port of entry into retirement for those below the age of

5 On framing and reframing more generally, see Schön and Rein 1994.
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sixty-Wve, No one seriously believes that a healthy and aZuent country of 15 million
people also has a population close to one million disabled persons, even though that
is the number receiving public and private disability beneWts.
This attempt to reframe the mission of a policy domain occurs not only at the

national level but also at the local level, where a diVerent dynamic of ‘‘oZoading’’ is
visible. Consider next the Xow across domains of ‘‘security’’ and ‘‘services’’ in the case
of prison incarceration, mental illness, or homelessness. In the United States and
other advanced industrial societies, we Wnd that the local jail is the largest manager of
care for the mentally ill.6 No one seriously believes that the best way to deal with the
mentally ill is to place them in local jails or prisons. Instead, it is an institutional
process of ‘‘secondary reframing’’ that leads to such problematic ends.
Some providers of homeless shelters anecdotally report that the proportion of

formerly incarcerated people in shelters is as high as 70 per cent. Furthermore, a
national survey shows that—judging from the fact that it is now increasingly ‘‘people
leaving state prisons, as opposed to city jails, who are entering the shelter system’’—
‘‘the bouts of correctional involvement are no longer the result of vagrancy or the
benevolent sheltering function of local jails’’ (Cho 2004, 1–2). Cho’s diagnosis is that
this institutional failure derives from ‘‘the growing fragmentation of government . . .
stemming from isolated policy making.’’ He goes on to argue that homeless shelter is
a default category, the last residual institution that manages to provide some care and
service when the others have turned away.7
The conventional approaches for coping with these problems usually consist of

three main ideas: more resources are needed; less organizational fragmentation is
needed; or more coordination is needed. Resource scarcity suggests that the problem
derives from a passive process that no one intended and no one wanted, but no one
noticed or was capable of altering. But this type of reframing can also be a byproduct
of an intended process of the administrative classiWcation of individuals based on the
‘‘primary cause’’ of their condition. In other words, secondary reframing can be
partly created by a process of categorization (Douglas 1986, ch. 8).
Here I want to stress three less well-known interpretations of the mechanisms in

play (Rein 2000):

1. Professional and institutional ‘‘creaming.’’
2. The institutional dynamics of ‘‘oZoading.’’
3. A professional commitment to ‘‘ideals,’’ in which the commitment to ‘‘do

good’’ is not balanced with an equally strong commitment to responsibility in
a way that requires a realistic assessment of what is doable (Weber 1919).

6 ‘‘There are now far more mentally ill in the nation’s jails and prisons (200,000) than in the state
hospitals (61,700). With 3,000 mentally ill inmates, Riker’s Island in New York has, in eVect, become the
state’s largest psychiatric facility’’ (Winship, this volume).
7 His paper explores three strategies for dealing with the default: ‘‘frame reXection, transformative

learning and boundary spanning,’’ categories that he developed from the literature on collaborative
learning and policy making, and from his engagement in a program in New York designed to cope with
the problem.
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3.1 Creaming

‘‘Creaming’’ is a mechanism whose importance has long been recognized in the
administration of professional programs in many domains. Creaming involves both a
passive process of drift through indiVerence and an active process where profes-
sionals ‘‘pass over’’ or reject unwanted clients, either at the initial point of contact or
intake or some time after some service has begun through a process known as
‘‘information and referral.’’ In this process of ‘‘creaming,’’ one could identify speciWc
actions of agents that make the phenomenon happen, namely, the passing on clients
that they cannot or do not want to handle ‘‘on their watch.’’ There is an impressive
body of literature which identiWes ‘‘creaming’’ as one of the most important keys to
understanding how, perversely, those most in need are not served by a program that
takes that objective as its main mission.

In one of the earliest sociological studies of creaming, ‘‘Creaming the poor,’’ Miller,
Roby, and Steenwijh (1970) focus on the dynamics of organizational exclusion, and
how it came about organizationally and became normal professional practice. Miller
and his colleagues studied a French religious organization called in the 1960s ‘‘Aide à
Toute Détresse’ (‘‘Help for All in Need’’); under its new name, the ‘‘Fourth World
Movement,’’ the organization is still alive and active today with a worldwide agenda.
I recently discovered another service organization with a similar mission.

The Alliance for the Mentally Ill is an advocacy group in Boston formed by the
families of the mentally ill, whose goal is to challenge the ‘‘resource scarcity’’ view of
drift. This is a group of parents who had family members with severe mental illness
and which is committed to an alternative, non-creaming agenda. They argued that
professional mental health practice is organized to serve the ‘‘worried well.’’ The
Alliance sponsors propose an alternative frame: mental illness is a brain disease; the
condition requires treatment by drugs and not conventional therapy; and the men-
tally ill require lifelong chronic care, even though the severity of the condition
Xuctuates periodically. The Alliance strongly objects to the priority allocation of
resources to the ‘‘worried well,’’ and aspires to become an important political force
pressing the mental health community to reform present practice, committing itself
to the care of the severely mental ill and eschewing the current professional practice
of creaming. The Alliance has had some success in creating ‘‘continuity of care’’ by
creating therapeutic teams (consisting of members of several professional groups
including nurses, social workers, rehabilitation counselors, and so on), with the same
team being available, in principle, to the severely mentally ill for their lifetime.

3.2 OZoading

In this section I want to call attention to ‘‘oZoading,’’ and its two diVerent types,
‘‘diversion’’ and ‘‘shedding,’’ without an explicit organizational commitment to
redeWne who it services. ‘‘Diversion’’ is illustrated by the professional movement to
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promote diversion in the criminal justice domain. This example illustrates an active,
self-reXective dimension of getting other domains to help in solving a ‘‘practice
problem.’’ That is in contrast to the other common form of ‘‘shedding,’’ or aggres-
sively oZoading, which is an only partially visible policy that operates in the twilight,
without discussion or debate.
The mechanism of diversion can be seen as an opposite one to that involved in the

earlier example of prisons as temporary guardians of the mentally ill. The strategy of
diversion involves an explicit decision to divert clients away from the criminal justice
system into or back to the mental health system. This is an instance of an intentional
rather than passive policy of dealing with clients that overlap both the health and
security domains. The diVerence between oZoading and diversion may be diYcult
to distinguish in the complicated world of practice, with its demands for a quick
decision.
Police are almost always accused of excessive use of authority in carrying out their

law-enforcement mandate. This antagonism can create community backlash, with
the public charge of ‘‘police harassment’’ taking on strong racial overtones. When
this occurs in minority communities with a predominately white police force, the
charge of harassment can undermine the legitimacy of the police. The police then
have a strong incentive to reduce the tension by passing on responsibility and
authority to non-police domains.
There is a fundamental, and to a degree inescapable conXict between strategies

designed to cut street crime (saturation patrols, close surveillance) and those
designed to minimize tensions (avoid ‘‘street stops,’’ reduce surveillance, ignore
youth groups). Ultimately, the best way to minimize tensions is to Wnd non-police
methods for reducing street crime. To the extent that better economic opportunities,
speedier court dispositions, more eVective sentencing decisions, and improved
correctional methods can reduce street crime, the burdens on the police and the
tensions between police and citizen can be greatly reduced.8
The basic idea is that the domains overlap and are linked in ways that require a

broader policy focus, not on the autonomy of a single domain to realize its unique
mission, but on the interdependencies and linkage across domains. Accordingly, only
some diversion strategies might be an appropriate forum to address problems of
professional practice in the criminal justice domain.
While it is diYcult to see the general case for actively managing mental illness in

prisons and homeless shelters, the case can certainly be made in speciWc situations.
Consider where two very diVerent labels can be aptly applied to describe the same
condition. A phenomenon need not be either A or B; it can be, or it can represent the
so-called ‘‘missing middle’’ by being both A and B. The behavior of a mentally ill
person, in a speciWc situation, may both signal a deep mental disorder and express
itself in law-violating behavior.
The practical question becomes: what is the appropriate strategy for dealing with

this person, at this speciWc time, and in this situation? This way of viewing the

8 This is a restatement of the writing of James Q. Wilson (1972, 139).
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process of is as ‘‘redeWning the case,’’ not as one of oZoading or diversion. It is as a
more practical matter of ‘‘reclassiWcation,’’ based on professional discretion. That
does not need to presume that there exists a deliberative forum for a practitioner to
make a reXective decision about which is the more appropriate classiWcation and
hence which is the more appropriate course of action to follow. Such a system can
also be regulated, if there are standards that could be applied in this situation, which
has in the legal context been dubbed an ‘‘intelligibility principle.’’

3.3 Idealization

There is a subtle tension between an idealized commitment to goals of ‘‘doing good’’
and an idealized goal of ‘‘being responsible.’’ The commitment to the good can have
the unintended eVect of initiating a dialectic that resulted in its opposite, the creation
of ‘‘evil. ’’ Max Weber creatively transformed this dialectic into an important insight
about policy and practice, when he articulated a very useful distinction between the
ethics of conviction and the ethics of responsibility in his famous essay on ‘‘Politics as
a vocation’’ (1919).9 The ethics of conviction insists that it is our duty to do certain
things that we believe are the right things to do, regardless of whether these right
actions actually have the eVect of producing good results. ‘‘Here I stand, I can do no
other.’’ The crucial point is that one must do the right thing regardless of its
consequences. The ethic of responsibility contrasts sharply; it insists that ‘‘it is
irresponsible to settle on what one ought to do apart from what others are likely to
do as a result . . . . so this ethic is equivalent to consequentialism.’’ Weber thus argued
that doing right things can actually lead to intentional or non-intentional evil, at
some later stage in the process.

The challenge then is how to strike a balance between these two ethics. We need to
know how to make moral judgements about choice or balance in concrete situations,
so that it can actually lead to something constructive. After all, the concrete judge-
ments might be based on the overselling of the idealized vision, or the failure to
enquire about the internal contradictions of the two idealized norms, or the inability
to take seriously and to reXect on current actual practice and to learn from practice
the history of past failures.

Many mental health workers practice within the context of institutional policies
that give prominence to their role in the social control of the behavior of the poor
(such as protecting public housing from irresponsible tenants who damage property
(e.g. continuously clogging toilets), protecting the integrity of the rationing system
that is designed to develop queues so as to allocate scarce housing to families that are
in greatest need, and discouraging practices like social workers advising their clients
to enter a haveless shelter with their children in order to jump the queve). However,
in their own view, their everyday practice of mental health can occur in a policy

9 This interpretation draws freely on the discussion in Larmore (1987, 144–50).

reframing problematic policies 401



environment that can be antagonistic to their idealized, preferred practice. Not
infrequently their practice is guided by the idealized logic of a mental health frame
that enjoins them to ‘‘help’’ their clients get what they need, based on need and
without attention to actual constraints. This deWnition of their mission sets the stage
for an idealized practice that fails to recognize the conXict between the ethics of
commitment and of responsibility.

4. Conclusion
.......................................................................................................................................................................................

Thus, at least three quite diVerent mechanisms might plausibly account for second-
ary reframing, leading one domain to take on the functions of another. These are, of
course, not necessarily alternative interpretations, and the relative importance of
each varies depending on the speciWc domain under consideration.

. The Wrst and most conventional interpretation is that of resource scarcity: drift
across domains occurs because the domain lacks the personnel and the
material resources to provide the appropriate service within the domain.
Since these are largely public programs, the main causal agent becomes the
failure of government to allocate the needed resources.

. Secondly, ‘‘creaming’’ occurs when professionals keep the clients they want,
especially those that can be most successfully helped, and the unwanted
population drifts or is actually pushed into other domains.

. A third mechanism arises from an active process of oZoading. The simple
case is when behavior poses multiple and overlapping problems, and ‘‘nam-
ing’’ the appropriate category requires professional judgement. But there are
other cases where ‘‘secondary renaming’’ originates from positive motives, as
in the case of diversion programs designed to separate the system to
promote security (like courts and prisons) and the system designed to
promote mental health. In general, the commitment to prevention is an
example of an active design, believed to oVer the best chance of reducing
a speciWc problem by moving to a diVerent domain than that of the
presenting problem.10

. The fourth and perhaps least understood mechanism is that of an idealized
practice which neglects to balance the practical consequences of an ‘‘ethics of

10 Delinquency prevention oVers an example, where a federal anti-delinquency program assumed that
apathy and blocked opportunity caused crime. This program allocated Community Action funds to local
communities to empower the poor, to overcome apathy, and to create new programs that provided
employment and training opportunities as a way of overcoming blocked opportunity. But the respon-
sible outcome can be diVerent from the idealized desire ‘‘to do good’’ and ‘‘to help.’’

402 martin rein



conviction’’ with an ‘‘ethic of responsibility.’’ This occurs, for example, where
the risks of oZoading are widely understood but seldom acknowledged in the
vocabulary of professional practice.

The challenge we now face is how to reduce secondary reframing and the problems
it creates by permitting creaming, oZoading, and idealization. The problem of
idealization may be more ellusive, because we do not yet have any deep under-
standing of the underlying dynamics at play. But regulatory agencies with oversight
responsibility for social policy might be able to take Wrst steps to deal with
creaming and oZoading by formulating some ‘‘intelligible principles’’ to guide
the conduct of those to whom they delegate tasks of service delivery. This chapter is
a preliminary attempt to lay the intellectual framework. What is now needed is a
detailed, well-documented study of practice, which oVers concrete examples of
how all these processes are actually played out in everyday practice in the admin-
istration of social and other public services.
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POLICY IN PRACTICE
...................................................................................................................................................

david laws
maarten hajer

This chapter is about practice, so we start with an example. A group of environ-
mental regulators in the USA responding to ‘‘practice worries’’ (Rein 1983) recently
tried to render their sense of competence. They contrast a zone of (relative) stability
accounting for 20 per cent of problems and opportunities with a zone of uncertainty
that accounts for the remaining 80 per cent. Loosely deWned up-coming problems
(climate change), remainders from established practice (noise, odor, non-point
pollution), new claims (environmental justice), and competing frames (industrial
ecology, natural capital, eco-metrics) together disrupt the stability of conventions
and crowd them to the margins of attention. The tension between the known and
unknown, the conventional and the chaotic, belief and doubt, is recognizable as a
moment in practice, imbued with risk and opportunity. It has generated the unset-
tled eVort to name and, thereby, tame doubt by remaking practice.

We could tell similar stories about the eVorts of transportation and land use
planners in the Netherlands or about public health oYcials in the UK. The actors’
movements in these stories narrate a complex and unstable landscape. They must
continuously try to make sense of changing conditions, to reinterpret the relation-
ship between how they act and what they know, and to gain perspective on the
improvisations they Wnd themselves involved in. Stability is provisional, persistently
marginalized by conXicts and uncertainties that have slipped through the conven-
tions of politics and science.

By speaking of the eVorts of these environmental regulators in terms of ‘‘practice
worries,’’ ‘‘stories,’’ ‘‘doubt,’’ and ‘‘coping’’ we have already begun to speak the
language of policy practice that we develop in this chapter. We root our discussion
in the study of public policy and then turn to three adjacent Welds where the



observation of practice has pushed change. These developments deepen the distinct-
iveness and broaden the relevance of policy practice for policy analysis and the study
of public policy.

1. A Practice Tradition?
.......................................................................................................................................................................................

The initiative of the regulatory practitioners may be less surprising to students of
public policy than to other observers of governance. The activities of ‘‘street-level
bureaucrats’’ and other policy practitioners have long attracted and frustrated the
attention of policy analysts. Practitioners’ eVorts to make policy work evoke and
animate the distinctive moral and technical complexity of their policy domain and
the persistent uncertainty that attends action. They Wx our gaze and elude our
grasp.
Much of the early attention to the eVorts of social workers, lawyers, planners and

urban designers, regulators, teachers, and administrators came through studies of
implementation. Pressman and Wildavsky, for example, proposed to ‘‘begin at the
end’’ and focus ‘‘on that part of a public program following the initial setting of goals,
securing of agreement, and committing of funds’’ (Pressman and Wildavsky 1973).
Their initial account of the EDA’s eVort to promote economic development in
Oakland could not escape the constant intrusions of context and persistent need to
adapt that made ‘‘joint action’’ insuperably complex. The very notion of design failed
along the ‘‘tortured path’’ that Pressman and Wildavsky traced in a narrative of
inversion in which ‘‘great expectations are dashed’’ and the only refuge is
‘‘amaz[ement that] anything works at all.’’
The chaos they found frustrated not only the designs of policy makers, but also

their own eVort to theorize the experience in Oakland. Wildavsky addressed this
tension by revising the original account in four chapters appended to the second and
third editions. Expanding ‘‘the task of evaluation beyond the mere measurement of
outcomes to their causes’’ preserved the priority of analysis as that which ‘‘provides
the intelligence to make sense out of what is happening’’ (1973, xv).1 The terms of the
new account—evolution, learning, and exploration—suggest a diVerent view. They
render implementation as a context-rich domain in which action implies adaptation
and learning in an encounter with the unknown. In this domain ‘‘baseline goals are
often resculpted at the very scene of implementation,’’ the implementer becomes ‘‘a
source of new information,’’ and ‘‘a case can be made for the reconceptualization of

1 Pressman and Wildavsky treat implementation and evaluation as ‘‘two sides of the same coin,
implementation providing the experience that evaluation interrogates and evaluation providing the
experience to make sense of what is happening’’ (1973, xv).
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implementation as an exploratory rather than an unquestioning, instrumental, and
even subservient type of process’’ (1973, 256).

Lipsky was more direct (Lipsky 1980). He argued that ‘‘the decisions of street-level
bureaucrats, the routines they establish, and the devices they invent to cope with
uncertainties and work pressures, eVectively become the public policies they carry
out’’ and that ‘‘public policy is not best understood as made in legislatures or top-
Xoor suites of high-ranking administrators, because in important ways it is actually
made in the crowded oYces and daily encounters of street-level workers’’ (Lipsky
1980, xii; author’s emphasis). He discarded the evaluative focus and tried to grasp
why ‘‘organizations often perform contrary to their own rules and goals’’ by looking
at ‘‘how the rules are experienced by workers in the organization and to what other
pressures they are subject’’ (Lipsky 1980, xi).

Marris and Rein (1967) describe policy shaped by practitioners struggling to cope
with moral dilemmas raised by their eVorts to act on policy goals. Schön’s reXective
practitioners manage the relationship with the unknown by learning to value surprise
as a source of insight and spark for development (Schön 1983). Stone describes policy
in the interplay between ‘‘paradox’’ and ‘‘reason’’ (Stone 1997). Understanding
practice demands acceptance of such tensions in order to Wnd the intelligence at
work in action.

The unity of practice in the face of these persistent tensions is derived from its
character as ‘‘a way of acting and thinking at once’’ (Flyvbjerg 2001). One frequently
used metaphor is the judgement the expert practitioner displays in coping with a
Xuid and complex world (Schön 1983; Roe 1998). Another is the limited capacity of
actors to manage their own competence, which ‘‘naturalizes its own arbitrariness’’
and eludes reXection ‘‘like a Wsh in water’’ (Bourdieu 1977). Some accounts empha-
size the ‘‘critical capacity’’ of ‘‘people who are doing things together . . . who have to
coordinate their actions, realize that something is going wrong; that they cannot
get along any more; that something has to change’’ (Boltanski and Thévenot 1999),
and other practitioners’ ability for ‘‘moral improvisation,’’ ‘‘learning about value,’’
and ‘‘knowing the rules’’ (Forester 1999; Wagenaar 2004).

Wenger (1998) emphasizes the social character of human enterprise. It is inter-
action (as opposed to individual reXection) that generates learning: ‘‘As we deWne
these enterprises and engage in their pursuit together, we interact with each other
and with the world and we tune our relations with each other and with the world
accordingly. In other words, we learn’’ (Wenger 1998). This ‘‘collective learning’’
draws together ‘‘the pursuit of our enterprises’’ with their ‘‘attendant social relations’’
(ibid.). Thus practices are deWned and developed socially and should be understood
as ‘‘the property of a kind of community created over time by the sustained pursuit of
a shared enterprise’’ (Wenger 1998). It is this collective construction that ‘‘make[s]
the job possible by inventing and maintaining ways of squaring institutional de-
mands with the shifting reality of actual situations’’ (1998, 46).

Doing—the central thread of practice—is never ‘‘not just doing in and of itself,’’ in
Wenger’s account but is always ‘‘doing in a historical and social context that gives
structure and meaning to what we do’’ (1998, 47). These relationships, among actors
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and between doing and its context, ‘‘include . . . both the explicit and the tacit.’’ They
include ‘‘what is said and what is left unsaid; what is represented and what is
assumed. [They include] the language, tools, documents, images, symbols, well-
deWned roles, speciWed criteria, codiWed procedures, regulations, and contracts that
various practices make explicit for a variety of purposes . . . [and also] all the implicit
relations, tacit conventions, subtle cues, untold rules of thumb, recognizable intu-
itions, speciWc perception, well-tuned sensitivities, embodied understandings,
underlying assumptions, and shared world views’’ (Wenger 1998).
This notion of practice as a site of joint action and learning constituted around

shared problems and a competence that resists reXection, provides the starting
point for study. In the sections that follow we trace developments in three adjacent
Welds that account for (1) the Xuid organizational arrangements, (2) the situated
character of knowledge and variety of forms it takes, and (3) the democratic, even
constitutional signiWcance of the interactions among policy practitioners, citizens,
private managers, and elected representatives that play out in the domain of
practice.

2. Organizations and Institutions
.......................................................................................................................................................................................

In Lipsky’s account of policy practice, one of the primary activities of street-level
bureaucrats was to manage their relationship with organizational hierarchy. Because
the organizations he studied were dependent on the judgement, creativity, and
initiative of front-line practitioners to reconcile the categories and demands of policy
with the resource limits, competing imperatives, and unruly cases that characterize
the work environment in a public bureaucracy, the authority of hierarchy was
incomplete and relationships were dynamic. The boundaries within which authority
and control were negotiated were relatively stable, however. The implementation of
policy in practice took place in the context of the stable container of the public
bureaucracy and its relationship to its clients.
The stability of these relationships can no longer be assumed. The site and scope of

policy practice has become part of what has to be explained and this lends new
signiWcance to the concept of policy practice (Hajer and Wagenaar 2003). The Xuid
interorganizational or ‘‘cross-boundary’’ character of policy making has attracted
attention at least since Heclo (1978) described the ‘‘loose-jointed play of inXuence . . .
in political administration’’ and highlighted the ‘‘webs of inXuence [that] provoke
and guide the exercise of power’’ (Heclo 1978). Attention to the role of actors from
outside the formal state apparatus in policy work and to the open and Xuid patterns
of association that often characterize their participation is a persistent concern in the
study of public policy today.
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‘‘Network’’ is the conceptual device used to capture the horizontal—as opposed to
vertical-linkages that increasingly tie participants together in subsystems and policy
communities (Rhodes 1997). No single actor, public or private, can have all the
knowledge and information needed; no actor has suYcient overview to make the
application of instruments eVective; and no single actor has suYcient action poten-
tial to dominate a particular governing model. In this context governing and
governance are interpreted in practice-compatible terms as dynamic, complex, and
diverse. Society is not managed or controlled by a central intelligence; rather,
controlling devices are dispersed and intelligence is distributed among a multiplicity
of action units (Marin and Mayntz 1991).

Similar developments have attracted attention in eVorts to explain economic
behavior. The study of production practices regularly turns up patterns of association
and collaboration that do not Wt easily in the established organizational categories of
hierarchy—embodied in the organizational structures of the Wrm—and market.
Production in ‘‘craft industries’’ like construction, publishing, and Wlm making, in
successful regional economies, and even in core industries like automobile manu-
facturing seemed to many analysts, to operate on logic of production in which the
key feature was coordination across organizational boundaries in ‘‘extensive collab-
orative subcontracting agreements’’ (Powell 1990).

In light of this accumulating evidence, it became more and more diYcult to
sustain the belief that ‘‘the bulk of economic exchange Wts comfortably at either of
the poles of the market–hierarchy continuum’’ or that the patterns of behavior
observed in these cases could be explained as some hybrid of them (Powell 1990).
The network metaphor provided a way to make sense of the observed patterns of
mutual reliance across organizational boundaries in which economic exchange
‘‘entail[s] indeWnite, sequential transactions within the context of a general pattern
of interaction’’ (Powell 1990, 301). Networks provided a way to sustain (and explain)
cooperation in settings where expectations were not stable, where the environment
might Xuctuate suddenly, where ‘‘know how’’ is important, and where adaptation to
the changing demands of the market is a central attribute of success. Several
characteristics diVerentiated networks from markets and organizational hierarchies:

. ‘‘Cooperation can be sustained over the long run as an eVective arrangement;’’

. ‘‘networks create incentives for learning and the dissemination of information,
thus allowing ideas to be translated into action quickly;’’

. ‘‘the open-ended quality of networks is most useful when resources are
variable and the environment is uncertain;’’

. ‘‘networks oVer a highly feasible means of utilizing and enhancing such
intangible assets as tacit knowledge and technological innovation’’ (Powell
1990, 322).

The ‘‘dominant’’ account of networks, in policy as well as economic behavior,
focuses on ‘‘the way in which the network resolves certain problems of cooperative
behavior among purposive rational actors seeking to maximize their individual
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economic well-being’’ (Piore 1992). This account provides valuable insights where
sustained coordination of action is the central challenge and means–ends relation-
ships are relatively stable, understood, and suYcient. Axelrod and Ostrom were
among the Wrst to clarify the implications of such patterns of cooperation for public
policy (Axelrod 1984; Ostrom 1990). Over the last ten years the idea of organization
by cooperation impacted on the policy literature at the cost of straightforward
‘‘command-and-control’’ and pure market-based mechanisms. Key in these new
approaches is the realization that eVective policy making nowadays requires cooper-
ation across organizational boundaries (Rhodes 1997; Pierre and Peters 2000).
Cooperation across such boundaries involves interactions among actors from

widely diVering backgrounds, with markedly distinct value preferences. This extends
the challenge of cooperation to include questions about how a shared base for
exchange can be created andmaintained. If formal organizations achieve cooperation
through standard procedures and ‘‘rationalized myths’’ (Meyer and Rowan 1977)
then how can policy makers provide the mutual conWdence, stability, and function-
ality of interorganizational cooperative arrangements?
Expectations of reciprocity suddenly seem thin in the face of conXicts rooted in

distinct histories and organizational identities thatmust continually be adapted to one
another and to a volatile environment. They appear even thinner in circumstances of
deep value diVerence, such as in multicultural settings, where policy making becomes
a form of ‘‘joint governance’’ that must ‘‘recogniz[e] that some persons will belong to
more than one political community, and will bear rights and obligations that derive
frommore than one source of legal authority’’ (Shachar 2001). Here networks raise the
possibility that governance can be based in the development of situated organizational
logics, shared experience, and joint deliberation in between the ‘‘standing’’ organiza-
tions. In the face of potentially incommensurable values and latent conXicts of
interest, the search is for a ‘‘repertoire of techniques of accommodation’’ that allow
for joint problem solving. This helps explains the renewed interest for speciWc ‘‘on-
site’’ techniques for governing, be it the literature on negotiation, conXict resolution,
or consensus building (Susskind et al. 1999). Each provides an account of how actors
negotiate diVerence, cope with uncertainty, and otherwise make sense of the world as
they act, that responds to the demands and logic of practice in a network.
Such discussions of networks deepen the account of cooperation and contribute to

the burgeoning literature on trust (Misztal 1996; Warren 1999) that now seems
essential to explain public policy making. Trust, in these accounts, is not embedded
in constitutional rules of organizations, but must be won continuously in concrete
policy making processes. Policy practitioners become institutional theorists who not
only have to master the content of their Weld of action, but also have to be experts in
process: able to develop, maintain, and operate the complex policy networks that are
an indispensable part of their operational work.
Sabel ties cooperation to learning to provide a clear account of how repeated

interaction in networks unites interpretative activity and eVorts to further ends. The
driving force in the ‘‘principles of decentralized coordination’’ that operate in the
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Wrm (understood as ‘‘a federation of work groups, a team of collaborators, or a policy
community’’), is a ‘‘joint exploration of collaborative possibilities’’ that is tied to
joint evaluation of experience in a system that Sabel calls ‘‘learning by monitoring’’
(Sabel 1994). The ability of actors to initiate and sustain instrumental cooperation is
tied to their commitment to Wgure out jointly how to make sense of changing
experience and take advantage of the opportunities it provides. In the Xuid world
of decentralized production:

the rules of unbalanced growth transform . . . a chain of exchanges . . . into a continuous
discussion of joint possibilities and goals, where the parties’ historical relation deWnes their
mutual expectations. Just as in a discussion, the parties suppose their understanding of their
situation is limited. Therefore they jointly specify what they believe they understand so as to
expose and begin exploring the limits of that understanding. Just as in a discussion, they must
accept the possibility that their views of themselves, of the work, and the interests arising from
both—their identities, in short—will be changed unexpectedly by those explorations. (Sabel
1994, 247–8)

The picture of Wrms having to turn this ‘‘pragmatic trick’’ again and again to
sustain provisional stability in the persistently turbulent interorganizational Welds
in which they function raises strong, if surprising resonances with the position of
staV in a regulatory or social service agency for whom the traditional bases for
stability and security have lost their purchase. Like the managers and blue-collar
workers terriWed at continued competition, these policy practitioners may be
pushed to face up to the daunting prospect of moving from an old pattern of
organization to a new one.

For those willing to take the plunge, the details of cooperation in the new decen-
tralized production arrangements bear as much counsel as the broad outlines. The
self-governance of work groups and the ability to federate local units into broader
production arrangements in which they reinvent themselves through sustained
interaction suggest, as Sabel points out, a pragmatic strategy for problem solving,
interpretation, and learning that has potential for organizational renewal that
democrats would be wise try to understand in a period when the state is caught in
such disarray. Sabel Wnds in the new pragmatism employed by these Wrms a social
process that is not just about solving economic problems but one that has direct
implications for democratic renewal (see below).

3. Knowledge
.......................................................................................................................................................................................

The relationship of policy practice to knowledge has become more complex and
problematic since the time, not that long ago, when social scientists might mean-
ingfully ask whether social science could ‘‘lift all but the most fundamental moral
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issues out of ideological debate’’ (Rein 1976).2 Giving up on the belief that natural
and social scientiWc knowledge can help us make better policy decisions is as
unattractive to policy practitioners today as it was in the earlier days of policy
science. Yet science has become a more contested terrain and a less stable toehold
for the policy practitioner looking for footing amidst the chaotic Xux of everyday life.
At times the tables may even turn completely and policy practitioners may Wnd
themselves making the case to preserve some measure of regard for the facts. The
distinction between theory and practice that animates the ‘‘applied science’’ model
(in which theory developed in science guides and liberates practice) collapses in such
circumstances. The best way to preserve regard for facts now seems to be to moderate
the claim that knowledge can by itself guide policy making and liberate it from
struggles among competing claims. There are at least Wve ways in which these claims
must be moderated; each entails practical considerations for policy practitioners.
First, the activities of scientists are themselves conceived of in the model of practice

(Latour and Woolgar 1986; Latour 1987). Second, the ‘‘application’’ of knowledge in
policy must face the fact that scientiWc knowledge is contested. The stability and
credibility that may once have been available by insulating knowledge development
from practice have been problematized by practical challenges and by work in the
sociology of science. Not only does the social penetrate the practice of the scientist
(Latour 1987), it is instrumental in the way in which scientiWc progress functions.
Even the ‘‘crucial experiment’’ was staged (Shapin and SchaVer 1985). Third, the
neutrality of knowledge in policy design and practice has become problematic in
light of scholarship that has highlighted the diVerences between academic and
policy-oriented, ‘‘regulatory’’ research (JasanoV 1990a,b). The latter is organized
and carried out under diVerent circumstances from the former, has to answer a
diVerent set of questions, and operates in a diVerent timeframe. Fourth, scholars
have observed that analytical scientiWc techniques often fail to capture the problems
that people experience and thus provide ‘‘bad’’ input for policy (Fischer 2000).
Finally, the domain of knowledge is not conWned to the one demarcated by scientists,
but is fundamentally open and relational. The experience of AIDS activists is one of
many cases that illustrate the inXuence that non-scientists can have by contesting the
organization of research and the interpretation of Wndings in policy commitments
(Epstein 1996). In another, citizens developed the capacities to analyze health prob-
lems they were facing and their ‘‘popular epidemiology’’ soon started to produce
scientiWcally valuable outcomes.
In this context, it has become customary to conceive of the relationship between

science and policy in terms of ‘‘negotiated knowledge’’ (Nowotny, Scott, and Gibbons
2001). Knowledge is seen as the product of interaction among researchers and
between researchers and non-researchers. Shackley andWynne, for instance, describe
how advisory scientists working on the issue of what is colloquially called the
‘‘greenhouse eVect’’ have to negotiate their work and credibility both in the circles
of their own scientiWc communities as well as in the world of policy makers (Shackley

2 Incidently, Rein is summarizing these ambitions which he goes on to critique.
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andWynne 1996). Nowotny, Scott, and Gibbons argue that this scholarship in science
studies demands that scientiWc authority Wnd a diVerent footing. It must be localized
and contextualized, rather than universalized. It is precisely when knowledge is
linked to the particular circumstances of a particular case that it can uphold its
claims (Nowotny, Scott, and Gibbons 2001).

The insights of science studies link knowledge to the practices in which it is
produced. Latour’s Science in Action can be read as an argument against cognitive
explanations and in favor of a form of practice-based reasoning (Latour 1987). He
describes how new ideas about the natural and social order are not cognitive or
discursive productions but are co-produced by the very techniques and practices that
made them conceivable. ScientiWc knowledge, then, no longer provides a way to
‘‘stop’’ a debate by invoking the external authority of scientists, but comes to be seen
as the product of an interaction in which (a variety of) scientiWc inputs help guide
policy deliberation.

As knowledge and policy become more intertwined, conducting policy work in
the old institutional set-up becomes counter-productive. Both environmental im-
pact assessment and regulatory standard setting in the USA have long histories in
which ‘‘advocacy science’’ has escalated in the context of legal forums, producing
ever thicker analyses that diminished in value as they grew in volume. Similarly, it
is easy to see how as seemingly straightforward a technique as cost–beneWt analysis
can contribute to the reproduction of one way of conceiving of value (Porter 1995)
that features some aspects but at the cost of others. Here the very settings inXuence
the knowledge that can be meaningfully produced; or to put it diVerently,
practice guides knowing. Policy practitioners have responded by designing
institutional settings in which knowledge can be negotiated directly in the context
of a case.

Policy makers also confront the heterogeneity of science in conventional settings.
The disciplinary organization of science, criticized by Lasswell in the early postwar
years (Lasswell 1951), frustrates practitioners who start from a concern with problems
that raise recurring concerns about how to ‘‘integrate’’ the relevant knowledge of, say,
hydro-geologists, soil scientists, and ecologists, as well as economists and sociolo-
gists. Concerns about knowledge integration have even begun to be reXected in
patterns of organization within universities where programs and centers organized
around functional problems like migration, labor, sustainability, or transportation
anticipate the demands of policy makers by bringing together researchers from
diVerent disciplinary backgrounds and, in the best cases, addressing the problems
of knowledge integration this creates.

When it comes to policy problems, scientiWc work is nearly always heterogeneous.
Consequently, the complexity of delivering useful knowledge requires cooperation. If
we want to give the idea of science-for-policy a new lease for life one needs to be able
to think how meaningfully coordinated communication is possible. Transdiscipli-
narity was an eVort to tie integration across disciplinary boundaries (Weinberg 1972),
but there is an extra value in case-based, problem-driven conversations ‘‘between
science and society’’ (Scholz and Tietje 2002). Recently, the science studies literature
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has highlighted how ‘‘methods’’ are used to translate between divergent viewpoints
and diverging social worlds. Leigh Star’s ‘‘boundary-objects’’ facilitate those sus-
tained eVorts to develop a conversation using an array of knowledge inputs. Such
boundary objects ‘‘have diVerent meanings in diVerent social worlds but their
structure is common enough to more than one world to make them recognizable,
a means of translation’’ (Star and Griesemer 1989). Later the concept has been
applied in a more diverse way, pointing at the material components that are featured
in this practice and by which this integration of insights takes place (be it a map,
minutes, a text that is drafted). These objects guide cognition and inXuence the
ultimate success of a particular initiative.
Policy analysis as a form of ‘‘problem-oriented’’ learning is well embedded in the

‘‘policy science’’ perspective promoted by Lasswell (Lasswell 1951; Torgerson 1985). It
not only problematized the disciplinary organization of knowledge, but extended the
search for workable solutions to include the participation of actors who bring
domain-speciWc ‘‘contextual’’ knowledge to the table. Finding a way to engage the
managers, production workers, and tradespeople who have detailed knowledge about
the systems in which change is being pursued is a key challenge for policy practi-
tioners. The insights of such practitioners, rather than just the commitments of top-
level executives, are essential to achieve policy goals like reducing the use of toxic
chemicals in manufacturing, managing agricultural waste, or providing greater
security in the food system. Case reports of patients are essential (if often neglected
or disdained) in recognizing and reasoning about threats to environmental health;
the participation of citizens who can speak knowledgeably about the ‘‘habits’’ of
inner city residents, particularly prominent ethnic subgroups, is likewise found to be
essential to promoting environmental health (OzonoV 1994; Corburn 2005). This
broadening of the ‘‘peer community,’’ to the ‘‘policy community’’ and the emergence
of practice as the container for the complex conversation that takes place, raises both
epistemological and practical questions that have become prominent concerns in the
contemporary design of policy-making arrangements (Nicolini et al. 2003).
The sociological scholarship on ‘‘risk’’ in modern society has brought these issues

into sharp relief. Work on ‘‘risk society’’ demonstrates the limits on our ability to
‘‘know’’ dangers and capture risks analytically. Knowing, the argument goes, is always
related to not-knowing and to reXexivity about the conditions under which beliefs
are developed (Lash et al. 1996). The considerations that generate these demands are
not limited to the kind of probabilistic statements about outcomes that have
characterized decision making under uncertainty. Rather than thinking about ‘‘re-
sidual’’ risk and ‘‘acceptability levels’’ the awareness of uncertainty (in this broad
sense) informs policy-making arrangements. Uncertainty thus ceases to be the kind
of marginal concern signiWed by error bars and becomes a constitutive characteristic
of knowledge and of policy choices. This holds on a grand scale for projections about
the scale and distribution of the impacts of global warming, but also for eVorts to
understand the eVects of chronic low-level exposure to air pollution on respiratory
function and the impacts of oVshore windmills on birds and Wsh. As authors like
Brian Wynne have shown, policy and science in these settings (alone and together)
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do not give attention to sources of uncertainty broadly, but typically elevate attention
to a limited domain of uncertainties and neglect others (Wynne 1996). These
questions become practical considerations when the behavior of, say, radiocaesium
in the Cumbrian soils of the United Kingdom does not meet expectations, upsetting
the organization of policy arrangements. Or, with a disastrous consequence in the
case of BSE (the disease that devastated the UK cattle population in the 1990s), when
policy advice is sound, but simply does not consider what it will mean to implement
recommendations in a local setting. In the BSE case, the crucial problem arose in
slaughterhouses where the recommended strict separation of spine tissue and red
meat was hardly implementable because the spine was used as a ‘‘clothes hanger’’ in
the carving process.

Natural resource managers increasingly view policy choices in similar terms as
‘‘genuine projections into the unknown’’ (Piore 1996), where management re-
gimes address systems that are too complex to allow any conWdence in the
prediction of future states, where the systems are already in Xux, and where
management, no matter how responsible, contributes to this uncertainty. In these
settings questions about knowledge become centrally questions about the rela-
tionship between diVerent ways of knowing, the shadow cast by not knowing,
and the organization of the settings in which these questions can be analysed,
debated, and provisional decisions and judgements can be reached. A primary
response to this is either to make the negotiation of knowledge explicit or to
build a ‘‘vital social discourse’’ around the employment of knowledge in policy
practice (Functowicz 1993).

It is where the literature on policy practice has been heading for a while. ‘‘Rather
than asking how organizational practitioners might make better use of normal
social science, or how normal social scientists might make their research results
more palatable to practitioners, I have considered these practitioners as causal
inquirers in their own right and asked how a diVerent kind of social science might
enhance the kinds of causal inquiry they conduct in their everyday practice’’ (Schön
1995, 96).

4. Democratic Practice
.......................................................................................................................................................................................

The initiatives of policy practitioners have generally raised questions about the
legitimacy of policy. Discretion is a practical necessity, but the same judgements of
practitioners that are necessary to make policy work strain the roots of state legit-
imacy in representative institutions. Recent developments in democratic theory
provide a new take on these relationships. Instead of asking how can the provisional
legitimacy of administrative action be enhanced, they raise the question of how
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policy practice can contribute to the broader legitimacy of the state and buttress the
increasingly provisional legitimacy of representative institutions.
This reorientation is often preceded by a historical analysis that emphasizes the

limits on the eVectiveness and legitimacy of the modern representative welfare state,
occasioned by the globalization of economic institutions that limits the ability of the
state to manage production and provide security for workers, and the increasing
diversity of the social basis of association and patterns of associative activity (Cohen
and Rogers 1995). The reorientation itself hinges on two shifts. The Wrst begins with a
restatement of democratic legitimacy as arising from the collective authorization of
citizens (Cohen 1997). It is completed with an account of collective authorization
through a process of reciprocal reason giving, as opposed to voting or preference
aggregation (Cohen 1989). The second is to see in the interaction of policy practi-
tioners, citizens, and other stakeholders over how to act on policy goals the potential
for democratic conversations that can meet the test as deliberation (Gutmann and
Thompson 1996). The process of making policy workable and more eVective could
also provide an avenue to enhance the legitimacy of the state. The combination of
these shifts produces a directly deliberative vision of democracy in which policy
practice plays a foundational, rather than derivative role (Cohen and Sabel 1997).
This vision is persuasive in part because it refuses to accept the distinction between

theory and practice that has long characterized the discussion of policy practice. This
is possible in part because ‘‘[t]he gap between the theory and practice of deliberative
democracy is narrower than in most conceptions of democracy. To be sure its highest
ideals make demands that actual politics may never fulWl. But its principles modulate
their demands in response to the limits of political necessity: they speak in the idiom
of ‘insofar as’ or ‘to the degree that’ ’’ (Gutmann and Thompson 1996). Moreover,
‘‘the theory of deliberative democracy partly constitutes its own practice: the argu-
ments with which democratic theorists justify the theory are of the same kind that
democratic citizens use to justify decision and policies in practice. In contrast to
some forms of utilitarianism, deliberative democracy does not create a division
between reasons that are appropriate in theory and those that are appropriate in
practice. In contrast to some other conceptions of democracy, deliberative democ-
racy does not divide institutions into those in which deliberation is important and
those in which it is not. This continuity of theory and practice has implications for
the design of institutions in modern democracies’’ (Gutmann and Thompson 1996,
357–8).
In the context of this close association between theory and practice it is natural to

see a potential ‘‘communicative power’’ in the interactions among practitioners and
citizens and to wonder whether it might ‘‘pick . . . up some of the work of the
administrative state’’ and in the process start to rebuild the ties of solidarity that
have atrophied in the face of broader structural shifts (Cohen and Rogers 1995). This
focuses attention on trying to understand these policy practices as a form of
deliberative organization that might ‘‘harness . . . the distinctive capacity of associ-
ations to gather local information, monitor compliance, and promote cooperation
among private actors by reducing its costs and building the trust on which it typically
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depends’’ (Cohen and Rogers 1995). While the solidarity developed through these
problem-oriented interactions would diVer from the more organic sources found in
family, in shared culture, and even in the shared economic and social circumstances
that tied workers together, ‘‘the bonds arising from participation in such arenas in
the solution of large and commonly-recognized problems, need not be trivial or
weak’’ (Cohen and Rogers 1995, 148). Indeed, if the prescription is apt, the solidarities
arising from these particularistic interactions might ‘‘comprise . . . a form of soli-
darity operative in civil society; transparently not ‘natural’ or ‘found’ or particular-
istic, not based in direct participation in the national project of citizenship, but
deWnitely founded on participation in deliberative arenas designed with a cosmo-
politan intent’’ (Cohen and Rogers 1995, 148–9). This rendering has Wxed attention
on practices as forms of democratic experimentalism that can be analyzed as insti-
tutional designs (Fung and Wright 2001) and has further problematized the organ-
izational boundaries between governmental practices and other settings in which
citizens engage one another and other policy actors (Mansbridge 1999).

5. Conclusion
.......................................................................................................................................................................................

The developments highlighted in the preceding sections will, at least in part, be
familiar to many students of policy making and reXective practitioners. The role
of networks, the shift from government to governance, the problems with a
straightforward science-for-policy scheme, the emerging practices of deliberative
democracy, and the way in which a deliberative rendering opens a direct link
between policy studies and democratic theory are all widely narrated and
discussed. We have tried to connect these discussions to the long-standing
policy concern with policy practice. The Xuidity of organizational relationships,
the importance of repeated and overlapping forms of interaction among diverse
and changing groups of actors, the potential for learning inherent in these
relationships, the need to negotiate knowledge in situ, and the democratic
character and signiWcance of the interactions that occur around action, are
already available in the experience of action and the domain of practice. In
general terms, the concept of practice highlights the negotiated character of
public policy and does so in a way that relates individual action to institutional
contexts.

These discussions also suggest that the concept of practice may allow for a better
grasp of the ‘‘units’’ at which learning and innovation take place: where results can be
secured and monitored and where we should locate the Xexibility and robustness of a
deliberate response to public problems. We have also tried to highlight how the
concept of policy practice actually helps understand how to conceive of public policy
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making in an unstable world. If we can usefully reconceive the world of standing
organizations in terms of the networks of practices that essentially exist in and in
between these organizations, then perhaps the understanding of policy practices as
the locus of public intelligence can also help Wnd solutions that lie beyond the reach
of isolated institutions.
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c h a p t e r 2 0
...................................................................................................................................................

POLICY NETWORK
ANALYSIS

...................................................................................................................................................

r. a. w. rhodes

Tis all in pieces, all cohærence gone.

(John Donne (1611), ‘‘The First Anniversary. An Anatomy of the World,’’
1985 edition, 335 line 213)

1. Introduction: The Ubiquity
of Networks

.......................................................................................................................................................................................

Network analysis comes in many guises. It is common to all the social science
disciplines. The vast literature ranges from social network analysis (Scott 2000) to
the network society created by the information revolution (Castells 2000), from the
actor-centered networks of technological diVusion (Callon, Law, and Rip 1986) to
cross-cultural analysis (Linn 1999). This chapter focuses on that species of network
analysis most common in political science—policy network analysis.

Few social science disciplines can ever agree on the meaning of an idea. So, a policy
network is one of a cluster of concepts focusing on government links with, and
dependence on, other state and societal actors. These notions include issue networks
(Heclo 1978), iron triangles (Ripley and Franklin 1981), policy subsystems or sub-

* I would like to thank Chris Ansell, Mark Bevir, Jenny Fleming, Johan Olsen, and the editors for their
comments and advice.



governments (Freeman and Stevens 1987), policy communities (Richardson and
Jordan 1979), and epistemic communities (Haas 1992). I discuss these terms below.
All are varieties of networks, so I use ‘‘policy network’’ as the generic term.
This buzzing, blooming confusion of terms has not detained us for long. DeWning

policy networks will take no longer. Policy networks are sets of formal institutional
and informal linkages between governmental and other actors structured around
shared if endlessly negotiated beliefs and interests in public policy making and
implementation. These actors are interdependent and policy emerges from the
interactions between them. There could be many qualiWcations to this deWnition,
but it will do as a starting point for my exploration.
Section 2 of this chapter reviews the literature on policy network analysis, distin-

guishing between descriptive, theoretical, and prescriptive accounts. It identiWes
three descriptive uses of the term: networks as interest intermediation, as interorga-
nizational analysis, and as governance. It then summarizes the two main theoretical
approaches—power dependence theory and rational choice—before looking at the
instrumental, interactive, and institutional approaches to managing networks. Sec-
tion 3 looks at the debates and challenges in the literature. It focuses on the
diYculties of synthesizing the Wndings from the proliferating case studies, and on
the critics of the ‘‘new governance.’’ It reviews the various answers to the question of
why networks change, looking at the advocacy coalition framework, the dialectical
model, strategic relational theory, and the interpretative turn. It concludes with the
observation that the study of policy networks mirrors general trends in political
science in its concern with ethnographic methods and the impact of ideas. Finally, it
looks at the problems of managing the institutional void, especially the diYculties
posed by mixing governing structures, the diVusion of accountability, enhancing
coordination, and devising new tools.

2. The Literature on Policy
Network Analysis

.......................................................................................................................................................................................

The term policy network is used in three main ways in the literature: as a description
of governments at work, as a theory for analyzing government policy making, and as
a prescription for reforming public management.

2.1 Networks as Description

When describing government policy making, the term policy network refers to
interest intermediation, interorganizational analysis, and governance.
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Networks as Interest Intermediation

The roots of the idea of a policy network lie, in part, in American pluralism and the
literature on subgovernments. For example, Ripley and Franklin (1981, 8–9) deWne
subgovernments as ‘‘clusters of individuals that eVectively make most of the routine
decisions in a given substantive area of policy.’’ They are composed of ‘‘members of
the House and/or Senate, members of Congressional staVs, a few bureaucrats and
representatives of private groups and organizations interested in the policy area.’’ The
emphasis in this literature is on a few privileged groups with close relations with
governments; the resultant subgovernment excludes other interests and makes policy.
Some authors developed more rigid metaphors to characterize this relationship.
Lowi (1964) stressed the triangular nature of the links, with the central government
agency, the Congressional Committee, and the interest group enjoying an almost
symbiotic interaction. This insight gave birth to the best-known label within the
subgovernments literature, the ‘‘iron triangle’’ (see Freeman and Stevens 1987, 12–13
and citations).

The literature on policy networks develops this American concern with the
oligopoly of the political marketplace. Governments confront a multitude of groups
all keen to inXuence a piece of legislation or policy implementation. Some groups are
outsiders. They are deemed extreme in behavior and unrealistic in their demands, so
are kept at arm’s length. Others are insiders, acceptable to government, responsible in
their expectations, and willing to work with and through government. Government
needs them to make sure it meets its policy objectives. The professions of the welfare
state are the most obvious example. Over the years, such interests become institu-
tionalized. They are consulted before documents are sent out for consultation. They
don’t lobby. They have lunch. These routine, standardized patterns of interaction
between government and insider interests become policy networks.

There are many examples of the use of policy networks to describe government
policy making.1 Marsh and Rhodes (1992) deWne policy networks as a meso-level
concept that links the micro level of analysis, dealing with the role of interests and
government in particular policy decisions, and the macro level of analysis, which is
concerned with broader questions about the distribution of power in modern society.
Networks can vary along a continuum according to the closeness of the relationships
in them. Policy communities are at one end of the continuum and involve close
relationships; issue networks are at the other end and involve loose relationships (and
on the inXuence of this approach see Börzel 1998; Dowding 1995; LeGalès and
Thatcher 1995; Richardson 1999).

A policy community has the following characteristics: a limited number of parti-
cipants with some groups consciously excluded; frequent and high-quality inter-
action between all members of the community on all matters related to the policy
issues; consistency in values, membership, and policy outcomes which persist over

1 On Australia see Considine 1994, Davis et al. 1993; on Canada see Coleman and Skogstad 1990,
Lindquist 1996; on the UK see Rhodes 1988, Richardson and Jordan 1979; on continental Europe see
LeGalès and Thatcher 1995, Marin and Mayntz 1991; on the USA see Mandell 2002, O’Toole 1997.
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time; consensus, with the ideology, values, and broad policy preferences shared by all
participants; and exchange relationships based on all members of the policy com-
munity controlling some resources. Thus, the basic interaction is one involving
bargaining between members with resources. There is a balance of power, not
necessarily one in which all members equally beneWt but one in which all members
see themselves as in a positive-sum game. The structures of the participating groups
are hierarchical so leaders can guarantee compliant members. This model is an ideal
type; no policy area is likely to conform exactly to it.
One can only fully understand the characteristics of a policy community if we

compare it with an issue network. McFarland (1987, 146), following Heclo’s (1978)
use, deWnes an issue network as ‘‘a communications network of those interested in
policy in some area, including government authorities, legislators, businessmen,
lobbyists, and even academics and journalists . . . [that] . . . constantly communicates
criticisms of policy and generates ideas for new policy initiatives.’’ So, issue networks
are characterized by: many participants; Xuctuating interaction and access for the
various members; the absence of consensus and the presence of conXict; interaction
based on consultation rather than negotiation or bargaining; an unequal power
relationship in which many participants may have few resources, little access, and
no alternative. The study of interest groups understood variously as issue networks,
policy subsystems, and advocacy coalitions is probably the largest American contri-
bution to the study of policy networks. They are seen as an ever-present feature of
American politics (and for surveys of the literature see Baumgarten and Leech 1998
and Berry 1997).
Obviously the implication of using a continuum is that any network can be located

at some point along it. Networks can vary along several dimensions and any
combination of these dimensions; for example, membership, integration, resources.
Various authors have constructed continua, typologies, and lists of the characteristics
of policy networks and policy communities (see for example Van Waarden 1992).
This lepidopteran approach to policy networks—collecting and classifying the
several species—has become deeply uninteresting.

Networks as Interorganizational Analysis

The European literature on networks focuses less on subgovernments and more on
interorganizational analysis (see for example Rhodes 1999/1981). It emphasizes the
structural relationship between political institutions as the crucial element in a policy
network rather than the interpersonal relations between individuals in those insti-
tutions. At its simplest, interorganizational analysis suggests that a ‘‘focal organiza-
tion attempts to manage its dependencies by employing one or more strategies, other
organizations in the network are similarly engaged.’’ A network is ‘‘complex and
dynamic: there are multiple, over-lapping relationships, each one of which is to a
greater or lesser degree dependent on the state of others’’ (Elkin 1975, 175–6).2

2 See also Benson 1975; Crozier and Thoenig 1976; Hanf and Scharpf 1979; Thompson 1967.
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The most impressive attempt to apply this variant of network analysis to politics
and policy making is the several collaborations of David Knoke, Edward Laumann,
and Franz Pappi (see especially Knoke 1990; Knoke et al. 1996; Laumann and Knoke
1987). Their ‘‘organizational state’’ approach argues that ‘‘modern state–society
relationships have increasingly become blurred, merging into a mélange of inter-
organizational inXuences and power relations.’’ These interorganizational networks
‘‘enable us to describe and analyze interactions among all signiWcant policy actors,
from legislative parties and government ministries to business associations, labor
unions, professional societies, and public interest groups’’ (Knoke et al. 1996, 3). The
key actors are formal organizations, not individuals. In their analysis of national
labor policy in America, Germany, and Japan, Knoke et al. 1996 compiled the list of
key actors by, for example, searching public documents such as the Congressional
Information Service volumes for the number of times they testiWed before the relevant
congressional or Senate committee, including only organizations with Wve or more
appearances. The individuals in these organizations responsible for governmental
policy aVairs were then interviewed on such matters as the informant’s perception of
the most inXuential organization, the communication of policy information, and
participation in the policy area. Knoke et al. then use the techniques of network
analysis to map the links between organizations, employing classic network measures
such as centrality and density (for an introduction to such techniques see Scott 1991,
and for a compendium see Wasserman and Faust 1994).

Knoke et al. argue that their data not only describe the power structure of their
chosen policy area but also explain the diVerent policy outcomes. The value of this
species of network analysis lies in its use of the structural properties of networks to
explain behavior and outcomes. Unfortunately, little work in this idiom is explana-
tory. Instead, it describes power structures and network characteristics. Moreover, ‘‘it
has not yet produced a great deal that is novel’’ (Dowding 2001, 89–90 and n. 2). It is
hard to demur from this judgement when Knoke et al. (1996, 210, 213) conclude that
‘‘the state clearly constitutes the formal locus of collective decision making that
aVects the larger civil society within which it is embedded,’’ or that ‘‘the more central
an organization was in either the communication or the support network, the higher
was its reputation for being inXuential’’ (see also Thatcher 1998, 398–404).

Networks as Governance

The roots of policy network analysis lie, Wnally, in the analysis of the sharing of power
between public and private actors, most commonly between business, trade unions,
and the government in economic policy making (Atkinson and Coleman 1989;
Jordan 1981). Initially, the emphasis fell on corporatism, a topic worthy of an article
in its own right (see Cawson 1986; Schmitter and Lehmbruch 1979). There was also
the long-standing and distinctive Scandinavian analysis of ‘‘corporate pluralism’’
(Rokkan 1966; Heisler 1979), which continues under such labels as ‘‘the segmented
state’’ (Olsen 1983, 118) and ‘‘the negotiated economy’’ (Nielsen and Pedersen 1988).
Latterly, the main concern has been with governance by (and through) networks, on
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trends in the relationship between state and civil society government rather than
policy making in speciWc arenas. Thus, governance is a broader term than govern-
ment with public resources and services provided by any permutation of government
and the private and voluntary sectors (and on the diVerent conceptions of govern-
ance see Kjær 2004; Pierre 2000).
There are several accounts of this trend for Britain, continental Europe, and the

USA. Thus, for Britain, there has been a shift from government by a unitary state to
governance by and through networks. In this period, the boundary between state and
civil society changed. It can be understood as a shift from hierarchies, or the
bureaucracies of the welfare state, through the marketization reforms of the Conser-
vative governments of Thatcher and Major to networks and the emphasis on
partnerships and joined-up government.3
There is also a large European literature on ‘‘guidance,’’ ‘‘steering,’’ and ‘‘indirect

coordination’’ which predates both the British interest in network governance and
the American interest in reinventing government. For example, Franz-Xavier Kauf-
mann’s (1986) edited volume on guidance, steering, and control is truly Germanic
in size, scope, and language. It focuses on the question of how a multiplicity
of interdependent actors can be coordinated in the long chains of actions typical of
complex societies (see also Bovens 1990; Luhmann 1982; van Gunsteren 1976).
For the USA, Osborne and Gaebler (1992, 20, 34) distinguish between policy

decisions (steering) and service delivery (rowing), arguing bureaucracy is a bankrupt
tool for rowing. In its place they propose entrepreneurial government, with its stress
on working with the private sector and responsiveness to customers. This transform-
ation of the public sector involves ‘‘less government’’ or less rowing but ‘‘more
governance’’ or more steering. In his review of the American literature, Frederickson
(1997, 84–5) concludes the word ‘‘governance is probably the best and most generally
accepted metaphor for describing the patterns of interaction of multiple-organiza-
tional systems or networks’’ (see also Kettl 1993, 206–7; Salamon 2002). Peters (1996,
ch. 1) argues the traditional hierarchic model of government is everywhere under
challenge. He identiWes four trends, or models of governance, challenging the
hierarchic model—market, participative, Xexible, and deregulated governance. Frag-
mentation, networks, Xexibility, and responsiveness are characteristics of Xexible
governance. In sum, talk of the governance transformation abounds even if the
scope, pace, direction, and reasons for that change are matters of dispute (for a survey
see Pierre 2000).

2.2 Policy Networks as Theory

There is a large theoretical literature on policy networks in Britain (see Rhodes 1988,
1997a, 1999/1981), the rest of Europe (see Börzel 1998; Kickert, Klijn, and Koppenjan

3 See for example Ansell 2000; Bevir and Rhodes 2003; Rhodes 1997a, 2000; Stoker 2004; and for a
review of the literature and citations, see Marinetto 2003.
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1997), and the USA (see O’Toole 1997; Salamon 2002). There are two broad schools of
thought, depending on how they seek to explain network behavior: power depend-
ence or rational actor.4

Power Dependence

The power dependence approach treats policy networks as sets of resource-depen-
dent organizations. Their relationships are characterized by power dependence; that
is, ‘‘any organization is dependent on other organizations for resources,’’ and ‘‘to
achieve their goals, the organizations have to exchange resources.’’ So, actors ‘‘employ
strategies within known rules of the game to regulate the process of exchange.’’
Relationships are a ‘‘game’’ in which organizations maneuver for advantage. Each
deploys its resources, whether constitutional-legal, organizational, Wnancial, polit-
ical, or informational, to maximize inXuence over outcomes while trying to avoid
becoming dependent on the other ‘‘players.’’ So, behavior in policy networks is
gamelike, rooted in trust and regulated by rules of the game negotiated and agreed
by network participants. Variations in the distribution of resources and in the
bargaining skills of participants explain both diVerences in outcomes in a network
and variations between networks. Finally, the networks have a signiWcant degree of
autonomy from government (Rhodes 1997a, ch. 2; 1999/1981, ch. 5).5

Rational Choice

The rational choice school explains how policy networks work by combining rational
choice and the new institutionalism to produce actor-centered institutionalism. The
best example is theMax-Planck-Institut’s notion of ‘‘actor-centered institutionalism.’’
For Renate Mayntz, Fritz Scharpf, and their colleagues at the Max-Planck-Institut,
policy networks represent a signiWcant change in the structure of government. They
are speciWc ‘‘structural arrangements’’ that deal typically with ‘‘policy problems.’’
They are a ‘‘relatively stable set of mainly public and private corporate actors.’’ The
links between network actors serve as ‘‘communication channels and for the exchange
of information, expertise, trust and other policy resources.’’ Policy networks have their
own ‘‘integrative logic’’ and the dominant decision rules stress bargaining and
sounding out. So, as with the power dependence approach, the Max Planck school
stresses functional diVerentiation, the linkages between organizations, and depend-
ence on resources (Kenis and Schneider 1991, 41–3).

4 Bob Goodin pointed out correctly that theories of complexity are also relevant to the study of
network (personal correspondence). See, for example, La Porte 1975; Luhmann 1982; Simon 1981/1969.
Such ideas exercised some inXuence on the ‘‘governance club’’ research program at Erasmus University,
Rotterdam (see for example Kickert, Klyn, and Koppenjan 1997). They have not been a major inXuence
on the rest of the network literature.

5 The analysis of ‘‘power dependence’’ is not limited to the study of networks. More generally see: Blau
1964; Emerson 1962; Keohane and Nye 1977, 1987; PfeVer and Salancik 1978.
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To explain how policy networks work, Scharpf (1997, chs. 2, 3) combines rational
choice and the new institutionalism to produce actor-centered institutionalism. The
basic argument is that institutions are systems of rules that structure the opportun-
ities for actors (individual and corporate) to realize their preferences. So, ‘‘policy is
the outcome of the interactions of resourceful and boundedly-rational actors whose
capabilities, preferences, and perceptions are largely, but not completely, shaped by
the institutionalised norms within which they interact’’ (Scharpf 1997, 195).
Networks are one institutional setting in which public and private actors interact.

They are informal institutions; that is, informally organized, permanent, rule-
governed relationships. The agreed rules build trust and foster communication
while also reducing uncertainty; they are the basis of non-hierarchic coordination.
Scharpf uses game theory to analyze and explain these rule-governed interactions.
In the UK, there have been vigorous exchanges between the two schools (see for

example Dowding 1995, 2001 versus Marsh 1998, 12–13, 67–70; Marsh and Smith
2000). It is a case of ‘‘ne’er the twain shall meet.’’ The two sides have irreconcilable
diVerences of both theory and method. The disagreements are as basic as the
deductive, positivistic, quantitative approach of economics versus the inductive,
interpretative, qualitative approach of sociology. For insiders, harmony is not threat-
ening to break out any time soon. To outsiders, the debate seems like a spat. The
outsiders could well be right.

2.3 Policy Networks as Reform

The spread of networks and the recognition that they constrain government’s ability
to act has fueled research on how to manage networks. The goal is now ‘‘joined-up
government’’ or a ‘‘whole-of-government’’ approach. Networks are no longer a
metaphor or a site for arcane theoretical disputes but a live issue for reforming
public sector management. Here I concentrate on the public sector literature.6
Kickert, Klijn, and Koppenjan (1997, 46) identify three approaches to network

management in the public sector: the instrumental, interactive, and institutional.
The instrumental approach focuses on how governments seek to exercise legitimate
authority by altering dependency relationships. The key problem with the instru-
mental approach is the cost of steering. A central command operating code, no
matter how well disguised, runs the ever-present risks of recalcitrance from key
actors, a loss of Xexibility in dealing with localized problems, and control deWcits.
The interaction approach stresses management by negotiation instead of hier-

archy. The trick is to sit where the other person is sitting to understand their
objectives and to build and keep trust between actors. So, chief executive oYcers in
the public sector must have ‘‘strong interpersonal, communication and listening

6 On the private sector, see Child and Faulkner 1998, ch. 6; Ford et al. 2003; PfeVer and Salancik 1978.
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skills; an ability to persuade; a readiness to trade and to engage in reciprocal rather
than manipulative behavior; an ability to construct long-term relationships’’ (Ferlie
and Pettigrew 1996, 88–9). The key problem of the interactive approach is the costs of
cooperation. Network management is time consuming, objectives can be blurred,
and outcomes can be indeWnite. Decision making is satisWcing, not maximizing.

The institutional approach focuses on the institutional backcloth, the rules and
structures against which the interactions take place. The aim is incremental changes
in incentives, rules, and culture to promote joint problem solving. The institutional
approach has one major, even insurmountable problem; incentives, rules, and
culture are notoriously resistant to change because networks privilege a few actors,
who equate their sectional interest with the public interest. They are well placed to
protect their sectional interests.

The literature speciWcally on managing networks grows apace in both America and
Europe. Salamon (2002) provides a comprehensive review of the tools available for
America’s new governance, covering the ‘‘classic’’ instruments such as grants, regu-
lation, and bureaucracy but laying great emphasis on the collaborative nature of
modern governing and the need to switch from hierarchy and control to enabling
and the indirect management of networks.7

What do you do if you have to run a network? Painter, Rouse, and Isaac-Henry
(1997, 238) provide speciWc advice on game management. They conclude that local
authorities should: conduct an audit of other relevant agencies; draw a strategic map
of key relationships; identify which of their resources will help them to inXuence
these other agencies; and identify the constraints on that inXuence. As with all new
trends, there is an upsurge of advice from both academics and consultants. So the ten
commandments of networking include: be representative of your agency and net-
work, take a share of the administrative burden, accommodate and adjust while
maintaining purpose, be as creative as possible, be patient and use interpersonal
skills, and emphasize incentives (AgranoV 2003, 29). It is certainly not ‘‘rocket
science’’ (Perri 6 et al. 2002, 130) and this list of lessons gives credence to that
claim. Wettenhall (2003, 80) reviews the literature on partnerships, joined-up gov-
ernment, and the new governance. He concludes these terms have ‘‘become the
dominant slogan in the turn-of-the-century discourse about government’’ (see, for
example, Cabinet OYce 2000; Cm 4310 1999; MAC 2004). So any disapproving reader
dismissing this literature should pause to note it is well on the way to becoming the
new conventional wisdom in public sector reform. Those of more caustic disposition,
having paused, might move on by noting that network management is an ephemeral
mix of proverbs and injunctions.8

7 See AgranoV 2003; Kettl 2002; Kickert, Klyn, and Koppenjan 1997; McGuire 2002; Mandell 2002;
O’Toole 1997; Osborne 2000; Perri 6 et al. 2002.

8 The literature may be preoccupied with adducing lessons for would-be managers but it also analyzes
network management as, for example, brokerage. See Bardach 1998; Carpenter, Esterling, and Lazer 2004;
Fernandez and Gould 1994; Taylor 1997.
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3. Debates and Challenges
.......................................................................................................................................................................................

Paralleling the earlier discussion, this section looks at the debates and challenges that
confront policy network analysis. In turn, I examine some descriptive, theoretical,
and prescriptive pitfalls.

3.1 Describing Governance

Thenotionof a policy network canbedismissed asmeremetaphor. It is not ametaphor
because there is no analogy. Policy making is a set of interconnected events and
communicating people. It is no more a metaphorical term than bureaucracy. The
term’s resonance and longevity stems from the simple fact that for many it represents
an enduring characteristic ofmuchpolicymaking in advanced industrial democracies.
In his review of British studies of pressure groups and parties, Richardson (1999,

199) claimed that Dowding’s (1995) critique of policy networks marked the ‘‘intel-
lectual fatigue’’ of the approach. The sheer number and variety of articles published
since this ‘‘watershed,’’ including Richardson’s (2000) own prize-winning paper on
networks and policy change, testiWes to the continuing utility of the term. Not only
are there innumerable case studies of British policy networks but casting the net
wider, beyond the conWnes of political science, policy networks are staples in, for
example, criminology (Loader 2000; Ryan, Savage, and Wall 2001). The international
relations literature on networks expanded, with Haas’s (1992) notion of epistemic
communities inXuential. They are transnational networks of knowledge-based ex-
perts with an authoritative claim to policy-relevant knowledge within their domain
of expertise. The distinguishing features of these networks are their shared beliefs and
professional judgements. Directly analogous to Haas’s network of experts are Keck
and Sikkink’s (1998, 1) transnational advocacy networks of activists. For example, the
UN, domestic and international non-governmental organizations, and private foun-
dations form an international issue network to counter the ‘‘forgetfulness’’ of
governments. The network is an alternative channel of communication that argues,
persuades, lobbies, and complains to inject new ideas and information into the
international debate on human rights (see also Risse, Ropp, and Sikkink 1999;
Sikkink 1993).
Transnational networks are also a feature of policy making in the European Union

(EU). For Peterson (2003, 119, 129), ‘‘policy network analysis is never more powerful
as an analytical tool than when it is deployed at the EU level’’ and ‘‘few . . . would deny
that governance by networks is an essential feature of the EU.’’9 Policy network

9 See also Ansell 2000; Andersen 1990; Josselin 1997; Kassim 1993; Mazey and Richardson 1993; Rhodes,
Bache, and George 1996.
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analysis has also colonized intergovernmental relations in and between states, most
notably federal–state relations (Galligan 1995; Rhodes 1988; Wright 1978).

Finally, there is governance in a globalizing world. It comes in several varieties.
Keohane’s (2002, 204, 210–12, 214) version of global governance is one of ‘‘networked
minimalism.’’ In other words, there is no hierarchy but a network of nation states,
private Wrms, NGOs, and subunits of government, which pursues ‘‘minimal rather
than ambitious objectives.’’ The nation state will remain the ‘‘primary instrument of
domestic and global governance’’ but ‘‘it is not the only important actor’’ (see also
Slaughter 2003). Rosenau (2000, 172–3) provides a more dramatic vision of a ‘‘multi-
centric’’ world composed of diverse transnational collectivities that both compete
and cooperate and do not lend themselves to hierarchic control or hegemonic
coordination. The world is a network and networks are the world.

In short, I doubt there could be a clearer example of ‘‘have theory will travel’’ and,
therefore, there is a problem. There is no synthesis of the Wndings of this diverse
literature. Indeed, a synthesis may not be possible. The key question would be, ‘‘what
type of network emerges in what conditions with what policy outcomes?’’ There have
been many willing to tell us how to answer this question (Dowding 1995; Thatcher
1998). Only a few brave souls have tried to give an answer, and even then they conWne
their analysis to either comparing several policy sectors in a single country or a single
policy sector in several countries (see for example Considine 2002; Marsh 1998).

When seeking to compare policy networks across countries, the problems are
probably insurmountable. Policy networks are but political science writ small. The
problems that bedevil comparative government also plague policy networks. They
were devastatingly summarized by MacIntyre (1972, 8):

There was once a man who aspired to be the author of the general theory of holes. When asked
‘‘What kind of hole—holes dug by children in the sand for amusement, holes dug by
gardeners to plant lettuce seedlings, tank traps, holes made by roadmakers?’’ he would reply
indignantly that he wished for a general theory that would explain all of these. He rejected ab
initio the—as he saw it—pathetically commonsense view that of the digging of diVerent kinds
of holes there are quite diVerent kinds of explanations to be given.

Such ‘‘modernist-empiricism’’ (Bevir 2001, 478) treats policy networks as discrete
objects to be measured, classiWed, and compared. It may not be one of ‘‘the more
dangerous kinds of practical joke’’ (MacIntyre 1972, 26) but it is only one way of
studying networks.

The story about the rise and rise of governance raises a second issue. This ‘‘new
orthodoxy’’ does not carry all before it. Marinetto (2003) disputes the ‘‘Anglo-
Governance School’s’’ claim there has been a loss of central control. He suggests
that it exaggerates the ruptures in history, arguing there has been a long-standing
tension between centralization (government) and fragmentation (governance) in
Britain. In a similar vein, Holliday (2000) insists Britain still has a strong core
executive, the center has not been hollowed out, networks have not spread, and the
center can and does exercise eVective control. Whether the Anglo-Governance School
has ‘‘to undergo an intellectual crisis wrought by the growing weight of criticism’’ and
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the extent to which this ‘‘critical response is underway, albeit gradually’’ will become
clear over the next few years (Marinetto 2003, 605–6). I too expect to see ‘‘alternative
ways of conceptualising the institutions, actors and processes of change in govern-
ment,’’ to listen to a new generation of stories about governance, and to ponder
another round of debate about whether changes are epiphenomena of present-day
government policy or more deep-seated ruptures. Stick around long enough and the
aphorism ‘‘what goes around comes around’’ sounds like a balanced summary of fads
and fashions in the social sciences rather than irony or even cynicism.

3.2 Explaining Change

The most common and recurrent criticism of policy network analysis is that it does
not, and cannot, explain change (for a summary of the argument and citations, see
Richardson 2000). So, policy network analysis stresses how networks limit partici-
pation in the policy process; decide which issues will be included and excluded from
the policy agenda; shape the behavior of actors through the rules of the game;
privilege certain interests; and substitute private government for public accountabil-
ity. It is about stability, privilege, and continuity.
There have been several attempts to analyze change and networks but I must make

two preliminary points. First, it is no mean feat to describe and explain continuity
and stability in policy making. Second, the analysis of change may be a recurring
problem but, and this point is crucial, it is not speciWc to the study of networks. Just
as there are many theories of bureaucracy, so there are many theories of policy
networks. There is no consensus in the political science community about how to
explain, for example, political change, only competing epistemological positions and
a multitude of theories. Students of policy networks can no more produce an
accepted explanatory theory of change than (say) students of bureaucracy, democ-
racy, or economic development. Debates in the policy network literature mirror the
larger epistemological and ontological debates in the social sciences.
Of the several eVorts to build the analysis of change into policy networks, three

have attracted attention: advocacy coalitions, the dialectical model, and decentered
analysis.
The advocacy coalition framework (ACF) has four basic premisses. First, ‘‘under-

standing the process of policy change . . . requires a time perspective of a decade or
more.’’ Second, ‘‘the most useful way to think about policy change . . . is through a
focus on ‘policy subsystems’.’’ Third, ‘‘those subsystems must include an intergov-
ernmental dimension.’’ Finally, ‘‘public policies . . . can be conceptualized in the same
manner as belief systems, that is, sets of value priorities and causal assumptions
about how to realize them’’ (Sabatier and Jenkins-Smith 1993, 16). Sabatier argues
that coalitions try to translate their beliefs into public policy. Their belief systems
determine the direction of policy. Their resources determine their capacity to change
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government programs. Resources change over time, most commonly in response to
changes external to the subsystem. Most distinctively, Sabatier distinguishes between
core and secondary beliefs and argues that coalitions have a consensus on their policy
core that is resistant to change. In sharp contrast, secondary aspects of the belief
system can change rapidly (paraphrased from Sabatier and Jenkins-Smith 1993, 25–
34). Moreover, these beliefs are central to understanding the actions of policy makers
who are not necessarily motivated by rational self-interest. However, as Parsons
(1995, 201) succinctly points out, the model works well for the federal and fragmented
government of America, but there is little evidence that it travels well.

The dialectical model proposed by Marsh and Smith (2000) suggests that change is
a function of the interaction between the structure of the network and the agents
operating in it, the network and the context in which it operates, and the network
and policy outcomes. They see networks as structures that can constrain or facilitate
action but do not determine actions because actors interpret and negotiate con-
straints. Exogenous factors may prompt network change but actors mediate that
change. So we must examine not only the context of change but also structure, rules,
and interpersonal relationship in the network. Finally, not only do networks aVect
policy outcomes but policy outcomes feed back and aVect networks. This dialectical
model provoked heated debate and lectures on how to do political science, but little
convergence and a mere tad of insight (compare Marsh and Smith 2000, 2001, with
Dowding 2001).

Grappling with the same issues as the formation, evolution, transformation, and
termination of policy networks, Hay and Richards’s ‘‘strategic relational theory of
networks’’ is a sophisticated variation on the dialectical theme. To begin with, they
avoid the ambiguities of, and controversies surrounding the term ‘‘dialectical.’’ They
argue individuals seeking to realize certain objectives and outcomes make a strategic
assessment of the context in which they Wnd themselves. However, that context is not
neutral. It too is strategically selective in the sense that it privileges certain strategies
over others. Individuals learn from their actions and adjust their strategies. The
context is changed by their actions, so individuals have to adjust to a diVerent
context. So a networking is ‘‘a practice—an accomplishment on the part of strategic
actors . . . which takes place within a strategic (and strategically selective context)
which is itself constantly evolving through the consequences (both intended and
unintended) of strategic action’’ (Hay and Richards 2000, 14; see also Hay 2002).

A diVerent challenge comes from those who advocate an interpretative turn and
argue that policy network analysis could make greater use of such ethnographic tools
as: studying individual behavior in everyday contexts; gathering data from many
sources; adopting an ‘‘unstructured’’ approach; focusing on one group or locale; and,
in analyzing the data, stressing the ‘‘interpretation of the meanings and functions of
human action’’ (paraphrased from Hammersley 1990, 1–2). The task would be to
write thick descriptions or our ‘‘constructions of other people’s constructions of what
they are up to’’ (Geertz 1973, 9, 20–1; and for a similar recognition that the political
ethnography of networks is an instructive approach, see Heclo and Wildavsky 1974;
McPherson and Raab 1988).
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Bevir and Rhodes (2003, ch. 4) argue for the decentered study of networks, for a
shift of topos from institution to individual, and a focus on the social construction of
policy networks through the ability of individuals to create meaning. Bang and
Sørensen’s (1999) story of the ‘‘Everyday Maker’’ provides an instructive example of
a decentered account of networks. They interviewed twenty-Wve active citizens in the
Nørrebro district of Copenhagen to see how they engaged with government. They
identify the ‘‘Everyday Maker,’’ who focuses on immediate and concrete policy
problems at the lowest possible level. Thus, Grethe (a grass-roots activist) reXects
that she has acquired the competence to act out various roles: contractor, board
member, leader. There has been an explosion of ‘‘issue networks, policy communi-
ties, ad hoc policy projects, and user boards, including actors from ‘within,’ ‘without,’
‘above,’ and ‘below’ traditional institutions of democratic government.’’ So the task
of the ‘‘Everyday Maker’’ is ‘‘to produce concrete outcomes’’ (Bang and Sørensen
1999, 332). Political activity has shifted from ‘‘formal organizing to more informal
networking’’ (Bang and Sørensen 1999, 334). Politics is no longer about left and right
but ‘‘dealing with concrete problems in the institutions around which . . . everyday
life . . . is organized’’ (Bang and Sørensen 1999, 336). In short, they draw a picture of
Nørrebro’s networks through the eyes of its political activists, constructing the
networks from the bottom up.
This discussion highlights two points. First, the trend in the study of policy

networks to ethnographic methods mirrors general trends in political science.
Fenno (1990, 128) observed, ‘‘not enough political scientists are presently engaged
in observation.’’ That was then. Now there is a growing interest in the interpretative
turn in political science. Any discussion of this turn would take us too far aWeld.
However, it is worth noting that the origins of network analysis lie in social anthro-
pology, which examines who talks to whom about what in (say) a Norwegian village.
So this point is perhaps best expressed as an overdue return to roots.
Second, all three approaches to network change are part of a broader trend in

political science to exploring the impact of ideas on policy making. Again, it would
take us too far aWeld to cover this topic, but Sabatier’s (Sabatier and Jenkins-Smith
1993) work on advocacy coalitions stands alongside that of, for example, Kingdon
(1984) on policy ideas and policy agendas. The link between changing policy net-
works, new ideas, and setting policy agendas is exploited to great eVect in Richardson
(2000).

3.3 Managing the Institutional Void

If we live in a world of ‘‘polycentric networks of governance,’’ then the task facing
politicians, managers, and citizens is to manage ‘‘the institutional void,’’ that is, to
make and implement policy when there are no generally accepted rules and norms
for conducting policy making (Hajer 2003, 175). Hajer’s vivid metaphor may over-
state the extent of change but it does dramatize the problems of managing the
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network state. Four such problems recur: the mix of governing structures, the
diVusion of accountability, enhancing coordination, and devising new tools.

Managing the Mix

In a world of policy networks where every service is a mix of bureaucracy, markets,
and networks, we need to understand when these governing structures for allocating
resources work. We need to be clear about what we mean when we call for eVective
service delivery because the criteria of eVectiveness vary. For example, the competi-
tion that characterizes markets conXicts with the cooperation so characteristic of
networks. Flynn et al. (1996, 136–7) argue that trust became important in the British
National Health Service because of the diYculties in specifying contracts and parti-
cipants’ experience of assertive purchasers whose style ‘‘engenders or exacerbates
suspicious attitudes and feelings of mutual distrust.’’ So, market relations had
‘‘corrosive eVects’’ on ‘‘professional networks which depend on cooperation, reci-
procity and interdependence.’’ I would belabor the obvious if I gave examples of
bureaucratic failures. The apt conclusion is not that contracts or bureaucracies or
networks fail, but that they all do (Jessop 2000). Not every day or every week or for
every policy. The key is to understand the conditions under which each works and a
core lesson of that analysis is, ‘‘it is the mix that matters.’’ We need to know how to
manage not only each governing structure but also the relationship between them.10

DiVuse Accountability

Conventional notions of accountability do not Wt when authority for service delivery
is dispersed among several agencies. Bovens (1998, 46) identiWes the ‘‘problem of
many hands’’ where responsibility for policy in complex organizations is shared and
it is correspondingly diYcult to Wnd out who is responsible (see also van Gunsteren
1974, 3). He also notes that fragmentation, marketization, and the resulting networks
create ‘‘new forms of the problem of many hands’’ (Bovens 1998, 229). For example,
Hogwood, Judge, and McVicar (2000) show that agencies and special purpose bodies
have multiple constituencies, each of which seeks to hold them to account. There is
no system, just disparate, overlapping demands. In a network, the constituent
organizations may hold the relevant oYcials and politicians to account but to
whom is the set of organizations accountable? As Mulgan (2003, 211–14) argues,
buck passing is much more likely in networks because responsibility is divided and
the reach of political leaders is much reduced. However, all is not doom and gloom.
Following Braithwaite (2003, 312), policy networks can be seen as an example of
‘‘many unclear separations of powers’’ in that the several interests in a network can
act as checks and balances on one another. However, it is more common for networks

10 See for example Considine and Lewis 1999; Thompson et al. 1991; Powell 1991; Rhodes 1997b; Simon
2000.
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to be closed to public scrutiny, a species of private government. The brute fact is that
multiple accountabilities weaken central control (Mulgan 2003, 225).11

Enhancing Coordination

Weakened accountability is not the only consequence of networks. The spread of
networks also undermines coordination. Despite strong pressures for more coord-
ination, the practice is ‘‘modest.’’ It is ‘‘largely negative, based on persistent com-
partmentalisation, mutual avoidance and friction reduction between powerful
bureaus or ministries;’’ ‘‘anchored at the lower levels of the state machine and
organised by speciWc established networks;’’ ‘‘rarely strategic, so almost all attempts
to create proactive strategic capacity for long-term planning . . . have failed;’’ and
intermittent and selective in any one sector, improvised late in the policy process,
politicized, issue oriented, and reactive (Wright and Hayward 2000, 33). And that it is
before we introduce networks into the equation. Networks make the goal ever more
elusive. As Peters (1998, 302) argues, ‘‘strong vertical linkages between social groups
and public organizations makes eVective coordination and horizontal linkages
within government more diYcult.’’ Once agreement is reached in the network, ‘‘the
latitude for negotiation by public organizations at the top of the network is limited.’’
However, these remarks presume hierarchy is the most important or appropriate
mechanism for coordination. Lindblom (1965) persuasively argued many years ago
that indirect coordination or mutual adjustment was messy but eVective. The San
Francisco Bay Area public transit system is a multiorganizational system (or net-
work) and Chisholm (1989, 195) shows that only some coordination can take place by
central direction and so ‘‘personal trust developed through informal relationships
acts a lubricant for mutual adjustment.’’ In sum, coordination is the holy grail of
modern government, ever sought, but always just beyond reach, and networks bring
central coordination no nearer. However, they do provide their own messy, informal,
decentralized version.

Devising New Tools

The mainstream literature (for example Salamon 2002) encourages a tool view of
how to manage networks; if learning the skills of indirect management is itself a
major challenge, it is not the only one confronting would-be network managers. The
epistemological debate extends to the question of how to manage networks. An
interpretative approach encourages us to replace the toolbox approach with story-
telling. Although the label varies—the argumentative turn, narratives—there is now
a growing literature on storytelling as a way of managing the public sector.12 Van
Eeten, van Twist, and Kalders (1996) make the important point that this latest

11 On the need to rethink accountability in the nation state see Behn 2001; and on accountability in a
globalizing world see Keohane 2002, 219–44; 2003.
12 See Bevir, Rhodes, and Weller 2003; Hummel 1991; Rein 1976; van Eeten, van Twist, and Kalders

1996; Weick 1995.
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intellectual fashion has its feet Wrmly on the ground because managers use stories not
only to gain and pass on information and to inspire involvement, but also as the
repository of the organization’s institutional memory. In sum, as Hummel (1991, 103–
4) argues, ‘‘managers communicate Wrst and foremost through stories.’’ He asks,
‘‘how could it be otherwise?’’ When managers confront a problem, their people tell
them what is going on. So, managers ‘‘could do worse than hone their skills in story-
telling and story-validating.’’ Management is just as much about interpretation as
rational calculation.

4. Conclusions
.......................................................................................................................................................................................

In the 1970s, debate raged about the future of public policy making and policy
analysis. Was it a distinctive Weld of study or just good old public administration
under a new and fashionable label? It staked a claim to be a distinct Weld of study.
Now we no longer discuss the question. Policy analysis is established. In this sense,
there is no longer a debate about the future of policy networks. The story of policy
networks follows the same trajectory as public policy making. The subject is here to
stay—a standard topic in any public policy-making textbook (Parsons 1995) or
textbooks on British government (Richards and Smith 2002).

What was all the excitement about? It is not just the story of the rise of an idea. It is
about a new generation of political scientists. ‘‘Young—well youngish—Turks’’
carved out a reputation for themselves by challenging their elders and betters.
Sound and fury are essential to such uprisings. In Britain, added edge came from
the challenge to the Westminster model, which had run out of steam as a way of
understanding the changes in British government. The debate was not only about
networks but also about how to study British government. It should be no surprise,
therefore, that the recurrent problems of the policy network literature, for example in
explaining change, mirror issues in broader political science. The rise of governance
was our story of how British government had changed. It was not the story in the
graduate and postgraduate texts on which we were raised. We abandoned the eternal
verities of the British constitution. In sharp contrast to the fuddy-duddies, we could
explain both continuity and change. Of course, we were wrong but we weren’t about
to admit it. Anyway the spats were fun!

The story of policy networks is a story of a success. The ‘‘Young Turks’’ won their
elevation to the professorial peerage, ran out of steam, and moved on. A Xood of
doctorates and case studies followed. It is no longer an innovative idea but a
commonplace notion in almost every nook and cranny of both political science
texts and British government textbooks in particular. It is ripe for challenge.
Controversies in policy network analysis now parallel controversies in political
science, whether they are about how to explain political change or the uses of

policy network analysis 441



ethnographic methods. Of course, we also respond to debates and problems in the
‘‘real’’ world. Much of the literature reviewed in this chapter sees networks as an
eVective way of managing complex problems in health and education. However, Al
Qaeda and the war on terror have focused attention on ‘‘dark networks’’ (Raab and
Milward 2003), a term that also encompasses drug smuggling, the arms trade, and
failed states. Fieldwork may not be an option but the problems of policing dark
networks cannot be ignored. Policy network analysis has become one more locus for
the endless debates about how we know what we know in the social sciences. I doubt
the founders could have hoped for more. I am sure their expectations were less.
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c h a p t e r 2 1
...................................................................................................................................................

SMART POLICY?
...................................................................................................................................................

tom christensen

1. Introduction
.......................................................................................................................................................................................

The traditional state or ‘‘old public administration’’ takes the form in many countries
of a centralized and integrated state that combines conscious structural design with a
integrated culture (Olsen 1988).1 Its strength lies in its capacity to act and its ability to
accommodate simultaneously various legitimate considerations and create trust
(Egeberg 2003). Its potential weaknesses are domination by a few elite groups,
excessive complexity, and problems of eVectiveness, eYciency, and accountability
(Weaver and Rockman 1993).
When New Public Management (NPM) arrived in the early 1980s, initially most

systematically in Australia and New Zealand, but also in the UK and USA, it was
presented as a kind of antithesis to the centralized state model.2 It was labeled a
‘‘supermarket state’’ because it focused on the service-providing functions of gov-
ernment (Olsen 1988). NPM emphasizes cost eYciency, markets, competition, con-
tracts, devolution, decentralization, etc. (Self 2000). It may be viewed as a new
technical instrument—an optimal means, inspired by new institutional economic
theory, of organizing government and solving the eYciency problems of govern-
ments all over the world—or else as a ‘‘shopping basket’’ of reforms with heteroge-
neous and inconsistent features (Pollitt 1995). While it contains some core concepts
and ideas, its incorporation of both centralizing and decentralizing elements,
whether connected to new institutional economic theory or management theory,

1 This is of course a simpliWcation, since states will vary in their degree of centralization and cultural
homogeneity. However, these are some core features of the old type of state.
2 See Pusey 1982; Hilmer 1993; NZ Treasury 1987; Boston et al. 1996; Considine and Lewis 1999;

Considine 2001, 2002.



makes it potentially diYcult to use to solve a priori problems (Boston et al. 1996;
Christensen and Lægreid 2001, 19–20; Kettl 1997).

A third perspective, adding to the traditional and supermarket ones, sees NPM as a
new ‘‘corporate culture’’ concerned less with internal problems and rights and more
with external needs and the interests of the consumer (McKevitt 1998). A fourth
perspective sees NPM more as a new ideology than a speciWc reform program
(Christensen and Lægreid 2003b). According to this perspective, the primary eVect
of NPM reforms is to further neoliberal ideology and symbols rather than to produce
actual reforms. Reform ideas are easier to spread than reform practice, so when
political leaders state their intention to implement reforms, they often engage in
‘‘double-talk’’ or ‘‘hypocrisy,’’ trying to balance talk and action (Brunsson 1989).
Thus NPM reform processes and eVects are open to a variety of interpretations and
have diVerent meanings for diVerent actors and stakeholders.

This chapter focuses on ‘‘smart policy’’—the term used by reform entrepreneurs
espousing the instrumental-technical perspective on NPM to describe its alleged
enhancement of eVectiveness and eYciency. We discuss whether this is a defendable
position, addressing the following questions: First, what are the main ideas and
practical reform elements in NPM? Second, what are the main preconditions for
smarter policy? Is smarter policy made feasible by NPM reforms? Is this primarily a
question of rational calculation—more unambiguous means–end thinking—or pol-
itical-administrative control, or a combination of both (Dahl and Lindblom 1953, 57)?
Is it (eventually) desirable to produce smarter policy through NPM? What are the
normative pros and cons? Does NPMcreate more polarization between actors? Third,
what do we know about the eVects of NPM? How easy is it to show that these type of
reforms result in smarter policy? Is the eVect of smarter policy demonstrable in some
dimensions but not in others? Fourth, does joined-up government as a new reform
element show the limits of trying to be smart, or does it make policy even smarter?

2. Main Features of New Public
Management

.......................................................................................................................................................................................

NPM is presented by its supporters primarily as an eYciency instrument (Self 2000).
It is often promised that NPM will result in more eYciency overall, but the precon-
ditions for or indicators of this are seldom discussed. EYciency and rationality are
eVects that are generally taken for granted, and the appeal of these values for most
actors makes them potentially strong symbols (March 1986, 30–2). NPM’s preoccu-
pation with eYciency reveals a view of the public sector primarily as a service
provider and not related to a strict command structure, while other legitimate aspects
of governmental activity are assigned a secondary role. The implementation of NPM
reforms in New Zealand has shown that service provision can be deWned very widely
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and in a quantitative way, de-emphasizing both traditional control and regulation
functions and qualitative aspects of service provision (Gregory 2001, 247–9).
The eYciency perspective also embraces the assumption that the public sector can

learn from the private sector, often in an unconditional and one-dimensional way
(Self 2000). This involves the deployment of competition and market mechanisms–
competitive tendering, consumer choice, or benchmarking—and the use of con-
tracts, in such arrangements as the contracting out of services, leadership contracts,
or other relational contracts (Martin 1995). Other elements borrowed from the
private sector in the name of eYciency include the unambiguous deWnition of
goals and the means or instruments to achieve them, monitoring and evaluation of
results, and the use of incentives (Sahlin-Andersson 2001, 48–52). Moreover, it is
considered desirable to have a less ambiguous division between politics and admin-
istration, more transparent decision-making processes, and clearer criteria for ac-
countability. NPM also pays more attention to consumer interests, advocating more
direct consumer access to service providers and more direct inXuence on the
organization, pricing, and quality of services, etc. (Fountain 2001).
The NPM-oriented reforms in the UK under the Conservative governments seem

to appear in three phases and combine marketizing and minimizing (Pollitt and
Bouckaert 2004). First, there were cuts in the number of civil servants, then from
1982/3 decentralized management and budgets became popular together with more
emphasis on audit (the three Es—economy, eYciency, and eVectiveness), reform of
the NHS, and privatization programs from the mid-1980s. From 1987 stronger
market mechanisms were used (education, health, and care), the purchaser/provider
split established, performance indicators used more, and further privatization de-
cided. The largest reform was, however, the Next Steps program from 1988/9,
establishing 140 executive agencies (70 per cent of the non-industrial central civil
service) subordinate to the ministries/departments (Goldsworthy 1991; Trosa 1994).
In early 1990s the increased consumer-orientation resulted in the Citizens’ Charter
(UK Prime Minister 1991, 1994), but also diVerent types of competitive tendering and
contracting out. Further, in the mid-1990s, some ministries/departments were down-
sized after management reviews. When Blair became prime minister not much was
reversed of the reforms; they were only somewhat modiWed in a rather loose package
of partly old reforms. He emphasized more professional management, eYcient
service delivery, more coordination through partnership and joined-up government,
and more evaluation.
The Reinventing Government program introduced in the USA in the 1990s

(Osborne and Gaebler 1993) was viewed both as one in a series of many rationally
oriented reforms in US history (Downs and Larkey 1986) and as a US version of NPM
(Aberbach and Rockman 2000, 135). Reinventing Government was related to the
Performance Management Review (PMR) initiated by Al Gore (1993) and contained
four main elements (Aberbach and Rockman 2000, 143–7): First, cutting red tape—
i.e. streamlining public administration and removing rules and other obstacles to
eYciency. This was problematic, since rules are important instruments in the US
public sector and politicians are constantly producing new ones. Second, an
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increased consumer focus—implying more competition and use of business
methods. This principle disregards the citizenship role and neglects the problems
of heterogeneous consumer interests and providers, focusing primarily on proWt.
Third, empowering leaders and employees—meaning more delegation and decen-
tralization. The problem here was to delegate authority without undermining central
political control. Fourth, cutting back to basics—related to cutting programs and
costs. However, the deWnition of a basic program or task is probably more a political
than an administrative question (Fredrickson 1996).

Neither NPM nor the Reinventing Government reform nor the varied UK reforms
pay much heed to the diverse features of the public sector and civil service (cf. Allison
1983). First, eYciency is only one of many considerations in the public sector, and
often not the most important one. The deWnition and furthering of collective goals
by political executives, and the decision-making eYciency and political loyalty
connected to these goals, are important, as are the professional competence of civil
servants, the protection of people’s rights, the obligations of politicians, civil ser-
vants, and citizens, and concern for the interests of aVected parties and interest
groups, etc. (Egeberg 2003). Second, public goals are often multiple and ambiguous,
because there are so many diVerent stakeholders, interests, and considerations, and
public administration is often correspondingly multistructured, multifunctional,
and multicultural. Third, public organizations are path dependent and attend to
particular complex historical traditions (Peters 1999; Selznick 1957). The roots of
public organizations and the context in which they were established create diVerent
trajectories and determine the routes taken. Public organizations may be ‘‘historically
ineYcient’’ related to reform eVorts because they care more about integrative cultural
features and informal norms and values than aggregative features and instrumental
goals (March and Olsen 1989). These features may potentially limit the implemen-
tation of NPM and hence of ‘‘smart policy.’’

When NPM took hold in New Zealand and Australia in the 1980s, the reforms were
said to be theory driven and therefore ‘‘pure’’ and consistent (Pusey 1982; Boston et al.
1996, 16–35). However, since then many researchers and studies have shown that
while the basic ideas of NPMmay be fairly consistent, its implementation in practice
contains many contradictions (Pollitt 1995). NPM is inspired by a combination of
new institutional economic theory, which advocates centralizing elements and con-
tract features, and management theory, which espouses devolution, decentralization,
delegation, empowerment of managers and users, etc., which points in a rather
diVerent direction (Yeatman 1997). The balance between these two elements will
vary between countries, but the management elements seem to have gained the upper
hand in many political-administrative systems (Christensen and Lægreid 2001, 28).
NPM treats the roles of political and administrative leaders ambiguously, saying on
the one hand that political leaders cannot be trusted, because they promise too
much, particularly when running for election, and thus produce ineYciency, show-
ing an anti-political element. On the other hand, NPM assigns political leaders a
central role in ensuring that goals are fulWlled, results met, and incentives used,
suggesting that they can be trusted. In accordance with the management ideal,
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administrative leaders are delegated functions and authority, can choose how goals
are to be attained, and also control others on behalf of the political executive.
However, they are also more subject to control by political leaders than they were
before, for example through contracts of various kinds. These inconsistencies may be
one major reason why several studies have concluded that NPM produces more, not
less complexity and bureaucracy (Pollitt and Bouckaert 2004).

3. Preconditions for Smarter Policy
.......................................................................................................................................................................................

Two main components determine the success of smarter policy in practice: feasibility
and desirability (March and Olsen 1983; Pollitt and Bouckaert 2004, 26). Feasibility
concerns the quality of the organizational thinking behind NPM and the potential
for controlling the reform process and its implementation. Desirability is about what
kind of society and political-administrative system is preferable.
Feasibility may be connected to what Dahl and Lindblom (1953, 58) labeled rational

calculation, i.e. the quality of the organizational or means–end thinking. Do the main
ideas of NPM draw a strong enough connection between economic/management
ideas and organizational solutions to further smart policy? Boston et al. (1996, 16–35)
show that the basic economic ideas in NPMmay translate into a number of diVerent
organizational forms—i.e. contrary to the arguments of many reform entrepreneurs,
the ideas of NPM do not oVer one ‘‘best solution.’’ What is more, NPM encompasses
many diVerent economic theories, which further complicates the feasibility question.
Added to this is the inconsistency between the economic and management theories
shown above. A reasonable conclusion is, therefore, that the theories and ideas
behind NPM are underdeveloped and do not provide a satisfactory basis for organ-
izational solutions and concrete reform eVorts.
Another aspect of the feasibility question is whether it is possible to isolate

eYciency or make it so dominant that all other factors are unimportant. This
seems highly unlikely, since political-administrative systems embrace a great many
other legitimate considerations. Hesse, Hood, and Peters (2003) draw a distinction
between eVects connected to main goals (eYciency) and side eVects, and consider
whether reforms bring about the intended result, the opposite result, or no change at
all. Thus, the ideal situation would be reforms that are unambiguous in their ideas
and solutions and produce the expected eYciency gains while yielding one or more
positive side eVects, such as political-democratic control. The second best result
would be the fulWllment of the main goals with neutral or no side eVects, or else
limited negative side eVects. The worst-case scenario would be failure to achieve the
main goal and negative side eVects.
A third aspect of rational calculation concerns the question of eVectiveness. How

easy is it to get public decision makers to deWne their goals and the means of
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achieving them less ambiguously and to obtain and evaluate information about the
results (Pollitt and Bouckaert 2004)? While the pressure exerted by NPM in this
direction may help to increase awareness (Christensen and Lægreid 1998), public
goals are by nature complex and ambiguous, simply because so many diVerent and
inconsistent interests and considerations need to be balanced. Therefore, while NPM
may go some way to simplifying and clarifying the goal structure, much ambiguity
and complexity will remain. While many NPM entrepreneurs Wnd this frustrating,
skeptics point out that it is an inherent feature of the system, not a sign of a public
‘‘disease.’’

Summing up, there are few general reasons to believe that NPM-related thinking
will easily lead to increased eYciency and eVectiveness and therefore smarter policy,
particularly when NPM reforms are broad-ranging and ambitious. The precondi-
tions for smarter policy may be more favorable if reform is narrow, related to one
sector, public institution, or function, or if it is related to functions that inherently
are easy to quantify (e.g. technical functions) or targeted by elites as quantiWable
(Christensen and Lægreid 2001, 310–11).

A second aspect of the feasibility question concerns political, administrative, or
social control (Dahl and Lindblom 1953, 58). How easily will diVerent stakeholders,
inside and outside the public apparatus, accept the organizational thinking behind
the reforms and the eVorts to implement them? The Wrst problem will probably be
disagreement about the goals, i.e. some actors will oppose putting so much emphasis
on eYciency. Second, even if there is agreement about general goals there may be
strong disagreement about means, such as whether policy instruments like competi-
tive tendering are really the best ones. In both cases curtailment or modiWcation of
the reforms would be the probable result. Third, there might be general problems of
enacting hierarchical control in reform processes. Members of the cabinet may
disagree about the reforms, there may be a tug of war between sectors and ministers,
political executives holding responsibility for reforms may lack the necessary author-
ity, and political and administrative leaders may conXict over the reforms. Tensions
may exist between diVerent governmental levels, the opinion of international actors
may have to be taken into account, or more broadly speaking, interest groups or
ad hoc groups may try to stop or modify reforms.

Comparative studies of NPM reforms seem to show that controlling and imple-
menting such processes is generally more easy in Anglo-Saxon countries, where the
dominant party, often through some kind of political entrepreneurship, can ‘‘crash
through’’ the reforms, while in other types of parliamentary system with coalition
governments the control is much more problematic and negotiations and comprom-
ises more evident (Christensen and Lægreid 2001; Pollitt and Bouckaert 2004).

Summing up, viewed from the control angle the best scenario would probably be
support by most actors for means–end thinking, a strongly united political and
administrative leadership, and acceptance of their authority by most other actors
(March and Olsen 1983). The worst-case scenario would be loose organizational
thinking criticized by most actors, internal conXicts in the leadership, and strong
resistance to reform from many diVerent actors. In reality several studies of
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NPM-related reform processes have shown mixed results with regard to feasibility
features (Christensen and Lægreid 2001; Pollitt and Bouckaert 2004; Rhodes and
Weller 2001).
If the two main aspects of feasibility—organizational thinking and control—are

combined it becomes clear that the ideal preconditions for smarter policy are
unambiguous means–end thinking, expected eVects, and strong control of the
reform process. Generally speaking it is easier to exercise control than to produce
carefully thought-out and well-planned reforms (March and Olsen 1983). In most
countries it is accepted that political and administrative leaders will control NPM-
like reforms as they do with other reforms. However, reform entrepreneurs often
have problems presenting unambiguous and consistent reforms, because political-
administrative systems are complex and not easily understood or changed. Generic
solutions and reforms alleged to Wt any political-administrative system are often
oVered as an answer to this complexity and ambiguity. The advantage of decontext-
ualized solutions of this kind is their strong symbolic potential (Meyer and Rowan
1977; Røvik 1996); the obvious disadvantage is that in the process of being adapted to
a particular context they become dependent on unique combinations of national
structures and cultures. The most successful NPM entrepreneurs manage to balance
decontextualization and contextualization.
Most NPM-related reform processes, like other public change processes, are

characterized by ‘‘bureaucratic politics’’ (Allison 1971; Allison and Zelikow 1999) or
Realpolitik (March and Olsen 1983)—i.e. a struggle between elite actors with diVer-
ent interests and deWnitions of reform. One way of resolving this situation is to have
strong coalitions dominating the reforms, something that is more feasible in Anglo-
Saxon countries, where power relationships are more potentially instrumental (Hal-
ligan 2001; Hood 1996). This may create problems of legitimacy, however. This
happened in New Zealand in 1984 when Roger Douglas forced through reforms.
Later on, probably as a reaction to this, a referendum about the election system
produced a majority in favor of an MMS system that created more small parties and
undermined conditions for future reforms (GoldWnch 1998, 197–8).
A second way is for competing actors to engage in a lengthy negotiation process

and Wnally reach a compromise between eYciency-oriented interests and traditional
and path-dependent considerations. The inclusion of a greater number of actors in
the process has the advantage of enhancing the legitimacy of reforms (Mosher 1967).
A disadvantage might be that the eventual compromise deviates from the reform
vision of the political and administrative leadership and produces a certain amount
of ambiguity and eventually inadequate reform responses. A third way is sequential
attention to goals and quasi-solution of conXicts (Cyert and March 1963), meaning
that diVerent considerations and interests are catered for at diVerent points in time,
as in the negotiation process in the US Congress. While this accommodates many
interests, it may create inconsistency.
The question of desirability is at the heart of the normative issue (Goodin and

Wilenski 1984; Le Grand 1991). NPM reforms may be feasible, but whether they
should be furthered or implemented depends on basic ideological and cultural
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norms (Self 2000, 159–69). Does NPM represent a normative trend with the potential
to create new types of leaders, citizens, public systems, and societies, or is it a less
fundamental reform model, aimed at modifying only certain aspects of traditional
public sector models?

The debate about NPM reform processes often takes place at the symbolic or
ideological level (Brunsson 1989). Advocates of NPM gather support for reforms by
stressing all the worst things about the traditional centralized state, particularly its
legitimacy and eYciency problems. Myths and symbols are used to convince people
that NPM-related reforms have all the instrumental answers to the pressing problems
of a modern state (Christensen and Lægreid 2003b). Skeptics and opponents of NPM
see this primarily as a neoliberal crusade, undermining and destroying traditional
and well-functioning public systems. NPM ideas are presented as highly problematic
and their potentially negative eVects exaggerated, while the old public administration
is held up as heroic and Xawless. The result is normative polarization. While
supporters of NPM often claim that there are objective reasons to say that the old
public administration has failed concerning eYciency and caring for clients/users,
opponents Wercely deny this and underline that empirical evidence for this is loose
and that ‘‘if it ain’t broken, don’t Wx it.’’

The ‘‘ideological war’’ over NPM, part of a continuous normative conXict, is being
waged chieXy between neoliberal parties, which argue that these reforms are desper-
ately needed and desirable, and socialist parties or left-leaning social democratic
parties supported by the trade unions, which perceive NPM reforms as extremely
damaging (Hirschman 1982; Self 2000). It is also manifest, however, in the conXicts
within social democratic and labor parties, particularly in Europe, many of which
have moved to the right in the last two decades and helped to open the way for NPM
reforms. The modernizers have claimed that accepting some features of NPM is
necessary to survive, while the opponents have accused the modernizers of selling oV
the ‘‘family silver.’’ Among scholars the debate has been Werce, with symbolic
overtones (Callinicos 2001; Giddens 2002)

Another indicator is the increased attention to evaluation processes. Evaluation
has become much more popular and is used by reform advocates, who often have the
upper hand in the modern reform processes, as a political-symbolic instrument to
brand most reforms as successes, and to underline the need for continued reforms
(Boyne et al. 2003; Christensen, Lægreid, and Wise 2003). The opponents of NPM
have tried to come up with counter-symbols and counter-expertise to undermine the
reform process.

The desirability question may also be connected to informal cultural norms and
values in political-administrative systems. Supporters of NPM often argue that
traditional and centralized government is rule oriented and introverted and that it
is insuYciently oriented towards the environment and the consumers of public
services. Opponents of NPM counter that these reforms are incompatible with
legitimate traditional norms and values, and it is necessary to care more for trad-
itional bureaucratic norms and values (cf. March and Olsen 1989; Selznick 1957).
They believe NPM creates actors who are rational and strategic in a one-dimensional
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sense. They often cite increasing problems of accountability in crisis situations and
problems of corruption under NPM, as seen in New Zealand (Gregory 1998, 2001). A
third position is to emphasize that NPM reforms are quite often about a new balance
of old and new cultural elements, not substituting the new for the old ones. Gains
(2004) shows, for example, that the working of the Next Steps agencies in the UK
have been characterized by an ambiguous and Xexible combination of old and path-
dependent elements, like ministerial responsibility, together with new features like
hands-oV management and performance indicators and result orientation.

4. Smart Policy and the Effects of NPM
.......................................................................................................................................................................................

If we look at the eVects of NPM—how easy is it to show that NPM has led to smarter
policy, i.e. more eYciency and eVectiveness? Is it possible to answer this question in a
general way or do we need to analyze diVerent dimensions and reform elements?
Since NPM introduced a large number of reform elements at the same time, some

of which point in diVerent directions, it is clearly impossible to make a general
analysis of the eVects of reform on eYciency. Instead, the eVects of diVerent reform
elements need to be analyzed individually. NPM aimed to produce more eYciency
via several structural changes, like increased structural devolution (vertical diVer-
entiation) and increased horizontal specialization (single-purpose organizations)
(Boston et al. 1996, 354–9; Christensen and Lægreid 2001, 133–42). This seems
generally to have produced more bureaucracy and probably less eYciency. NPM
has probably simpliWed the jobs of leaders of subordinate organizations, like agencies
and state-owned companies, because they have fewer considerations to attend to, but
at the same time the roles of top leaders have become more complex and potentially
ineYcient. In a few countries, like New Zealand and the UK, there has been a
conscious attempt to reduce personnel, but this is not the main picture (Gregory
2001).
The most likely area for eYciency gains is public service provision, particularly

where competitive tendering is used. Several studies have been conducted in this area,
mainly by economists. Their overall conclusion is that NPM leads to savings and
eYciency gains, often of around 20 per cent or more (Domberger and Rimmer 1994).
More sophisticated studies put this Wgure rather lower, however (Hodge 1999). There
are also problems of measurement, and savings will vary according to the type of
service, themarket situation, and ‘‘purchaser competence.’’ Themain Wnding seems to
be that savings result from increased competition as such, irrespective of whether the
service is public or private, but this is disputed (Hodge 2000; Savas 2000).
One crucial question is whether increased eYciency through competitive tender-

ing has been obtained at the expense of other considerations. In the old public
administration many considerations other than purely commercial ones were
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coupled to service provision, such as more general societal considerations or issues of
sector policy. Many of these involved additional expense and have now been removed
from the services. They are often deWned as non-commercial and as something that
involves extra payment (Christensen and Lægreid 2003a; Self 2000). Clearly a
narrower and commercial deWnition of a public service potentially may make it
more eYcient. Examples of this are when regional considerations in communications
policy are weakened by the introduction of competition, or when the interests of
weak clients in educational, health, or social services are formally de-emphasized or
taken care of in other ways. In this latter respect NPM understandably increases
social diVerences (Podder and Chatterdjee 1998; Stephens 2000).

Another broader socioeconomic perspective on eYciency in public service provi-
sion concerns the fate of the workforce under NPM. In many countries, particularly
Australia and New Zealand, eYciency gains were obtained by reducing the number of
people working in public services, particularly in telecommunications and transport
(Mascarenhas 1996, 272–314). Where the workforce is rather old or unskilled, these
people may well end up in various pension programs, casting doubt on the overall
economic gains of NPM.

It is often said that the increased consumer orientation of NPM will eventually
lead to both increased quality and more eYciency. The argument is that the con-
sumer knows best how to improve services and that increased consumer participa-
tion and inXuence will enhance service provision (McKevitt 1998, 37–67). There are
few studies to show whether increased consumer orientation will lead to smarter
policy. One factor undermining this argument is that consumer experience of and
hence attitudes to public service provision vary considerably, so increased eYciency
for one set of consumers may run counter to the interests of others (Aberbach and
Rockman 2000, 145).

Another question is whether consumers really inXuence public service provision
under NPM. While certain strong and coordinated groups of consumers may do so,
possibly to the detriment of others, the overall picture is that service providers think
primarily about proWt. Allowing consumers too much participation or inXuence
takes time and resources and is therefore not eYcient (Fountain 2001, 56, 61, 64). In
this respect the consumer orientation of NPM may have symbolic overtones. Never-
theless, certain consumer-oriented structural reform eVorts look more promising
in terms of eYciency than others. One example is the ‘‘one-stop shop’’ or
‘‘one-window’’ programs established Wrst in Australia (Centrelink) (Halligan 2004;
Vardon 2000) and later in Western Europe (Hagen and Kubicel 2000). They seem to
make a diVerence for users with a complex problem proWle and represent potential
administrative eYciency gains, but may also create cultural conXicts and increase
organizational complexity.

The other dimension of smarter policy is eVectiveness. Does NPM make it easier
to formulate, pursue, and fulWll collective public goals? One way to answer this rather
complicated question is to ask whether public employees are more conscious of goals,
means and results than before. Some studies show this to be the case (Christensen

smart policy? 457



and Lægreid 1998). The crucial question, however, is whether this increased con-
sciousness will change the behavior of civil servants.
Another aspect of eVectiveness is whether NPM increases political control of

decision-making process in the public sector, i.e. whether hierarchical control is
easier to enact. Several comparative studies covering many countries seem to show
that this is not the case (Christensen and Lægreid 2001; Pollitt and Bouckaert 2004).
NPM generally weakens central political control, partly as a result of increased
structural devolution and partly because of the management elements in the reform.
Formal changes give subordinate leaders and institutions increased authority and
there is often normative pressure to keep political executives from interfering. The
focus has been on frame steering or steering of strategy and basic principles rather
than of minor, individual cases, and new formal control systems have replaced old
informal ones. Political executives now tend to Wnd themselves losing inXuence while
keeping formal responsibility and thus get the blame, particularly in crisis situations
(cf. Brunsson 1989).
NPM entrepreneurs seem to represent an anti-political tendency, whereby public

decision making and service provision are deemed to work better if politicians are
kept at a distance (Self 2000). Their focus is often on managerial control and
eVectiveness in single organizations, not on political-democratic control overall.
This anti-political tendency seems paradoxical, since NPM reforms in many coun-
tries seem to be driven by political executives. How could political executives
consciously undermine their own position? One answer to this is that they, on an
ideological basis, Wrmly believe that the working of the political-administrative
system is better oV with a political hands-oV approach, so in their minds this is
not anti-political. Another answer is that political executives too easily accept the
NPM arguments about this and don’t imagine the negative eVects on political
control. A study of a center government in Norway in the late 1990s shows quite
clearly that this cabinet underestimated the undermining of political control result-
ing from NPM, and was reluctant to accept the implications (Christensen and
Lægreid 2002). Features like this seem in some European countries to result in eVorts
to bounce back and install more traditional control again, i.e. devolution and
deregulation are followed by centralization and reregulation (Pollitt and Talbot
2004); this is also the case in New Zealand now (Gregory 2003).
A crucial question when political control is weakened through NPM reforms is:

who gains inXuence? A preliminary answer would be that administrative leaders are
delegated more authority (Rhodes and Weller 2001). As long as administrative
leaders primarily see their role as controlling on behalf of political leaders and
there is mutual trust and a close relationship between these two groups of actors,
this does not amount to much weakening of overall political control. If, however,
administrative leaders see their role as more formal and strategic and have a con-
frontational and mistrustful attitude towards the political executive, political control
may be weakened and there may be a tendency to try to pass on blame and
accountability, particularly in times of crisis (Dunn 1997). Administrative leaders
close to ministers are often subject to cross-pressure and attend more to political
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signals, while agency leaders, who are further removed from political executives
structurally, seem to care less about political considerations (Christensen and
Lægreid 2001).

The increased structural devolution and much narrower commercial focus entailed
in NPM seem to have profoundly changed the role of executives in state-owned
companies (Spicer, Emanuel, and Powell 1996; Zuna 2001), making them more au-
tonomous and less subject to central political control. State business executives, who
are often recruited from the private sector, tend to think it is appropriate for politicians
to control and steer once a year at the formal business meeting. NPM supporters
welcome this change, arguing that it makes public commercial leaders more compe-
tent and companies more eYcient and thus able to contribute more to the collective
purpose. Critics, however, argue that public commercial leaders often develop various
rational strategies to avoid control and regulation. Bevan and Hood (2004) labels one
such group of actors ‘‘reactive gamers,’’ subordinate leaders who share somemain goals
with political leaders but also try to avoid control andmake failures look like successes.
Another group is known as ‘‘rational maniacs,’’ meaning that they do not act in the
collective interest and are rational in extremely self-interested and occasionally illegit-
imate and criminal ways. Rational maniacs are insensitive to many legitimate consid-
erations and relevant contexts. Examples of this were seen when corruption increased
in New Zealand after NPM was introduced (Gregory 2001).

Another reform feature of structural devolution is creating more autonomous
agencies subordinate to ministries. The largest and earliest eVort of this kind was the
‘‘Next Steps’’ reform in UK, establishing over 100 executive agencies subordinate to
the ministries, based on principles of structural disaggregation, task-speciWc organ-
izations, performance contracts, and deregulation/self-regulation (Talbot 2004). This
way of organizing was certainly not new, since Sweden has had agencies like this since
the seventeenth century, and the USA also for quite a long time. The eVects of such a
reform seem to have been varied and not dramatic concerning political control
(Hogwood 1993; Rhodes 1997). Variation is evident since these agencies have quite
diVerent size, functions, and connection to the ministries, and the control not so
much undermined since the ministries and Parliament have several potential instru-
ments of control.

Pollitt and Talbot (2004) show, however, in a broad comparative book, that the last
decade has brought a NPM-inspired further wave of agenciWcation and autonomiza-
tion in many countries. This wave has on the one hand increased the autonomy of the
agencies, several of them regulatory agencies, and therefore also weakened the
control of central political executives, but on the other hand also resulted in more
eVorts at controlling the agencies with new means, i.e. deregulation has been
followed by reregulation. The total result of this development is not easy to sum
up, but there seems to be an overall weakening of political control.

The structural devolution and withdrawal of political executives brought about by
NPM seem to have increased accountability problems and left a power vacuum. This
has inXuenced the role of elected bodies at various levels, often producing ‘‘double-
bind’’ situations for the executive political leadership. If political executives make an
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eVort not to interfere in the activities of agencies and public companies, they are
often criticized for being too passive, especially in conXict situations (Christensen
and Lægreid 2003b). If, on the other hand, they yield to pressure to interfere from
elected political bodies and the media, they are accused of being too active and of
breaking the formal rules of devolution and management reforms. At the same time,
parliaments all over the world, often inspired by NPM, are strengthening their formal
control of the executive, through various forms of audit organization, open hearings,
parliamentary commissions, etc., potentially creating capacity problems for the
political executive (Christensen, Lægreid, and Roness 2002; Pollitt et al. 1999).
Summing up the eVects of NPM concerning the Wrst aspect of smarter policy—

eYciency—there seem to have been eYciency gains in public service provision. The
crucial question, however, is whether the price paid for this is politically acceptable.
This will vary from one country to another, depending on how much attention is
paid to individual interests versus collective considerations, how much emphasis is
put on equality and equity, whether there is a strong Rechtsstaat tradition, etc.
The analysis of the second dimension of smarter policy—eVectiveness—shows

that political executives are losing control through NPM; thus collective, hierarchic-
ally deWned eVectiveness seems to decrease. Nevertheless, the reforms may lead to
more eVectiveness in individual administrative bodies and public companies that
have fewer political considerations and signals to attend to. This can, however, quite
easily lead to ‘‘local rationality’’ (Allison 1971)—a typical feature of the NPM
transformation from an integrated to a disintegrated and fragmented state.

5. Joined-up Government—Showing the
Limits of Being Smart?

.......................................................................................................................................................................................

The concept of a ‘‘joined-up government’’ (JUG)—sometimes also called ‘‘whole of
government’’—approach involves governments paying more attention to coordin-
ation in an attempt to increase and improve it (Pollitt 2003). JUG is used mainly in
countries where NPM has found extensive implementation, such as the UK and other
Anglo-Saxon countries, and as such must be seen as a program for dealing with some
of the problems created by NPM. JUG may be seen as an overall concept for the
public sector, but it is most relevant to service-providing functions and is based on
the idea that public problems often cut across sectors.
JUG has a horizontal and a vertical dimension. It includes better instruments for

communication and contact, political and administrative taskforces, public commit-
tees, and intra- or interadministrative program, project, or working groups as well as
stronger structural measures, whereby sectors and policy areas are merged or re-
organized in other ways. JUG is a rather new label, and as such may be seen as one of
many modern slogans and fads, but its thinking and instruments are actually quite
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old. Gulick (1937), a representative of the ScientiWc Administration school that
sought to change the structure of the federal bureaucracy in the USA, stresses that
there is an inner dynamic between specialization according to purpose, process,
clients, and geography, and coordination based on organization or ideas. NPM
revives some of these ideas in a more extreme version, leading to horizontal and
vertical fragmentation and disintegration and thus creating a need for the increased
coordination envisaged by JUG.

The horizontal dimension of JUG may relate to both the eYciency and the
eVectiveness aspects of smart policy. EYciency may increase if sectors, policies,
programs, and projects are coordinated better, for example by reducing overlap,
contradictions, and duplication, thus potentially saving resources. The eVectiveness
and goal attainment of government may be enhanced by better coordination of
policy and program goals, of the interests of diVerent governmental stakeholders,
and of the activities of service providers.

Attending more to the vertical dimension of JUG may make political signals to
subordinate institutions or levels less ambiguous, thus allowing them to pursue
central political aims more eVectively, and also lead to more consistent use of the
new formal control instruments typical of NPM. Another way in which JUG could
modify some of the main ideas of NPMwould be to bring subordinate organizations,
like agencies and government companies, closer to the political leadership. It could
use new laws or less ambiguous directives to make it easier for political leaders to
interfere in individual cases, particularly potentially controversial ones. A further
possibility would be increased cultural cooperation. However, all these measures
would probably bring greater eVectiveness than eYciency gains.

There are few studies showing the eVects of JUG measures. The best-case
scenario would be smarter policies produced by more and easier coordination
between sectors, programs, and actors and across political and administrative
levels and institutions and the creation of synergies. The worst-case scenario
would be the erection of new structural barriers between policies and programs,
making the political-administrative system even more bureaucratic, complex, and
ambiguous, and decreasing eYciency and eVectiveness. Pollitt (2003) points out
that new coordinated ‘‘silos’’ can cut across existing sector- or policy-oriented
ones, resulting in more problems of complexity and accountability. JUG may
also create more myths and symbols, because it is ‘‘an idea whose time has come’’
(Røvik 1996).

In some countries joined-up government is coupled to joined-up governance,
meaning better coordination between the government and society, interest groups
or voluntary associations, business organizations, etc. In certain policy areas, like
health and social services, some of these groups have for a long time been important
in implementing governmental policy. There is now renewed interest in this aspect,
as in the UK, where ‘‘New Labour’’ is talking about a more holistic and network-
oriented approach to public policy, to be realized, for example, through public–
private partnerships (Newman 2001).
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A good illustration of the dynamics between NPM and JUG is New Zealand, where
worries about the fragmentation of central government increased in the late 1990s.
This led to a quest for more joined-up government, which materialized in a public
report in 2001 that talked about a ‘‘whole of government’’ perspective (as in Australia).
The report discussed ‘‘putting public service back together again’’ (Gregory 2003). The
measures proposed were creating interagency ‘‘circuit-breaker’’ teams to solve prob-
lems of service delivery, establishing ‘‘super networks’’ better to integrate policy,
delivery, and capacity building, and a careful process of structural consolidation.
Summing up, JUG represents a continuation of the age-old government dilemma

of specialization versus coordination and will probably eventually lead to renewed
demands for specialization. At the same time, it must be seen as a modern reaction to
the problems of fragmentation and disintegration produced by NPM reforms. The
raison d’être for JUG is the realization that policy can only be made smarter if the
eVects of NPM are counteracted or modiWed in certain ways. The goals involved are
so ambitious and the policy areas so broad and complicated that the prospect of rich
rewards also entails a high risk of failure and negative political consequences. In this
respect a more pragmatic style of joined-up government is a viable alternative.

6. Conclusion
.......................................................................................................................................................................................

This chapter has discussed whether and how NPM-related reforms have contributed
to more eYciency and eVectiveness—smarter policy—in the public sector. First, the
one-dimensional focus on eYciency, the tension between eYciency and other legit-
imate considerations in the public sector, and the internal inconsistency of the
reform measures were discussed. Second, it was shown that feasibility related to
both eYciency and eVectiveness is diYcult to obtain overall in large and complex
reforms like NPM but more likely in individual institutions engaging in systematic
and unambiguous reforms. Concerning desirability, normative conXicts and polar-
ization over the reforms were identiWed. However, the ideological dominance of
NPM supporters has helped to further NPM in many countries. Third, the eVects
of NPM were analyzed. NPM has not led to smarter policy overall. However, there
have been some eYciency gains in public service provision and an increase in
eVectiveness in certain public organizations, albeit with some problematic and
controversial side eVects. Overall political control is undermined by NPM, structural
and cultural fragmentation and disintegration have increased, as have social costs
and inequality, and these are reasons why NPM reforms have been modiWed in some
countries, trying to control more again.
Fourth, eVorts to increase coordination in the form of joined-up government may

be seen as a reaction to the fragmentation and disintegration in the modern NPM
state. Whether JUG’s enhanced focus on coordination and collaboration will produce
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smarter policy is not easy to judge and has yet to be seen. It may potentially increase
eYciency and eVectiveness through fewer duplications and more synergies, but it
may also increase costs by adding layers of new leaders and coordinating jobs, and
make decision-making structures more complex.

It is a parallel literature about smart practice that is of relevance to discussing
smart policy. This literature, primarily connected to a seminal book by Bardach
(1998), is generally sympathetic towards the principles of NPM, but talks quite a lot
about some diVerent features. Bardach (2004) is preoccupied with ‘‘inter-agency
collaborative capacity’’ and ‘‘craftmanship thinking’’ as a combination of creativity
and public spirtedness. He sees these features as major preconditions for smart
practice. And Barzelay (2004) stresses the vertical integrative eVorts and hands-on
attitudes of political and administrative leaders as supporting successful innovation.
These are ideas pretty similar to some of the JUG thoughts, and they are diVerent
from the core of NPM concerning devolution and fragmentation.

If we take a broader view of NPM and smart policy, the main trends seem to be
that NPM has peaked, after some Wfteen to twenty years of dominance, and some of
the core Anglo-American NPM countries, like New Zealand, are heading in another
direction (Gregory 2003). An indication of this is also that the main reform entre-
preneur, the OECD, is not that eager any longer and is talking more about other
concepts or recipes for reform (Christensen and Lægreid 2004; Sahlin-Andersson
2001). Some of the latecomers, like the Scandinavian countries and some continental
European countries are still heading in a NPM direction, but in a more reluctant and
modiWed way, attending more to reform symbols than to NPM practice.

The variations between countries concerning the history of NPM and smart policy
seem to be explained by combining a rather complex set of perspectives/theories:
One set of factors connects to the environment (Olsen 1992). Some of the countries
most eagerly pursing the NPM path experienced strong pressure from both the
technical environment, for example through economic crises, and the institutional
environment, through critique towards the government for ineYciency and lack of
responsiveness (whether true or not). But NPM seems to have had problems
delivering better overall eYciency and overall results, something that has led the
front runners to hesitate more and partly turn around.

A second set of explanatory factors concerns the cultural-historical constraints and
norms (Christensen and Lægreid 2001). Countries with a strong Rechtsstaat trad-
ition, like the Scandinavian countries and Germany, have been far more reluctant to
take on board NPM than the Anglo-American countries, many of which put less
emphasis on equality and equity. Even though consistent pressure over some time
has gradually changed this variety, and made countries more similar in this respect,
some of this division is still evident and persistent.

A third important set of factors concerns structural and instrumental factors.
Countries with a Westminster type of parliamentary system have always had a
much stronger potential for implementing substantial reform than systems with
a more heterogeneous parliamentary structure, like the Scandinavian countries or
many continental European countries, not to mention fragmented presidential
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systems like the USA (Pollitt and Bouckaert 2004). The neoliberal wave behind NPM
also occurred Wrst in these countries. A rather homogeneous administrative system in
some of these countries may also further NPM. Combining these three sets of
explanatory factors shows quite clearly the variety in the use and implementation
of NPM and smart policy. External crises, two-party systems, and reform-compatible
culture explain why Anglo-American countries have been the reform entrepreneurs,
but also why some of them now are able to turn around or modify the path chosen,
when NPM cannot deliver smart practice.
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c h a p t e r 2 2
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THE TOOLS OF
GOVERNMENT IN THE
INFORMATION AGE
...................................................................................................................................................

christopher hood

Whatdoes the arrival of contemporary information-age technology mean for older,
horse-age and railway-age, ways of thinking about the instruments used by govern-
ment for public policy? Do we need completely new ways of conceiving those
instruments in the twenty-Wrst century? Or on the contrary, do the older questions
and conceptions of government tools have just as much if not more analytic value in
an age of changing technology? This chapter argues the case for the latter propos-
ition. It begins by brieXy reviewing some of the standard strains in the policy
instruments literature of the last two decades, and then explores the case of e-
government and information-age technology to assess how far such developments
radically challenge earlier ways of thinking about the instrumentalities of the state,
and what we can learn about information-age technology in government through the
lenses of conventional tools of government analysis.



1. Tools of Government Analysis:
Three Conventional Strains

.......................................................................................................................................................................................

The tools or instruments of government have been analyzed in at least three main
ways in the public policy literature over the past twenty years or so, and changing
forms of information technology present diVerent analytic issues for each of those
conventional approaches. One such approach, possibly the best known, is to conceive
of instruments as institutions, in the sense of forms of organization available to
government, such as public corporations, independent or private sector contractors,
and various forms of public–private partnership. Perhaps the leading contemporary
exponent of this approach is Salamon (2002; originally Salamon and Lund 1989), who
argues that new types of institutional forms for public policy are central to the ‘‘new
governance’’ paradigm of recent decades. How far those public–private institutional
forms are as truly distinctive to the modern era as Salamon (2002, 2) claims is
debatable—after all, apparently commercial and independent forms of organization
have long been extensively used by governments in the world of espionage, black
propaganda, and other forms of unconventional warfare (see Mackenzie 2002) and
church organizations have traditionally been important in education, welfare, and
population registration inmany European states. But that is not the central issue here.
A second well-established approach focuses on the politics of instrument selection,

in the sense of the interests or ideas that shape the choice of tools. For this approach
it is not crucial whether government instruments are viewed as institutions or other
forms of action: the key question concerns what political, ideological, or cognitive
processes lead to the choice of one policy instrument rather than another. A striking
instance of this kind of approach is the exploration by Ackerknecht (1948) and more
recently by Baldwin (1999) of the extent to which diVerences between authoritarian
and liberal state regimes shaped the choice between ‘‘sanitarian’’ and ‘‘quarantinist’’
tools to tackle the serious problem of contagious disease in nineteenth-century
European states. But in the general public policy literature, this approach is perhaps
best exempliWed in the work of Linder and Peters (1989, 1992, 1998), who have
classiWed various ways of understanding the link between policy problems and
selection of instruments, ranging from contingency to ‘‘constitutivism.’’
A third set of approaches to the instruments of government has tended to be

institution free and to focus more on cataloguing the tool kit in a generic way than on
the politics of instrument choice. This approach can be partly traced back to Dahl and
Lindblom’s (1953) pioneering analysis of the array of socioeconomic instruments
used by government, though that is a hybrid of institutional and institution-free
analysis. More strongly institution-free approaches come in at least three varieties.
Some, notably Elmore’s (1987) approach (elaborated by Schneider and Ingram 1990),
have a strong purposive or managerial theme and focus on broad (and not neces-
sarily government-speciWc) ‘‘intervention strategies’’ that include capacity building,
symbolism, and system changing. Another fairly well-known approach of this type is
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the ‘‘carrots, sticks, and sermons’’ categorization of policy instruments, developed by
Vedung (Bertelmans-Videc, Rist, and Vedung 1998), on the basis of a well-known
trichotomy of types of organizational control originally developed by the famous
organizational sociologist Etzioni (1961) over thirty years before. Le Grand’s (2003)
‘‘knights, knaves and pawns’’ analysis of motivations in public policy might be
argued to be of a similar kind. A third is my own analysis of the instruments available
to government for gathering information and aVecting behaviour at the point where
government comes into contact with citizens (Hood 1983).

The latter analysis diVers from the ‘‘carrots, sticks, and sermons’’ approach insofar
as it is concerned with the instruments speciWcally available to government (rather
than those employable in any organization), is concerned with both information-
gathering and behaviour-modifying/enforcement tools (rather than with the latter
alone), and is based in cybernetics, the science of general control systems, rather than
organizational sociology. (For classic applications of cybernetics to government and
organization, see Deutsch 1963; Beer 1966; Steinbruner 1974; Dunsire 1978.) The key
claim is that the instruments speciWc to government for information gathering and
behaviour modiWcation—universal aspects of control—have to be based on some
combination of at least four basic social resources, namely ‘‘nodality,’’ ‘‘authority,’’
‘‘treasure,’’ and ‘‘organization.’’ Nodality denotes the capacity of government to
operate as a central point (not necessarily the central point) in information networks.
Authority denotes government’s legal power and other sources of legitimacy. ‘‘Treas-
ure’’ denotes its assets or fungible resources, and ‘‘organization’’ denotes its capacity
for direct action, for instance through armies, police, or bureaucracy.

This three-part classiWcation of approaches does not cover all the possible ways of
conceiving the instrumentalities of the state. And there are certainly some ap-
proaches, such as Dahl and Lindblom’s (1953) early account of the socioeconomic
instruments of public policy, as already mentioned, which cut across the three types
(mixing institutional forms and generic forms of action, in that case). But the
trichotomy perhaps captures enough of the conventional forms of ‘‘instruments’’
analysis to allow us to explore how far such conventional analysis is radically
superseded by the information age, and how far it can be fruitfully drawn upon to
understand information-age government tools.

2. Information Age Technology and
Government: Transformation
or Dynamic Conservatism?

.......................................................................................................................................................................................

The idea that information-age technology is destined to have radically transforma-
tive eVects on the way government operates has been advanced both by scholars and
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by governments themselves. In the academic world, numerous cyber-scholars (such
as Taylor 1992, 377–8) have berated their colleagues in public administration and
public policy for neglecting or seriously underestimating the extent to which infor-
mation and communications technology alter the way that government works.
Some, such as Frissen (1996, 1998), have gone so far as to argue that such technology
heralds an entirely new form of state—in his case, a ‘‘virtual state’’ in which the new
techno-culture produces ‘‘fragmented, decentred and non-hierarchical’’ structures
and processes (Frissen 1998, 41). Over a decade ago, Taylor and Williams (1991, 172)
claimed: ‘‘A new public administration is being forged and new information Xows,
and the computer networks which facilitate and mediate them, are fundamental to
the innovation process.’’ Scholars such as Bellamy and Taylor (1998) have argued in
similar vein that the separation of front- and back-oYce functions in government,
facilitated by developments in information and communications technology, is
fundamental to changing government’s modus operandi. More broadly, the advent
of microprocessors brought a range of prophets who argued that the new technology
would decentralize power and control in society, and would thus help to usher in a
less hierarchic society (for an early analysis of the ‘‘neutrality’’ debate see Ward 1989).
In rather darker vein, civil libertarian critics have made much of information and

communications technology developments that are said to be bringing about a
quantum extension in government’s powers to detect and punish, through applica-
tions such as satellite and CCTV cameras linked to computers, new ways of mon-
itoring telephony and computer use, high-security identity systems, and compulsory
tagging of various kinds of individuals. Brin’s (1998) Transparent Society, developing
earlier ‘‘surveillance society’’ analyses (such as Rule 1973; Bunyan 1976; Ackroyd et al.
1977; Hewitt 1982, ch. 2), makes much of the potentially radical implications of
surveillance technology that can continuously pinpoint the whereabouts of individ-
uals in spaces as small as a single square metre—an application being developed at
the time of writing for surveillance of convicted paedophiles and those who have
been convicted of domestic violence who are legally restrained from approaching
those they have abused.
Politicians and public service reform visionaries such as Osborne and Gaebler

(1992) have likewise made much of the potentially transformative eVects of infor-
mation and communications technology on public service delivery. Every self-
respecting government today has to have a relentlessly upbeat vision of the future
that involves information and communications technology decisively improving the
way it interacts with citizens. Perhaps the best-known example of that sort of techno-
vision is the 1993 Clinton–Gore ‘‘National Performance Review’’ of the US federal
government, which claimed (Gore 1993, 112): ‘‘With computers and telecommunica-
tions we need not do things as we have in the past. We can design a customer-driven
electronic government that operates in ways that, 10 years ago, the most visionary
planner would not have imagined.’’ The NPR made much of the ways that informa-
tion and communications technology could transform government purchasing sys-
tems, advice and information systems, methods of funds transfer, ‘‘smart cards’’ to
entitle citizens to use a range of related public services, and electronic interactions
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between citizens and government on matters such as Wling of tax returns. And that
vision has been widely echoed in other countries, for example in the UK govern-
ment’s Modernizing Government White Paper of 1999 (Cabinet OYce 1999), almost
to the point of cliché.

Against these transformative visions of the eVect of information and communi-
cations technology on government instrumentalities and operations, numerous
scholars have oVered more sceptical analyses more redolent of Schön’s (1971) idea
of ‘‘dynamic conservatism’’—that is, the sort of change that allows underlying
social relationships to remain the same. Numerous scholars have argued that
technologies in government tend to mirror and reproduce the cultures they develop
within, contrary to expectations that they can usher in quite new social or
organizational climates (see Kraemer and King 1986; Hood 2000; and for the
broader ‘‘radical science movement’’ argument that science and technology are
shaped by social systems, see Rose and Rose 1976). Indeed, contrary to Frissen’s
‘‘end-of-hierarchy’’ analysis of the eVects of ICT, Holliday (2001) has argued that
central agencies in government are quite capable of using ICT developments to
maintain and consolidate their power. For Holliday (2001), ‘‘the sole novelties [in
the command structure of the state] introduced by the information and commu-
nications technology revolution are to be found in the expanded networks that can
now be constructed around issues, and in the expanded array of resources on which
actors are able to draw in seeking to secure their goals.’’ Other scholars have
highlighted the extent to which technological possibilities for enhancing govern-
ment’s surveillance capacity can be countered by the resourcefulness of opportun-
ists or principled adversaries of government, as with the use of caller ID and other
devices in the 1980s to avoid government surveillance of telephones through
wiretapping (Chan and Camp 2002, 26). Margetts (1999) and other scholars have
shown how far short government’s actual information and communications tech-
nology operations often fall of what Margetts calls the ‘‘hyper-modernist’’ promises
and visions of the new techno-future, to the point of introducing major new
sources of government waste and failure.

Some of these diVerences in perspective might be put down to the diVerence
between the analysis of implementation after the fact and the forward-looking
analysis of potential. Some might be put down to the diVerence between the eVects
of information and communications technology on government’s internal organiza-
tion and its eVects on the way government interacts with citizens. And some of those
diVerences in perspective might depend on the time period that is taken, since many
claim that the age when information and communications technology development
mainly aVected government’s internal organization started to change decisively with
later stages of such development, particularly web-based technology and tracking
systems (see Margetts 2003, 371). Against that argument, it might be questioned
whether the Internet really is so diVerent, given that it too has been attended by the
same contradictory ‘‘transformation’’ and ‘‘dynamic conservatism’’ views that sur-
rounded the development of microprocessors in an earlier generation: in the early
years of Internet expansion it ‘‘brought much social commentary telling us how the
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web was about to sweep away the old regime . . . The pendulum swung back quickly,
however’’ (Healy 2002, 480).
However, to the extent that the advent of the web did make a real diVerence to the

instruments used by government at the point where it interacts with citizens, the
notion that decisive change began with web technology would echo the argument of
the veteran management guru Peter Drucker (1999, 49), who drew a parallel with the
course of the nineteenth-century Industrial Revolution to argue that the Wrst eVect of
the ‘‘informational revolution’’ has been to Wnd new ways of making existing
products, though it might later lead to qualitatively new products such as the
railroads: ‘‘Like the Industrial Revolution two centuries ago, the Informational
Revolution so far—that is, since the Wrst computers in the mid-1940s—has only
transformed processes that were here all along.’’
Drucker’s argument certainly seems plausible for the case of taxation, where up to

now the information and communications technology revolution has tended to
consist more in changing the way that established taxes are paid (for instance
through new Wling or payment systems) and weakening some types of taxes that
are vulnerable to avoidance through the Internet (such as betting taxes), than in
collecting radically new types of taxes. In principle, Internet service providers could
be the oil companies of the information age, a key point for tax collection, and in
principle ‘‘virtual stamps’’ on email could be a twenty-Wrst century Wscal innovation
to match the invention of stamp taxes in the seventeenth century. But in line with
Drucker’s claim, such Wscal innovation has so far been marked by its absence rather
than its presence (see Hood 2003).
However the diVerence between the ‘‘transformational’’ and ‘‘dynamic-conserva-

tism’’ perspectives on the eVect of information and communications technology on
government’s instruments might be accounted for, the question stated at the outset
remains. That is, are the conventional ways of understanding government’s tools that
were described in the previous section still adequate for the understanding of govern-
ment’s operations in the information age?

3. Applying Conventional Analysis to
Information-Age Tools of Government:

Three Sets of Issues
.......................................................................................................................................................................................

The three ways of analyzing government’s instruments that were identiWed earlier
each raise diVerent issues for the way government works in the cyber-age. For the
Salamon-type instruments-as-institutions approach, the central issue is how far
information-age technology reshapes or extends the range of alternative institutional
arrangements available to government. There are several possible mechanisms
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through which that could happen. One is by the development of computational
power that reduces the transaction costs of choice or trading in such a way as to open
up institutional possibilities that go beyond traditional forms such as regulated
private monopolies or state enterprise. And in some cases, that does seem to have
happened. For instance, Foster (1992, 73) claims that spot markets for electricity were
not possible when electricity grids were Wrst introduced in countries such as the
UK in the 1920s (because of limited detection tools in calibrating a good that cannot
be readily stored), meaning that the only real institutional alternatives for provi-
sion of electricity in those technological conditions were monopoly public trading
corporations or regulated monopoly private providers, as in the traditional US style.
However, Foster argues, the requisite computing power for creating a new kind of
market had developed by the 1980s, oVering the possibility for ‘‘a truly commercial
electricity market buying and selling through the grid’’ that considerably extended
the range of institutional alternatives. The capacity for utility consumers (for water,
gas, telephones, etc.) to choose among alternative providers could also be argued to
have been heavily shaped by the same sort of information technology developments.

Another way that information-age technology could reshape the institutional tools
of government is by new forms of communication that shrink the eVects of geo-
graphical distance for organizations. The development of this kind that has been
most discussed by students of government, as noted earlier, is the capacity of
information and communications technology to allow ‘‘back-oYce’’ functions to
be physically separated from ‘‘front-line’’ activity (see for instance, Bellamy and
Taylor 1998). And a further potential route might be found in the ability of infor-
mation-age technology to reshape the case-handling, Wling, and memory functions
that were once distinctive to public bureaucracies, paving the way for new forms of
privatization and outsourcing to global corporations, perhaps in conjunction with
modern target systems (see Dunleavy 1994; Cairncross 2005, 19).

The second, politics-of-instruments approach to analyzing the tools of govern-
ment that was identiWed earlier can also be applied to government policy instrumen-
talities in the information age, even though information-age technology is not
central to Linder and Peters’s original analysis. For instance, we have already noted
that IT developments have tended to be presented as a remedy for all the traditional
shortcomings of government bureaucracy in politicians’ visions of re-engineered
public services, at least since the Clinton–Gore ‘‘National Performance Review’’ in
the United States a decade or so ago. Evidently, information-age technology was
widely viewed as a solution looking for problems, to the extent that it oVered an
important new form of what Linder and Peters (1992) confusingly call ‘‘instrument-
alism’’ in the choice of methods of policy delivery (they use the word instrumental-
ism to denote obsession with a single tool, such as price mechanisms or participative
decision styles, as a panacea for all problems).

However, it is debatable how far such solution-for-every-problem attitudes
towards information and communications technology are best understood as a con-
temporary manifestation of the recurring utopian belief, going back at least to Saint-
Simon, that new technology can usher in radically improved social and governance
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arrangements. Dunlop and Kling (1991, 16–17) have claimed that there is a recurring
strain of utopian thought that ‘‘places the use of some speciWc technology—
computers, nuclear energy, or low-energy, low-impact technologies—as the central
enabling element of a utopian vision.’’ Such visions, according to Dunlop and Kling,
typically assume the use of technology in social contexts where the users are highly
cooperative and sabotage, conXict, politics, and adversarial legalism scarcely exist. On
the face of it many contemporary visions of better governance and a new social order
through information and communications technology (though not the dystopian
visions) do seem to Wt that pattern fairly closely, as has already been noted.
On the other hand, the solution-for-every-problem view of the implications of

information and communications technology for the tools of government might
involve something more than utopian optimism. That is, it might be best understood
as a reXection of a new information-industrial complex with large corporate interests
at stake in the outsourcing and computerization of government’s once-distinctive
information-collecting, Wling, and case-handling operations. From a Linder–Peters
perspective, some parallel could be drawnwith the military-industrial complexes that
grew up in the nineteenth century as governments moved away from direct produc-
tion of military matériel in arsenals and government dockyards to outsourced
production of armaments, though the parallel is certainly far from exact. Indeed,
in a diVerent policy domain, the nineteenth century saw widespread abandonment of
tax farming in favour of direct bureaucratic tax collection (see Ardant 1965; Levi
1988). Though Linder and Peters stop rather short of such an analysis of the way
ideology and interest shape instrument choice in the information age, it would seem
to be central to the understanding of modern executive government.
Indeed, the same sort of analysis could be used to explain how it was that, having

created the Internet in the 1970s as a largely unintentional result of research spon-
sored in universities and defence establishments, government came to apply its
authority tools to the Internet in rather traditional ways as the medium became
commercialized. That is, government chose to use its authority to control content
and to underpin ever-more draconian copyright and intellectual property controls
(see Healy 2002, 490), rather than to give eVect to the early libertarian visions of the
Internet as a sphere that was immune to government regulation (2002, 481) and
therefore destined to bring about a new kind of society free of traditional restrictions
on the use of information. Explaining that choice is the sort of question that is
eminently suited for the politics-of-instrumentality approach.
For the third set of approaches to analyzing the tools of government—the clas-

siWcation of forms of action for the purpose of exploring alternatives and combin-
ations—the question is how far the repertoire of instruments identiWed by such
approaches has been rendered obsolete by information-age technology. At one level,
it seems undeniable that contemporary cyber-technology is transforming both the
instrumentalities and the issues faced by contemporary government in important
ways, just as much if not more than with the advent of railroads 150 years ago. Many
of the examples given in my own 1983 book (Hood 1983) are undeniably as obsolete
now as steam cars or seaplanes or transatlantic liners. There is no question that the
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cyber-age has produced some particularly dramatic changes in the information-
gathering tools available to government, with the near-universal ownership of cell
phones giving government the opportunity to track the position of almost every cell-
phone-using individual, and rapidly to put together information from diVerent
sources on any given individual. Indeed, Margetts (1999) has shown how information
technology has signiWcantly changed the way that government applies all its tools for
gathering information and modifying behaviour.

However, this sort of technology-free approach to understanding government’s
policy tools is arguably more rather than less applicable to an age of fast-changing
technology, for at least three reasons.One is that there are sharp limits to ‘‘virtualizing’’
government, particularly for those situations that most call for government action,
where normal facilities or civilities have broken down, the chips are down, and the
stakes are high.Pace Frissen and thosewho think like him, even in aworldwheremuch
is digitized and ‘‘virtual,’’ many of those virtual processes ultimately depend for their
eYcacy on processes that are unavoidably physical rather than virtual. That is not to
deny that there are some wholly virtualized government services. For instance, one of
the most unexpectedly popular uses of government-sourced information in recent
years is the runaway growth of interest in searching for family history on the Internet
through oYcial records such as censuses, wills, tax records, registers of births, deaths,
and marriages in a way that was much more diYcult and costly for those would-be
family historians in a pre-digital era. But only someof government’s operations are like
that. Sometimes the scope for virtuality is limited by the need to build non-virtual
elements into administrative processes as a defence against online fraudsters, as applies
to many commercial transactions. And the limits of virtuality show up sharply with
those types of government operations that involve unavoidably physical operations,
especially for disaster-relief activity or at the coercive end of government’s relationship
with citizens, when government faces principled or opportunistic recalcitrance. The
tool kit of government always has to include instruments that are anything but virtual,
and indeed too much of a focus on the virtual part will tend to take away from those
ways in which government has to relate to citizens outside the cyber-world.

Indeed, a second reason why conventional technology-free analyses of the tools of
government are still useful in a world of changing technology is that only analysis of
such a kind can enable us to pinpoint what exactly changes in government’s operations
in the information age. For instance, in policy domains such as the handling of crime
and public order, the collection of taxes, and the handling of contagious diseases—all
part of government’s ‘‘deWning’’ policy operations (Rose 1976)—it is the ‘‘detector’’ or
information-gathering part of those operations that have changed more as a result of
information-age technology than the ‘‘eVector’’ part of the operation. For crime and
public order policing, dramatic new surveillance technology has developed, as already
mentioned, and the information age in principle allows information to be put together
frommanydiVerent sources, such that the traditional instrumentof theperiodiccensus
may be becoming outdated (though data protection laws often sharply limit the ability
of governments to use the dramatic ‘‘joining-up’’ potential of information and com-
munications technology across diVerent information sources—see Raab 1995).
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In tax collection, too, the information and communications technology age lends
itself to new surveillance techniques, such as the cameras linked to computers that lie
behind London’s congestion charge system introduced in 2003, and direct tax Wling
and payment systems through the Internet are dramatically changing traditional tax
administration. In contagious disease control, information and communications
technology has also led to new kinds of detectors, for instance in new kinds of
animal identiWcation for control of animal-borne disease by microchips embedded in
the Xesh (a technique that was originally adopted to control ‘‘ringing’’ of racehorses
and later spread to control of dogs and other animals (see Lodge and Hood 2002, 6)).
But in all of those cases, the eVecting end of the process—‘‘boots on the ground’’ to
tackle rioters, the physical tracking down of tax non-payers to haul them oV to
justice, the burning or burying of infected animals, or the enforcement of quarantine
systems—depend on processes that have been decidedly less transformed by the
information age—and indeed often turn out to be the weak points of information-
age government.
Third, at the level of basic social resources, it is not clear that the advent of

information-age technology brings fundamentally new instruments to government
of the same order as nodality, authority, treasure, and organization, any more
than the railroad age brought fundamentally new principles to the law (see
Holmes 1920, 196). While the technology of the cyber-age dramatically changes the
way that executive government is internally organized, and how information and
control operates within it, at some level it does not alter the basic levers that
are available to government to obtain information from or change the behaviour
of citizens.

4. Conclusion
.......................................................................................................................................................................................

Information and communications technology developments have undoubtedly
changed the way that government works and will continue to do so. But the advent
of a new information age does not necessarily mean that we need completely new
ways to analyze and understand the instruments of government. Conventional ways
of analyzing those instruments can serve to identify what changes information and
communications technology brings to institutional arrangements, to the politics of
instrument choice, and to the forms of policy intervention available to government.
We do not need to invent new analytic frameworks to explore such questions (for an
analogous argument, see Barzelay 2000). Indeed, only by applying technology-
neutral analytic frameworks can we identify what precisely alters when technology
changes. Margetts (1999) has used precisely such a framework to show how infor-
mation and communications technology has changed the way that government in
the UK and USA applies all its detecting and eVecting tools, produced new ways for
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the resources of nodality, authority, treasure, and authority to be applied, and
produced new ways of linking detecting and eVecting tools.

Margetts’s use of that kind of analysis is, however, unusual, and serious application
of the conventional lines of analysis of government’s tools to the information age has
been relatively little developed up to now. Yet it is only by applying that sort of
approach that we can test the claims of those who see e-technology as heralding a
quantum transformation in the working of government against the claims of those
who see it as another form of ‘‘conservative change.’’ (Such debates throw up in an
exaggerated form all the diYculties historians face in identifying and accounting for
administrative revolutions in government (see McDonagh 1958).) And what that
analysis shows is that while all of the tools of government as identiWed in conven-
tional classiWcatory analysis have been, and are being reshaped by information and
communications technology developments, those changes do not appear to have
been all of the same order. Particularly dramatic changes have taken place in the
application of information and communications technology to government’s detec-
tion tool kit and especially to its active detectors. And within the set of government’s
eVecting tools, information and communications technology developments have
brought particularly dramatic changes to the way that government nodality works
in information dissemination and in the way that government organization has been
reconWgured. By comparison, information and communications technology devel-
opments for the tools of authority and treasure seem to have followed the path noted
by Drucker, amounting to new ways of making existing products or instruments.
And, as Margetts (2003) points out, developments up to now seem to have brought
about neither the utopian nor dystopian visions of technological transformation in
the way government relates to citizens.
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c h a p t e r 2 3
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POLICY ANALYSIS AS
ORGANIZATIONAL

ANALYSIS
...................................................................................................................................................

barry l. friedman

Organizational analysis has become a major concern of policy analysis. The
interest in organizations emerged out of studies of implementation. As evaluations
of policies began to show program failures, the question arose as to whether the
failures were a result of Xawed policy design or perhaps just good policies that were
implemented poorly. The focus on implementation in turn led to an interest in the
organizations implementing policy. It came to be recognized that policy analysts
could not ignore implementation and the behavior of implementing organizations.
But Pressman and Wildavsky (1973, xvii) in their pioneering study went a step
further and warned that ‘‘the separation of policy design from implementation is
fatal.’’ For Pressman and Wildavsky they are linked, and in a way that highlights
the importance of organizations. In the program they studied, the policy itself was
complex and involved many organizations in the implementation, each with its
own motivations. The complexity in policy created complexity in the interactions
among the multiple organizations, which ultimately resulted in an ineVective
policy. The link was that policy complexity created organizational complexity.
Since their work, many more links have emerged between policy design and
implementing agencies. The design determines or at least inXuences the constraints
faced by implementing organizations and the opportunities or discretion they have
within the constraints.
Linkages can also run from organizations to policy design. Some of the original

implementation studies began with discrete legislative actions. When the analysis is



set up in this way, the causation necessarily starts with policy design and policy goals,
which may then be subverted by organizations as part of the implementation process.
However, Lipsky (1980, xii) argued that ‘‘the decisions of street-level bureaucrats, the
routines they establish, and the devices they invent to cope with uncertainties and
work pressures, eVectively become the public policies they carry out.’’ More generally,
public policies are determined by a combination of legislative actions and actions of
implementing organizations and the street-level bureaucrats within them. Along
with the policy initiatives that begin in government, there is feedback from agencies
leading to modiWcations in policy and even initiatives by the agencies themselves.
Through expanded purchases of service, government programs have come to use
non-proWt and for-proWt organizations in addition to government agencies as
implementing organizations. There are non-proWts in particular that design services
that go beyond governmental policy in order to Wll social gaps that they perceive.
With government in some countries trying to cut back on its social programs, it is
essential for policy analysis to consider not only what government does but also what
is done or not done outside of government. Taking this broader view, organizations
may have substantial impacts both on the design of public programs and on the
social policy environment outside of government.

The causal inXuences in both directions create the links that connect policy and
implementing organizations. These links in turn depend on the behavior of the
organizations. The stronger the links, the more intertwined policy analysis is with
organizational analysis. Thus, organizational analysis is a useful, often essential
component of policy analysis. This chapter focuses on organizational analysis and
the insights it can provide into policy analysis.

1. From Implementation Studies to
Organizational Analysis: A Review

.......................................................................................................................................................................................

Organizational elements emerged in studies of implementation, but have gradually
been elaborated into a more complex and complete organizational analysis. The top-
down approach was one of the Wrst systematic forms of implementation analysis, and
organizational issues play an important role here. It begins with policy formulated at
the top so that it focuses primarily on one-way links from policy to implementing
organizations. Beginning from the top, its approach to organizations tends to be
hierarchical. An early study by Hood attempted to characterize perfect implementa-
tion as beginning with a unitary administrative system, operating with single-line
authority and having perfect communication and obedience (1976, 6). More gener-
ally, the top-down approach was used to analyze implementation situations and to
prescribe remedies for diYculties, knowing that the complete control described by
Hood was impossible. Early top-down work included van Meter and van Horn
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(1975), Sabatier and Mazmanian (1979), and Gunn (1978). The hierarchical view
focused on structures such as channels of communication and mechanisms for
controlling organizations. It was generally recognized that implementing organiza-
tions need appropriate forms of discretion, but that it should to be controlled
(Younis and Davidson 1990, 8; Sabatier 1986, 22–3). Indeed, one of the links between
policy and organizations comes from identifying necessary forms of discretion and
building them into the organizational structure. It has been argued that implemen-
tation and organization may diVer by policy type and that the relationship with
relevant actors should be diVerent in diVerent policy types (Ripley and Franklin 1982,
198). On the other hand, critics have argued that discretion extends beyond that
which is required programmatically (Burke 1990) and the undesired forms may be
diYcult to control (Rhodes and Marsh 1992).
There were attempts to be more explicit about the nature of the discretion in

implementing organizations. The most notable was the focus within organizations
on the discretion available to street-level bureaucrats, those who directly deliver the
services to clients. To an extent, the discretion results from features of the policy
being implemented. Lipsky (1980, 14–15) argues that many service needs are too
complicated to be reduced to precise instructions. Depending on the service, street-
level bureaucrats may be given discretion to respond to unique individual circum-
stances. On the other hand, he also argues that street-level oYcials may be subject to
voluminous, contradictory rules, in eVect leaving them with the discretion to decide
which to follow. The Wrst source of discretion may promote the goals of the policy,
while the second may thwart them, but both result in opportunities for a degree of
street-level independence. Lipsky and others (Prottas 1979) have explored how street-
level bureaucrats use their discretion and how they relate to managers in implement-
ing organizations. They generally conclude that the kinds of hierarchical controls
envisioned in top-down models are likely not to work. However, managers at times
do attempt to tighten controls, and the result may be a reduction in the quality of
service (Lipsky 1984).
The bottom-up approach, including the work on street-level bureaucracies,

enriched the understanding of relationships within organizations and in particular
the importance of the level where services are actually provided. Elmore (1978) also
rejected hierarchical models, but suggested several alternative models including
street-level bureaucracy, an organizational development model, and a conXict
bargaining model. Bottom-up models also rejected the view that policy design was
the exclusive prerogative of the legislative process. Lipsky argued that street-level
actions eVectively determined important features of the policy. Elmore (1979) argued
that policy should be formulated through a process of backward mapping in which
the capabilities and resources of street-level oYcials are assessed Wrst in order
to design programs that will work. There was a normative element in these argu-
ments, so they did not yet provide a fully developed view behaviorally of how
organizations aVect policy and the reverse, but they were a step toward articulating
these relationships.
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Later work considered diVerent degrees of street-level discretion and diVering
capabilities to control it (Burke 1987; Thompson 1982). There was also interest in
combining top-down and bottom-up approaches. Sabatier (1986) incorporated
street-level elements into a top-down structure with feedbacks from below; Mazma-
nian and Sabatier (1989, 40) showed in a formal way many of the cross-inXuences
between policy, organizations, and outcomes; while Elmore (1985) combined his
bottom-up concept of backward mapping with forward mapping to accommodate
the interests of central policy makers. Eclectic approaches became common. Later
summaries synthesized the approaches in various ways.1 From the point of view of
organizational analysis, syntheses allow in one way or another for both hierarchical
and bottom-up organizational structures and for varying mixes of the two in
diVerent situations.

While the street-level approach was important to understanding relationships
within an organization, other studies emphasized interorganizational relationships.
This approach began with the insight that many governmental programs are carried
out by multiple organizations, each with limited tasks, carrying out a part of the
implementation and each with diVerent, possibly conXicting interests (Hanf 1978).
Since conXicts are likely in the presence of multiple organizations, studies looked at
interorganizational mechanisms for dealing with the conXicts and the implications of
these mechanisms for policy. Stoker (1989) emphasized the importance of cooper-
ation and identiWed implementation regimes based on how likely they would be to
achieve cooperation. Goggin et al. (1990, 33) emphasized the role of the commu-
nications system linking the multiple organizations in a framework that combined
top-down and bottom-up elements; Ostrom (1998, 13) elaborated further on how
communications can aVect implementation.

Network theory is one approach to interorganizational relationships that has
received increased attention. The idea is not new (Hanf, Hjern, and Porter 1978).
A network is the set of relationships among the multiple organizations involved in a
program. Since the members may forge their own relationships, networks are
sometimes presented as a bottom-up alternative to a hierarchical system in a
multiple organization setting. O’Toole (1997) argued that networks have become
more common in public administration. Within government, there are more inter-
agency eVorts; non-proWts and for-proWts have become implementers; and all may
network with each other. Considine and Lewis (1999) sought to evaluate empirically
whether networking behavior exists among organizations providing services. They
studied organizations providing employment services to the unemployed in Austra-
lia, where many private agencies have contracts. They concluded that networked
systems do exist among some agencies, but even in this homogeneous service area, it
is not the only approach. Salamon (2002) also argued that government increasingly
operates through other organizations including non-proWts and for-proWts to carry
out its policies, and these organizations may network with each other even while each
pursues its own interests and values. Traditional hierarchical command and control

1 See Lester et al. 1987; Goggin et al. 1990; Ryan 1995.
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structures are not likely to be eVective inmanaging such networks, but central author-
ities still have an interest in accountability. Salamon proposed a new governance
paradigm in which central authorities as well as managers within the networks need
to rely on negotiation, persuasion, and tools such as incentives to achieve public goals.
While traditional control mechanisms sought to prescribe particular actions, central
authorities might seek indirect means to alter the behavior of the network and the
organizations within it under the new governance paradigm. It opens the possibility
that policy might aVect organizational structure and not just speciWc procedures.
Along with the new governance paradigm and its focus on eVective management,

there has also been concern over accountability in the presence of networks and
government contracting with the private sector. One concern is the accountability of
private agencies to the democratically set goals of the public policies they implement.
Another concern is the possibility that contracting might subject non-proWts to
political control and reduce their eVectiveness in meeting their traditional goals
related to individual and community needs. There have been explorations of the
balance between these concerns (Smith and Lipsky 1993; Minow 2002; Goodin 2003).
Considine (2002) studied accountability empirically in agencies providing employ-
ment services across four countries. He considered more than one kind of account-
ability including vertical accountability: top-down to superiors in the chain of
command and bottom-up to the preferences of clients. He also considered horizontal
accountability to other organizations and actors in a network. He found that one
kind of accountability tends not to preclude another. Being in a network does not
prevent attention to vertical accountability, but horizontal accountability was rela-
tively more important in non-proWts than in government agencies.
Although organizations have long been of interest in policy analysis, theywere often

viewed through the lens of implementation, sometimes as an obstacle to policy,
sometimes as a force to be controlled in carrying out policy. Some studies had a
hierarchical approach, but this was challenged Wrst by the idea of street-level bureau-
cracy and then in a multi-organizational context by network theory. The bottom-up
approaches opened the possibility that organizations may not only be an obstacle, but
also could play a positive role in the design of policy. The next two sections explore
further aspects of organizations that can make a contribution to policy analysis.

2. Innovation and the Influence
of Organizations on Policy

.......................................................................................................................................................................................

There was a presumption particularly in the earlier top-down literature that public
policy is the prerogative of government. Of course, studies recognized that there are
feedbacks from organizations to policy. Organizations lobby, do research, and dis-
cover Xaws in policies, all of which may result in modiWcations. But there is also a
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normative argument that democratic accountability requires that democratic legis-
lative processes should formulate policy. However, as a practical matter there are
agencies outside of government that seek social change, that innovate and design
policies in line with their own views, and in so doing aVect the social policy
environment.

In a democratic process, program adoption depends on majority rule. A minority
can achieve some of its objectives by forming alliances, logrolling, or other political
maneuvering, but it may not get all the programs it would like. A strictly democratic
process serves the needs of minorities imperfectly, but pluralistic interests can be met
if minorities can develop their own programs outside of government. Is it feasible for
groups to organize outside of government? If not, the case for government action
would be practical more than normative. Government has strong advantages as a
provider of social programs, given its power of compulsion and especially taxation.
Many public programs can be considered public goods or else services provided
publicly because of positive externalities. A market would underproduce these
services, and one response is public provision. The standard argument is that in
the presence of positive externalities, a free-rider problem is likely, and individuals
will not contribute to the service voluntarily. It would take the compulsion powers of
government to make sure that the service is provided. This would suggest that
government is needed as the provider. Of course, the government decision to provide
the service and the level of support depend on a democratic decision.

In fact, however, the free-rider problem is not insurmountable. There is a long
tradition of non-proWt organizations successfully mobilizing resources to pursue a
mission not funded by government. Religious and other aYnity groups and cultural
organizationsmaynotwinmajority support andwouldnotwork in themarket, but are
able to organize as non-proWts. There have long been charities that provided hospitals
or orphanages without direct support from government. Many succeeded as non-
proWts in spite of potential free-rider problems. Although government has a clear
advantage in organizing and funding social programs, experience suggests that it is
not a necessity. Determined minorities can organize to get services they want. One
factor strengthening the determination of organizations to develop programs has been
the attempt by governments in some countries to cut back on the services they provide.
In a time of government cutbacks, the minorities that succeed tend to be those that
believe in a service even though it does not get a legislative majority. Normatively, it is
not clear why the government should have a monopoly in deciding on social services.
Practically, a governmentmonopoly is notnecessary as long as the free-riderproblem is
not important. Governments also have weaknesses as providers (Ostrom and Walker
1997, 36). However, for private organizers to succeed, they need good management
skills. Thedesignof overall social policy, public andprivate, depends on the behaviorof
the thousands of private organizations that initiate and provide their own services.

For the traditional charity, a key skill for survival is fundraising. This in turn
depends on strategic management skills including the ability to deWne a mission that
would appeal to donors. It also depends on the marketing skills to sell the concept to
those who might contribute. The growth of government programs opened new
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opportunities. An agency could obtain funding by contracting with government,
provided it was willing to provide the kind of service the government prescribed. But
it could also leverage oV the funding base from the government contract to pursue its
own mission and develop its own services. An agency could turn to the market to sell
services or to sell a product that could cross-subsidize a service that did not pay for
itself. Social entrepreneurship has become a growing movement in which organiza-
tions seek proWts to be used to pursue social goals (Dees, Emerson, and Economy
2002). Some social enterprises are non-proWts with for-proWt subsidiaries, and some
are organized outright as for proWts. And non-proWt agencies get indirect support
from government in the form of tax exemption and deductibility for donors if they
satisfy basic requirements. Strategic and Wnancial skills are necessary to decide
among all these possibilities.
Although data on privately initiated social services are not currently available, a

few Wgures can illustrate the extent of the private and public parts of the US social
system. In 1994 (more recent data are under revision), social welfare expenditure of
government amounted to 21.8 per cent of GDP and private expenditures were 13.5 per
cent (US Social Security Administration 2002, 132). Of the private expenditures, 80
per cent are employee beneWts. These include the pensions and health insurance
provided by employers. The remaining private expenditures include education and
welfare services of non-proWts. Within the non-proWts, data are available on the
‘‘independent sector,’’ organizations covered under sections 501(c)(3) and 501(c)(4)
of the Internal Revenue Code, or over 75 per cent of the whole sector. In 1996 it
produced 6.7 per cent of GDP (including an imputation for the value of volunteer
time estimated at one-third of the total) or $434 billion. It owned about 5 per cent of
the wealth of the private sector. It employed almost 12 per cent of the labor force,
including volunteers (Steuerle and Hodgkinson 1999, 77). Of course, some of the
product of the sector comes from contracts with government. Considering the
sources of revenue of the independent sector, in 1997, 31 per cent came from
government contracts and grants; 20 per cent from private contributions; 38 per
cent from private payments for dues and services; and 11 per cent from income on
investments (Urban Institute 2002, xxxii). One further source of Wnancing that does
not appear in these Wgures comes from the fact that private giving is tax deductible,
so that the government indirectly Wnances a portion of it. It is estimated that the tax
expenditure on charitable giving deductions is nearly 10 per cent of the amount of
the contributions themselves (Brody and Cordes 1999, 145).
This analysis suggests an area for policy analysis that originates in organizational

analysis. Among the issues to consider, the Wrst is to assess what is being done
privately. The data available currently are limited. What is the extent of social policy
initiated by private actors? What kinds of services are being provided privately? There
are areas where government would seem to have a clear advantage such as income
maintenance programs. But even here, there are private counterparts coming not so
much from non-proWts as from the employee beneWts of all employers, and this area
of private provision is large. Programs to monitor behavior such as child protection
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services are established by government even when contracted out, but an agency
contracting with government may also choose to initiate on its own other services for
children. On the other hand, community development programs are a natural area
for innovation by non-proWts, and job training and development programs for
disadvantaged workers are a favorite of social enterprises.

Another area is to determine why the private services develop. This involves
looking into the organizations initiating services and understanding their behavior,
their Wnancing opportunities, their evaluation of social needs, and their ability to
mobilize support and to organize and sustain services. Many organizations try, but
do not succeed, so what distinguishes successes from failures? Another issue is
evaluative. With so many social decisions dispersed over so many actors, each with
their own values and priorities, how eVective is policy overall? Would it be better to
rely on larger government programs instead? In dealing with this question, the issue
of democratic accountability is one evaluative stance among many. Of course, this
question must deal also with the political reality of what government is willing to do.

3. Organizational Challenges and
Responses and Policy Analysis

.......................................................................................................................................................................................

Much literature has focused on the challenge to policy of organizational discretion.
This may be the most important, but there are other challenges that can also aVect
policy. Another challenge comes from the information problems that arise in the
many services that have outcomes that are complex and diYcult to measure. This
problem is a challenge for managers, clients, funders, and policy makers, and the
responses of all these parties can aVect policy outcomes. Another challenge that can
interact with the information challenge results from managing the multiple services
that organizations choose to oVer. DiversiWcation clearly serves the business and
mission interests of many organizations. The last section considered the diversiWca-
tion by agencies that wanted to innovate into areas to further their vision of social
change. Some non-proWts use one service to cross-subsidize another that does not
pay for itself (James 1986), and many agencies provide multiple services in an attempt
to meet the multiple needs of their clients. But the way organizations manage their
multiple services can have adverse outcomes in an area like pricing. After introducing
information problems, this section considers the responses of organizations to the
combination of information problems and diversiWcation in two areas, pricing and
quality control. Government also may respond to the information problems. The
section concludes by considering implications for policy analysis.

Information problems. Many information problems are asymmetric where one
party, for example the provider, has information that the other, the client, lacks.
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A parent leaving her child in day care does not see what happens after she drops oV
her child, and a person placing an older relative in a nursing home does not know
how the relative is treated if the relative cannot communicate. There is a potential
market failure, allowing the provider to take advantage of the client. But there is also
an information problem for services when the lack of information is symmetric and
both sides lack the information. In this case, it may be diYcult for all parties to
specify, measure, and agree on the outcomes of a service. It also may be diYcult for
all parties to assess the contribution of the provider to the outcome. Whether the
information problem is asymmetric or symmetric, it may create organizational
challenges.
Hansmann (1980) argued that the contract failure resulting from asymmetric

information provided a rationale for the existence of non-proWt organizations. He
argued that the non-proWt structure, which does not allow for the distribution of
proWts, could allay the fears of clients that providers would take advantage of them.
However, even he acknowledged that in many services ‘for-proWt’ and ‘non-proWt’
organizations coexist, and clients do not automatically opt for the non-proWt choice.
The information problem is inherent in the services, and is usually not solved by
organizational form alone. No matter what the organizational form, managers need
to respond to it in a number of areas. We consider responses related to pricing and
quality control.
Pricing. Although some non-proWt services are funded by donations, many ser-

vices of non-proWts and for-proWts alike are purchased either by clients or third-
party payers and so need to be priced. In an ordinary market where there are no
information problems, buyers can assess the output and pay for it. However, in many
service markets, there is uncertainty about the outcome. For example, the desired
outcome from health services is health, but health is a concept so broad and so
diYcult to specify that it does not provide an easy basis for pricing. Moreover, not
everyone treated will get healthy, or the improvement may come slowly. The client
and provider may not agree on whether the healthy state has been achieved. Similarly
with education, one intended outcome is higher earnings and a better career. But it
may take years after graduation before the outcome is known. Providers have a
strong interest in charging for services delivered rather than for outcomes.
Because it is diYcult to deWne an outcome unit that can be priced, agencies tend to

seek other units instead. Common measures are numbers of visits or hours or
months of service. These are concrete and can be measured and priced. Organiza-
tions tend to call these their ‘‘outputs’’ which are distinguished from outcomes. Of
course, in a production sense these outputs are really more like inputs that go into
producing the ultimate outcomes. The pricing problem is more or less resolved by
input-based pricing in principle. Operationally, however, there are problems also in
deWning the inputs. For example, the US Medicare program pays one price for all the
inputs needed to provide a complete service that it deWnes (diagnostic-related group),
while many hospitals charge uninsured patients separately for each detailed input.
One factor aVecting both the deWnition of input and the level of the pricing is

market power of the payer relative to the provider. In the presence of multiple payers,
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those with the least power are at a disadvantage. Government has the power to deWne
the input package and set the price it will pay for the clients it covers, and some large
insurers do the same. However, US hospital patients without health insurance have
no market power, and hospitals pass on to them the highest rates. Another pricing
problem is that payers focused on inputs try to control speciWc costs such as indirect
cost rates. For a diversiWed agency with multiple funders, its cost accounting may
have to focus on managing the diVering indirect rates, perhaps to the extent of
expanding activities with higher rates at the expense of those with lower rates. Not
only may this deXect attention from assessing the costs of each activity accurately, but
it may also begin to aVect the strategic direction of an agency if it decides that it must
limit sales to payers with restrictive indirect cost rules. Thus, there is interplay
between mission, accounting, Wnancing, and pricing that aVects the behavior of
provider agencies.

Quality control. DiYculties in measuring outcomes matter for provider organiza-
tions, clients, funders, and public policy. All of these parties may take actions to
improve information about the outcomes. For the provider, measuring actions and
outcomes is a standard task in operations management. If more complex informa-
tion is needed, the agency can conduct an evaluation, often calling on an outside
evaluator for help. If the agency can measure a problem, it may be able to Wnd ways to
manage it and improve performance. Performance and accountability have also
become major concerns of donors and of government agencies contracting for
services. They conduct evaluations or encourage the provider to do so. Government
agencies and others conduct research on measuring outcomes in particular service
areas. They use the results to rate providers and to set regulations. In any one service
area, quality improvement can be viewed as a process of trial and error. There are
initiatives from both government and the organizations themselves, with the possi-
bility of some missteps, but also an opportunity for improvements in quality over
time.

One illustration shows also initiatives from clients when providers and public
policy both fall short in meeting needs. Personal care services for people with
disabilities were designed without considering the preferences of those receiving
them. Both providers and government policy focused on the services themselves
rather than on their eVects on the lives of the consumers, an outcome not measured
and not recognized. The impetus for change came from a movement for consumer
direction among the consumers themselves. The solution in this case was a new
structure allowing consumers who wanted to do so to hire, pay, and Wre their own
workers.

Implications for policy analysis. One lesson is that policy analysis needs to consider
not only what government does, but also what it does not do. A gap analysis is often
relevant. Organizations enter the analysis to the extent that they provide services to
those not covered in government programs, for example the hospitals or clinics that
provide care to the uninsured, since their behavior can aVect the outcomes for the
uninsured. But government can also aVect the outcomes for those it does not cover,
as when its pricing policies induce hospitals to shift costs to others, including the
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uninsured. Another lesson is that organizational analysis may have to go into detailed
aspects of management such as pricing and quality control in order to Wnd behavior
that matters for policy analysis. And one more lesson is that in the presence of
information problems, both policy and organizations may not get it right initially, as
illustrated in the cases of pricing and quality control. Subsequent responses may
involve missteps, but also the possibility of learning leading to improved outcomes.
In the presence of uncertainty, an action does not always have a unique, predictable
outcome. Rather, the organizational analysis provides the tools for searching for
those areas where organizational actions have a consequence for public policy.

4. Conclusion
.......................................................................................................................................................................................

Some early policy analyses began with a single government program and, of course,
found that implementing organizations could aVect the outcomes. As policy formu-
lation itself came under the purview of policy analysis, there was recognition that
organizations could play a role in this also. This chapter has emphasized that in
addition to feedback eVects, private organizations are playing an innovating role in
developing programs to further their vision of social change. As government has
attempted to cut back social programs, private organizations have stepped in to meet
needs. Policy analysis cannot be restricted to activities originating only in govern-
ment. InXuences run both ways: not only does the private sector innovate, but
government programs can aVect social programs run privately, sometimes adversely,
because of the responses of organizations. Thus, a complete policy analysis must
consider social policy innovations in and out of government as well as the inXuence
of both government and organizations on policies, whether initiated by government
or privately.
To study organizations, the literature focused on discretion by organizations as a

major challenge in implementing public policy. Various organizational and policy
responses to this challenge have been examined, including looking inside organiza-
tions at street-level bureaucrats and across organizations at the networks formed by
multiple organizations. While discretion may be the most important challenge, there
are others, and this chapter looked in particular at the information problems that
arise in the many services that have outcomes that are complex and diYcult to
measure. For organizational analysis the task is to identify how organizations re-
spond to the information problem. They may do so in many detailed ways that can
inXuence policy outcomes, and we illustrated the case of pricing and quality control
operations. Since government also responds, the outcome depends on the interplay
between governmental and organizational actions.
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Organizations implement governmental policies at the same time that they in-
novate, manage multiple programs, and respond to various challenges. While they
need to cooperate with government on the services they contract with it, they often
do not act as servants of government. Rather, organizations and government are
intertwined in the design and implementation of policy. To recognize this, policy
analysis must also be intertwined with organizational analysis.
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c h a p t e r 2 4
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PUBLIC–PRIVATE
COLLABORATION

...................................................................................................................................................

john d. donahue
richard j. zeckhauser

1. Introduction
.......................................................................................................................................................................................

Economists most frequently contribute to public policy analysis through eVorts
to identify government’s proper goals (the domain of welfare economics) and to
guide the allocation of resources across competing claims (the domain of cost-
eVectiveness analysis). Yet a complementary and equally important analytic task is to
inform the choice and management of means. Once retraining for trade-
displaced workers is identiWed as a goal that warrants major spending, for
example, the analyst’s job is by no means done. Should government run training
programs itself, contract with a community organization, issue vouchers to displaced
workers, or use a tax incentive to induce Wrms to provide training?What principles tell
us whether direct government supply, delegation to private non-proWts, or for-proWt
provision is the best approach to park management, foreign aid, or renal dialysis?
Good governance requires choosing the right implementation model as well as the

right ends. The richer the repertoire of alternative models, the more important is
analytic work to guide the assignment of tasks. As government increasingly shares
the collective-action stage with private actors, both for-proWt and not-for-proWt,
addressing this assignment problem—who should do what?—becomes both
more complex and more consequential. This chapter examines a particular form of
public–private collaboration that we term ‘‘collaborative governance,’’ here deWned as:

The pursuit of authoritatively chosen public goals by means that include engaging the eVorts
of, and sharing discretion with, producers outside of government.



Finer points of deWnition and distinction are developed below, but some basics are
required at the outset. Collaborative governance is distinguished from simple con-
tracting and from philanthropy in the allocation of operational discretion. A pure
service contract vests all discretion with the government. Pure voluntary provision
vests all discretion with the donor. Strategic interaction, at both extremes, is relatively
sparse. In what we term collaborative governance, by contrast, each party has a hand
in deWning not only the means by which a goal is achieved but the details of the goal
itself. This yields relationships that promise to augment the capacity (whether
Wnancial, productive, or both) available for public missions and to increase the
Xexibility with which such missions are pursued, but at the price of more ambiguous
lines of authority and far greater strategic complexity.

While the evidence is spotty, arrangements involving non-governmental
actors appear to account for a growing share of authoritatively designated
public action in the United States, and there is reason to believe that the
more narrowly deWned category of collaborative governance is growing as well. Al-
though the data forother countries are sketchier still, collaborative governance appears
to be a widely shared trend in the developed world, and in some developing nations.

This chapter Wrst oVers a brief overview of relevant literatures, then documents the
magnitude of private involvement in public undertakings—for present purposes
construed, of necessity, more broadly than collaborative governance—using a variety
of metrics. Next it more carefully distinguishes collaborative governance from other
categories of public–private interaction to situate it on a spectrum of collective-
action models. Finally, it probes some of the dynamics of shared discretion in the
pursuit of public goals, and notes the implications for government’s role, and in
particular the analytical and managerial demands on the public sector, when mis-
sions are advanced through collaborative means.

2. A Brief Survey of Related
Literatures

.......................................................................................................................................................................................

Though our conception of collaborative governance—and the speciWc term—may be
unfamiliar, a good deal of work from several disciplines (including political science,
economics, public management, and administrative law) illuminates the phenom-
enon. In political science, antecedent literatures include work on the dynamics of
coalitions, as well as studies of political pluralism (Dahl 1961).1 The concept of social

1 Dahl’s book with Lindblom (Dahl and Lindblom 1953) draws an interesting distinction between
‘‘polyarchy-controlled’’ institutions and ‘‘price-system controlled’’ institutions. Their treatment of poly-
archy-controlled institutions deals with government agencies; collaborative governance imports private
institutions into this domain.
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capital has been invoked to illuminate the mechanisms of adhesion within collabor-
ations and the features of cultural settings that improve or worsen the odds for joint
undertakings. A well-developed literature on networks speaks to relevant themes.2
Mancur Olson’s Logic of Collective Action oVers a simple though elegant analytical
framework for the formation and evolution of collaborative eVorts (Olson 1965).
Robert Axelrod has examined conditions and behaviors conducive to cooperation
(Axelrod 1984). In an article cited in several salient literatures,WilliamOuchi examines
normative consensus among actors in collective endeavors and the resulting congru-
enceof goals as abroad-spectrum(though far fromuniversally available) remedy to the
defects of both market-based and rule-based social coordination (Ouchi 1980). The
extensive theoretical and empirical literature on corporatism is also germane.3 Patho-
logical forms of interaction between government and the private sector—from classic
corruption toNational Socialismandcronycapitalism—warrant attention aswell. The
empirical record here is lamentably extensive, but fortunately well documented (e.g.
SteVens 1904).
Legal scholars have extensively explored topics related to collaborative governance.

Mark Freedland has attempted to impose some analytical discipline on the Public
Finance Initiative, a British eVort to enlist private capital into the provision of public
services that began in the 1980s under the Conservative government of Margaret
Thatcher and was embraced and extended under its Labour successors (Freedland
1999, 145–68). Jody Freeman has used the same term we employ (though her deWni-
tion diVers somewhat from ours) in a 1997 article that casts collaborative governance
as a generic label for a range of regulatory reform initiatives that include the
Environmental Protection Agency’s Project XL and the Occupational Safety and
Health Administration’s Maine 200 experiment. The common characteristics of
these initiatives include agency discretion, negotiation over rules and their applica-
tion, and far more scope for conditional regulatory forbearance than is permitted by
conventional administrative approaches. Yet Freeman sees the conventional insist-
ence on clear-cut lines of political accountability as a shibboleth blocking bolder
experimentation, and calls for greater tolerance of agency discretion and the devel-
opment of a richer, more subtle repertoire of accountability mechanisms (Freeman
1997). Martha Minow has examined the involvement of both for-proWt and non-
proWt private entities in education, health care, welfare, legal services, and other
public undertakings. She calls on scholars to ‘‘make sure that our system displays . . .
conXicts and tensions—between public and private, religious and secular, proWt and
non-proWt—rather than papers them over’’ (Minow 2002, 171). (We endorse this
goal, and aim to advance it.)

2 A classic in this literature is Knoke and Kuklinski 1982; an inXuential recent contribution is Rowly
1997. In an example of the network literature with particular relevance to collaborative governance,
McGuire (1993) argues that an informal network—originating mostly in elite law schools (non-proWt),
seasoned in court clerkships or stints in the Solicitor General’s oYce (government), and currently or
prospectively members of top DC law partnerships (private)—holds special expertise and exercises
special inXuence over the institution at the pinnacle of the judicial branch.
3 The Carnegie Endowment’s Marina Ottaway (2001) explicitly characterizes (and critiques) the

Global Compact—which stands as the poster child for collaborative governance on the international
plane—as a linear descendant of classic corporatism.
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Pertinent intellectual traditions in economics include game theory (particularly
analyses of coalitions and bargaining) and the transactions-cost-based theories of
economic structure rooted inwork by Coase in the 1930s (Coase 1937). A sophisticated
and diverse literature on the principal–agent relationship clariWes both the deWnition
of collaborative governance we oVer (and its distinction from other collective-action
models) and the dynamics of particular collaborations (Pratt and Zeckhauser 1985).
The portfolio of concepts and analytical methods clustered under the label of ‘‘the
new institutional economics,’’ most closely associated with Oliver Williamson,
illuminates the structure, function, and vulnerabilities of cross-sectoral productive
arrangements. Julian Le Grand has employed Williamson’s concept of ‘‘quasi-
markets’’ to analyze the private provision of education, health, housing, and other
social services in post-Thatcher Britain (Le Grand 1991, 1256–67). Work by sociologist
Victor Nee crosses over into the economics arena, drawing upon and complementing
concepts developed by Williamson and Olson, among others (Nee 1998).

The literature on corporate alliances and strategic partnerships—an area of
enquiry by economists, business scholars, and organizational experts—is surpris-
ingly rich in material related to collaborative governance arrangements (Olson and
Zeckhauser 1966; Sandler 1992). This literature has been especially lively since the late
1980s, in parallel with the ferment of real-world experimentation with new models of
interaction among Wrms. A 1988 volume edited by Farok Contractor and Peter
Lorange marked an early eVort to apply social science concepts to a private sector
phenomenon, corporate alliances, that has some clear aYnities to collaborative
governance (Contractor and Lorange 1988). Bruce Kogut arrayed some key analytical
frameworks for studying corporate alliances in a seminal journal piece from the late
1980s (Kogut 1988). A special edition of Organization Science has been devoted to
contemporary work on the empirics and analytics of business collaborations and
strategic alliances (Koza and Lewis 1998; Arino and De La Torre 1998; Madhok and
Tallman 1998; Smith, Carroll, and Ashford 1995).

In the public management literature, concepts related to collaborative governance
are now Wrmly wedged in the mainstream. The ‘‘new public management’’ centers on
indirect, collaborative arrangements for accomplishing public work. Eugene Bardach
has done extensive empirical and conceptual work on collaboration between gov-
ernment agencies, with some lessons applicable to cross-sectoral collaboration as well
(Bardach 1998). Several decades of commentary on ‘‘public–private partnerships’’
oVers antecedents for the study of collaborative governance (Brooks, Liebman, and
Schelling 1984). Steven Rathgeb Smith and Michael Lipsky have examined in detail
the contractual enlistment of non-proWts in the implementation of social welfare
policies in the United States (Smith and Lipsky 1993). Donald Kettl, in a recent Public
Administration Review piece, summarizes a generation-long transformation by which
‘‘to a large and growing degree . . . governments share responsibility with other levels
of government, with private companies, and with nonproWt organizations’’ (Kettl
2000). Lester Salamon’s ambitious edited volume, The Tools of Government: A Guide
to the New Governance is predicated on the notion that arrangements of the sort we
term collaborative governance are becoming the norm. ‘‘What is distinctive about
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many of the newer tools of public action is that they involve the sharing with third-
party actors of a far more basic governmental function: the exercise of discretion over
the use of public authority and the spending of public funds’’ (Salamon 2002;
Kelman 2002; Posner 2002; Groenbjerg and Salamon 2002).

3. Direct and Indirect Government
Action

.......................................................................................................................................................................................

Private engagement in governmental undertakings is neither new nor rare. Indeed, it
is diYcult to imagine any plausible blend of state and market organization that has
not been applied in practice at some time and place. Those inclined to view public
aVairs as (until recently) the state’s exclusive domain might contemplate imperial
Roman tax administration, for example (which was delegated to private revenue
agents) (Finer 1999), or the fabled history of the British East India Company (which
frequently functioned as an extension of the British government), or J. P. Morgan’s
personal crusades against Wnancial panics (which anticipated those of Alan Green-
span by roughly a century) (Means 2001, 128–30). The less familiar story of the
St Louis Missouri River Fur Company is also instructive. This private company was
formed in 1808 with William Clark, the former co-leader of the Voyage of Discovery,
as a lead partner. The following year Meriwether Lewis (previously Clark’s compat-
riot, and then governor of the Louisiana Territories) hired the company to carry out a
mission of armed diplomacy to the Mandan Indians. The contract—with the explicit
authorization of President Thomas JeVerson—featured performance incentives that
seem remarkably up to date (Ambrose 1997).
Virtually every nation’s armamentarium of collective-action models is forged from

a blend of state and market components, but the preferred alloy varies substantially
by place and (our point here) by time. Prominent private roles are the historical
norm, but they seem novel against the backdrop of the extraordinary consolidation
of central state authority, particularly in the United States, in the mid-twentieth
century.
US federal government spending accounted for less than 4 per cent of gross

domestic product in 1930. Within Wfteen years, the New Deal and the Second
World War had driven the federal share to over 44 per cent. But even after this
wartime surge ebbed, federal spending rarely fell below 15 per cent of GDP, and the
average for the second half of the century was 19.8 per cent (OYce of Management
and Budget 2004a). This was not merely a matter of the armed forces (and their
civilian entourage) expanding to Wght wars hot and cold. Excluding the military and
the entire civilian defense establishment, the number of executive-branch workers
roughly tripled (from around 400,000 to around 1.2 million) between 1940 and
1978 (OYce of Management and Budget 2004b). Quantitative expansion forced
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qualitative evolution as the mid-century heyday of the central state etched enduring
patterns into organizational structures, administrative procedures, and the mindsets
of scholars and practitioners.

The central state’s ascendancy was relatively brief; a counter-trend was apparent
well before the end of the last century. While total US government spending has
retreated only modestly from early 1980s levels which approached a third of GDP, this
relative stasis in the level of public spending concealed the erosion of the mid-century
model. The ideological counter-attack spearheaded by Thatcher and Reagan is too
familiar to warrant review here, but other factors were at work. Some aspects of
the central state’s eclipse cannot easily be calibrated. Public trust—and with it,
government’s moral authority—suVered in the wake of Vietnam and Watergate,
for example, and the end of the cold war undercut (brieXy, it now appears) the
rationale for maintaining a massive defense capacity. Other aspects, though, are fairly
clear. One was a shift in government power away from Washington and toward the
cities and states. Federal outlays constituted around three-fourths of US public
spending from 1947 through 1960, but from 1999 onward accounted for less
than two-thirds (OYce of Management and Budget 2004c). Another was the escal-
ating share of Wnancial transfers—as distinct from concrete programmatic activ-
ities—within federal budgets. Social insurance payments, intergovernmental grants,
debt service, and other rearrangements of purchasing power grew from just over 20
per cent of federal spending during the 1940s to reach an average of around 75 per
cent in the century’s Wnal decade (OYce of Management and Budget 2004d)
(Fig. 24.1).
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Fig. 24.1. Grants, beneWt payments, interest, and other Wnancial transfers as share
of federal outlays: averages by decade, 1940–2000
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Growing private roles in undertakings that remain public responsibilities have
further whittled down the role of the central state. Many instances of public–private
interaction (government procurement of goods and many clear-cut services, for
example) should not be construed as collaborative governance, as we will argue
below. Moreover, some areas that are properly considered collaborative governance
(for example, regulatory models that feature shared discretion) leave no clear Wnan-
cial footprints and hence will not show up in budget-based measurements. More
broadly, there are systematic diYculties—both practical and conceptual—in delimit-
ing public and private realms within what one of us has termed America’s ‘‘mongrel
economy’’ of hybrid organizations and ambiguous responsibilities (Zeckhauser 1986,
73). Yet it is useful to seek some sense of the scale and contours of the broader terrain
of privately performed public work—against the shifting context of the public sector
itself—as a prerequisite to mapping the more speciWc collaborative governance
relationships standing within it.
Government employment relative to public spending. Consistent data series on

public employment and spending are available from 1962 through 2002. Total public
sector employment (federal, state, and local) including uniformed members of the
armed services peaked at nearly 20 per cent of economy-wide employment in the late
1960s. (When the armed services are excluded from both public and overall payrolls
the peak comes lower and later—around 17 per cent of the workforce in the mid-
1970s.) The government’s share of the workforce broadly declined in later decades. In
the late 1990s it was just over 16 per cent or, excluding the military, just over 15 per
cent. (Its share increased somewhat by both measures in the early 2000s.) Govern-
ment employment is much more useful as a gauge of indirect production, however,
in combination with government spending. If government is relying less on its own
workers to accomplish public missions, the public share of employment should
decline relative to the public share of the economy.
Total government spending was around one-quarter of GDP in the mid-1960s, but

rose to more than 30 per cent for most years from the mid-1970s through the mid-
1990s. Spending slipped to 28 per cent of GDP in 2000 and 2001. So the size of the
public workforce relative to the government’s weight in the economy indeed has been
somewhat lower in recent decades. Figure 24.2 tracks the trend. If the public
workforce moved in lockstep with public spending, Fig. 24.2 would feature two Xat
lines (one for all public employment, including the armed forces, and the other for
civilian employment alone.) Through most of the 1960s each 10 per cent of the
economy claimed by government required over 7 per cent of the workforce. Since the
early 1980s government’s share of the workforce has been less than 60 per cent as great
as its share of the economy, representing a fall of 15 per cent in the ratio of the public
workers to government’s share of the economy. This oVers a coarse indicator of the
rise of indirect governmental action, though the shift is modest and a mild counter-
trend seems to have been at work since the mid-1990s.
Government outlays for employees and outside services. The relationship between

public employment and spending provides only a crude gauge of indirect govern-
ance, since the relationship is aVected by changes in government’s missions, not just
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how government pursues those missions. In particular, the relative growth of ‘‘check-
writing’’ activities (especially social security, Medicare, grants to other governments,
and debt service) should depress the workers-to-spending ratio because check writing
requires few workers per dollar of expenditure. Such a shift would not signal a rise in
indirect governance. A more precise measure would be to compare governmental
spending on employee compensation with spending (through grants or contracts) to
acquire the services of agents outside government.Unfortunately, nooYcial data series
tracks this relationship, even in the densely documented United States.

A recent study attempts to estimate the share of governmental spending on
services devoted to the procurement of external services (rather than to employee
compensation) over the last four decades of the twentieth century (Minicucci and
Donahue 2004). It employs National Income and Product Account (NIPA) data from
the Commerce Department’s Bureau of Economic Analysis to make its estimates.
The NIPA Wgures require extensive reWnement to permit valid inferences about direct
and indirect service spending. They do, however, allow discrimination between
activities under the control of state, federal, or local governments and transfer
payments or intergovernmental grants for which the choice of direct or indirect
production is not generally meaningful.

The results of the study indicate a tilt away from direct governmental production.
However, the trends diVer over time (with a mild shift toward direct government
service delivery in the 1960s and 1970s, and toward outside providers thereafter) and
by level of government. The state and local sectors rely less on outside service
suppliers than does the federal sector, but their reliance grows more rapidly
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over time. More importantly, the estimated non-employee share of public service
spending was close to one-fourth in 1959. By 2000 it had risen—but remained just
under 32 per cent. In other words, the conventional view that the late twentieth
century witnessed a transformative shift toward outside suppliers of public services
in the United States is correct about the sign of the change, but overstates its
magnitude.
Tax expenditures. As an alternative to either hiring employees or paying non-

governmental organizations, governments can seek to advance a mission by manipu-
lating the tax system to induce individuals or private organizations to alter their
behavior in service of the speciWed public goal. For example, charitable contribu-
tions, employee health insurance premium payments, and student-loan interest
are all subsidized at a taxpayer’s marginal rate. ‘‘Tax expenditures’’—the term of
art for such provisions—form an important category of indirect governance
(Howard 2002). There is a good deal of controversy surrounding tax expenditures.
Some critics challenge the terminology, which tends to imply that government has a
prior and unlimited claim on citizens’ resources. Others observe that if
a legally binding obligation is cancelled, conditional on the debtor’s undertaking
some speciWed action, the transaction is indeed equivalent to spending. At a less
epistemological level, the eYciency, transparency, and fairness of tax expenditures
also engender lively debate. We do not address these debates here—though we
endorse their importance—but concern ourselves merely with matters of scale.
In the United States, the president is required by law to identify and estimate the

scale of tax expenditures, including preferential tax rates, credits, deferrals, exclu-
sions, exemptions, and deductions. The OYce of Management and Budget (OMB)
presents such an account as part of the Analytical Perspectives addendum to each
year’s budget (OMB 2003). The staV of the Congressional Joint Tax Committee
prepares its own annual tally of federal tax expenditures, using generally similar
concepts and data (Joint Committee 2002). For most purposes and most years the
two reports diVer little; the OMB data are employed here. OMB presents estimates of
speciWc tax preferences—for example, allowing members of the clergy to exclude
parsonage allowances from their taxable income—and groups them into general
purposes (such as ‘‘National Security,’’ ‘‘Energy,’’ and ‘‘Education’’) roughly analo-
gous to the accounting categories OMB employs for direct spending. Tax expend-
itures are measured both in terms of their estimated revenue loss and in terms of
their ‘‘outlay equivalent.’’4
For Wve civilian agencies—the Departments of Commerce, Education, Energy,

Health and Human Services, and Housing and Urban Development—it is possible to
compare direct departmental outlays with concurrent tax expenditures directed to

4 The chapters in The Tools of Government: A Guide to the New Governance (Oxford University Press,
2002) by Ruth Hoogland De Hoog and Lester M. Salamon ‘‘Purchase-of-Service Contracting,’’ pp. 319–39;
Steven J. Kelman, ‘‘Contracting,’’ pp. 282–318; and Paul L. Posner, ‘‘Accountability Challenges of
Third-Party Government,’’ pp. 523–51 are particularly germane to our topic. Also see Kirsten A. Groenbjerg
and Lester M. Salamon, ‘‘Devolution, Marketization, and the Changing Shape of Government,’’ in
Salamon, ed. The State of Non-ProWt America (Brookings Institution Press, 2002), pp. 447–70.
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parallel missions. We have developed scale comparisons of outlays and tax expend-
itures, at Wve-year intervals, for 1975 through projections for 2005. As recently as 1975,
tax expenditures for these Wve major areas of federal activity were only 38 per cent as
great as direct outlays. By 1980 tax expenditures had risen to 92 per cent of direct
outlays, and they have stayed at rough parity ever since (OMB 2004e). In Fiscal Year
2000 (when the weighted average for the Wve departments was 90 per cent) tax
expenditures were 18 per cent as large as direct outlays for the Department of Energy,
38 per cent for Health and Human Services, and 49 per cent for Education. At the
Department of Housing and Urban Development, tax expenditures exceeded outlays
by a factor of four; at Commerce, by a factor of seventeen. Again, we do not address
the merits of using the tax code as a lever for collective action, but merely observe
that in at least some domains of the US federal government this approach is
quantitatively signiWcant.

4. Rationales and Risks of Indirect
Government Action

.......................................................................................................................................................................................

4.1 Motives for Private Involvement in Public Missions

Non-governmental actors are appropriately enlisted into public undertakings to
improve performance in the creation of public value. This core rationale applies
whether the mode of engagement is collaborative governance or more familiar forms
of contracting and voluntarism. Private entities may oVer advantages over govern-
mental organizations in several (partly overlapping) dimensions.

Resources. Perhaps the simplest rationale for collaboration with the private sector
is invoked when government itself lacks the resources—or the ability to mobilize
the resources—required to accomplish some mission. In principle, to be sure,
‘‘governmental resources’’ is both an imprecise and an elastic category. At least in
liberal democracies government ‘‘owns’’ things only as the citizens’ steward, rather
than on its own account. Its command of resources is not measured by its net worth
or collateral available to support debt (as for a family or a Wrm) but rather in terms of
the citizens’ tolerance for taxation, including the future taxation implicit in public
debt. So a declaration that government’s resources are inadequate to realize some
public goal translates to one or more of the following:

. Citizens are unwilling to provide, through taxation, revenues to fund this
particular undertaking—a situation that, if it strictly applied, would raise
questions about whether the mission is accurately labeled as a ‘‘public goal.’’

. Citizens are not asked to provide designated resources for this particular goal,
so we cannot assess their willingness to pay for it, but their tolerance of
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taxation in the aggregate is exhausted, or nearly so. That is, they do not want to
spend more government dollars the way those dollars will likely be spent. If it
cannot be established that this enterprise should take precedence over alter-
native and pre-existing claims on funds, or if such a judgement does not result
in the reallocation of tax revenues, then a ceiling on overall taxation can be a
binding constraint against this undertaking.

. Procedural impediments (budget rules, debt limits) preclude incremental
funding for this goal independent of its merits and resources cannot be or
are not diverted from other purposes.

. Citizens are willing to devote resources to the mission, but not enough to
accomplish it with public funds alone. Only if costs borne by government can
be lowered through an infusion of non-governmental resources, or by im-
proving operational eYciency through private involvement, does it meet the
net beneWts test from the public perspective.

. Some aspects of a public project provide beneWts that are so narrowly directed
to particular groups that the electorate believes the prime beneWciaries should
pay at least a share, and is unwilling to fund the endeavor except on these terms.

Productivity. A second generic rationale for indirect government production is
that external agents command productive capacity that government lacks. No one
proposes the government build its own trucks. The same logic may apply
to operating nursing homes. By collaborating with Wrms or non-proWt organiza-
tions, government can tap their eYciency edge to improve performance or lower
costs or both, relative to acting alone. One variant of this rationale emphasizes
particular instances of technical know-how, proprietary intellectual capital,
or other potentially transferable capacity that happens to reside in the private
sector instead of in government. The more interesting variant emphasizes prod-
uctivity advantages inherent in the private form of organization. Potential reasons
for such advantages are familiar—the focused incentives of the proWt motive
(with respect to for-proWts) and procedural Xexibility (with respect to both for-
proWts and non-proWts), the ability to harvest economies of scale and scope by
operating beyond jurisdictional boundaries, and the prospect that the quality of
performance will aVect the odds of expansion, merger, or extinction. The more
important and more ‘‘embedded’’ are private productivity advantages, the stronger
the rationale for delegated, collaborative, or otherwise shared production.
Information. Even if government’s resources are no more constrained, and

its productivity no lower, than the private sector’s, private involvement may be
warranted when it is impossible or prohibitively costly for government to acquire
pertinent information (Coglianese, Zeckhauser, and Parson 2004). The types
of information needed to carry out public tasks—such as the cheapest way to reduce
pollution from a particular industrial process or the most eVective way to endow
workers with a particular skill—are often embodied in private organizations and
cannot simply be purchased like a computer, a truck, or a software program.
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Legitimacy. Private involvement may enhance the perceived legitimacy of an
undertaking if a particular task is seen as inappropriate for government to pursue
on its own. Suppose we had irrefutable evidence that persuading substance abusers to
seek the aid of a higher power in overcoming their addictions would yield signiWcant
public beneWts. We might still prefer government to encourage and even fund groups
such as Alcoholics Anonymous to do this work, rather than establish a Department
of Prayer. The legitimacy may Xow in the opposite direction. A grant from the
National Endowment for the Arts—while unlikely to be muniWcent—helps non-
proWt arts organizations demonstrate their gravitas to potential donors. Of course,
government activities that might be quite acceptable in one culture or at one
time may seem beyond bounds in another time or place. If government is held in
systematically low esteem by the citizenry—as say in failed states or corrupt
regimes—collaboration with the private sector can shore up legitimacy independent
of any task-speciWc factors.

As these examples illustrate, the rationales for private involvement shift with time
and locale. The potential gains from sharing responsibilities with Wrms or non-
proWts are contingent on the government’s relative weaknesses, whether in resources,
productivity, information, or legitimacy. As rewards at the top of the labor market
have soared in the United States, for example, government has had increasing
diYculty recruiting and retaining talented employees for most of the past generation,
particularly for technically trained and higher-level positions (Donahue forthcom-
ing). Were this personnel deWcit somehow to be reversed, it would substantially
reorder many metrics of relative capacity. The potential payoV from contracting,
collaboration, or other forms of delegation will vary across tasks, over time, and from
one polity to another.

4.2 Risks of Private Involvement in Public Missions

Indirect government action can expand the resources, improve the eYciency, or
boost the legitimacy of an undertaking (compared to the baseline of purely govern-
mental activity). However, it also introduces a range of potential losses, which are
commonly called ‘‘agency costs.’’ That is, the private sector agents supposedly acting
at government’s behest may not faithfully fulWll the public’s mission. We emphatic-
ally do not mean to suggest that direct government action escapes agency costs—
elected oYcials and government workers can and do pursue their own agendas at the
expense of citizens’ interests—but relationships that reach across sectoral boundaries
summon distinctive categories of agency costs:

. Diluted control. With the exception of the simplest forms of service contract-
ing, indirect action explicitly diminishes government’s monopoly of authority
for deWning the mission, directing the means, or both. Beyond this open
and accepted dilution of autonomy, indirect action also involves the risk of
unanticipated or unrecognized losses of control.
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. Higher spending. Indirect production can sometimes prove more costly than
anticipated, and can turn out to be more expensive than direct production.
This can be because of an erroneous prediction of private productivity advan-
tages; because of transactions costs; because the dilution of control leads to a
diVerent and more costly deWnition of the mission; or because private actors
exploit and extract resources from their governmental partner. (Only the latter
two categories are agency losses, strictly speaking, but all can show up as
burdens on public budgets.)

. Reputational vulnerability. Most forms of indirect action expose the govern-
ment to some risk that the actions of its agents will adversely aVect its
reputation. (Private partners, of course, face similar vulnerabilities with
respect to both the government and other private participants in joint under-
takings.) The overstretched US military has relied extensively on private
contractors for logistical, security, translation, and other functions in Iraq
during and subsequent to the 2003 invasion. In legal and budgetary terms
there is a clear diVerence between a US soldier and a US military contractor.
But Iraqis and Islamic observers of the conXict make no such distinction. The
vividly publicized abuse of Iraqi detainees at Abu Ghraib prison seriously
damaged the United States’ image in the eyes of the Islamic world, probably
for decades. Multiple reports have suggested that private contractors at Abu
Ghraib were responsible for at least some of the abuses (Cushman 2004).

. Diminished capacity. In some cases opting for indirect production may dis-
courage or even preclude the maintenance of capacity for direct governmental
action. Any contractor knows that today’s contract tends to build market
power on a contract for tomorrow. To the extent that government becomes
dependent on private capabilities, it puts itself in a disadvantaged position in
future rounds of negotiation with its agents. Whether ‘‘path dependency’’
presents trivial or profound barriers to reverting to a direct delivery model,
and whether reliance on external capacity entails minor or major future costs,
will depend on the details of each case.

5. Mapping Collaborative Governance
.......................................................................................................................................................................................

Where does collaborative governance Wt within the sprawling spectrum of models
for structuring collective action? Our goal is to draw boundaries that impose
precision without stumbling into obscurity or marginal relevance. One step toward
anchoring collaborative governance is to read ‘‘governance’’ as dealing with public
purposes that are conventionally associated with government. The orchestration
of essentially individual purposes—however valuable, however far-Xung and
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intricate—is something diVerent. (There is an element of circularity in this concep-
tion, of course, since ‘‘publicness’’ is deWned in part by reference to the capacities and
shortfalls of market-based collective action.) Beyond this imprecise boundary con-
dition there are many potential dimensions along which collaborative governance
can be deWned. Here are six that we Wnd instructive:

Formality. A collaborative relationship can be institutionalized on a spectrum
ranging from formal contracts (or the equivalent) through informal agreements to
tacit understandings. Many important collaborative governance relationships are
informal. For example, the ‘‘military-industrial complex’’ identiWed by Eisenhower
capitalizes on military contracts, but its principal instruments—e.g. lobbying eVorts,
historical precedent, personal relationships—do not appear on paper. While collab-
orations cemented solely by gentlemen’s agreements and implicit cultural codes may
be important, they are hard to analyze, or even recognize. Hence, we focus on those
characterized by some element of formality.

Duration. At one extreme are governance arrangements meant to be permanent
(or at least indeWnitely enduring); at the other extreme are ad hoc collaborations that
dissolve as soon as a crisis is resolved or a goal achieved. Short-lived arrangements
often arise in dramatic contexts and hence Wgure prominently in lists of familiar
collaborations. Other things being equal, however, longer-lived collaborations seem
more likely to prove consequential.

Focus. Collaboration can be narrowly structured to meet a single shared challenge, or
can be more broadly designed to address a range of concerns common to the collabor-
ating parties. The focus may be broadened chronologically, taking up new missions as
old ones are fulWlled, or simultaneously with the pursuit of a portfolio of undertakings.

Diversity of participants. A minimum level of diversity among participating institu-
tions—at least one public and one private player—is a threshold requirement for
collaborative governance. Beyond this baseline, collaborations can display more or
less internal diversity. For example, private players can be for-proWt or non-proWt, or
(as with the US hospital sector) an assortment including both. A joint eVort among
‘‘summit’’ institutions within a single country (the federal government, Wal-Mart, and
theUnitedWay in theUSA, for example) features less diversity than, say, a collaboration
among the Calcutta municipal authorities, Toshiba, and Médecins sans Frontières.

Stability. A collaboration will be stable if its members share objectives, and poten-
tially volatile to the extent members’ norms or interests diverge. In less stable collabor-
ations, tugs of war over the division of the pie may impede enlarging the pie, implying
that signiWcant energies must be devoted to maintaining the collaboration itself.

Discretion. Whose hand is on the tiller when it comes to validating the mission,
assessing results, triggering adjustment, and so on? In other words, who is leveraging
whom? A two-part test seems warranted here. First, to count as collaborative
governance, a large share of discretion must rest with a player who is answerable to
the public at large. While the speciWcation of ends is a strategically complex matter, as
later sections explore, authorized units of government will normally have the Wnal
word on the objectives to be pursued and the criteria by which progress is to be
assessed. Where government is absent, weak, or undemocratic (not a clean criterion,
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we recognize) this condition is unlikely to hold, so that our conception of collab-
orative governance is chieXy a phenomenon of relatively healthy polities. Second,
each of the collaborating parties must possess a degree of discretion. If private
participants merely carry out government’s instructions—conveyed through fully
speciWed contracts or other means—the relationship is something other than col-
laborative governance.
Indeed, the allocation of discretion is the most useful discriminant for separating

collaborative governance from other forms of public–private interaction. Consider,
on the one hand, corporate charitable contributions. Companies enjoy broad dis-
cretion over their philanthropic giving, and their choices are presumptively deWned
as ‘‘the public good’’ for tax purposes. There are limits, to be sure. Charitable
deductions cannot, under current law, exceed 10 per cent of taxable corporate income
(a constraint that rarely binds). No deductions can be claimed for gifts to political
parties, or to the CEO’s shiftless cousin. But while shareholders might quibble over
grants to the chairman’s alma mater, or the local polo league, or exotic religious sects,
the government has no standing to complain short of trying to discredit the charity
itself. The public sector is a party to the undertaking—surrendering revenue it would
have otherwise received—but is a passive and silent partner. No doubt this arrange-
ment permits occasions of waste or triviality, but there are strong reasons for
protecting donors’ discretion against governmental second-guessing on the merits
of the mission—for example, so that government does not Wnd itself in the position
of declaring which religions are acceptable and which are not. (The Comptroller of
Texas attempted to strip Unitarianism—one of America’s oldest denominations–of
its status as a tax-exempt church in 2004, on the grounds of excessive heterodoxy, but
reconsidered after mild local protests and louder national ridicule (Herman 2004).)
Consider, conversely, a municipal government contracting with a private waste

management company. The company’s mission—to pick up the garbage and dump it
at the landWll—is explicit, complete, and controlled by the government, and its
motive is to maximize the revenue (less costs) it receives in return. If, upon contract
renewal, the government wants the garbage to be collected on Fridays instead of
Wednesdays, or incinerated instead of buried, it is at liberty to alter the mandate and
the company’s only legitimate claim is fair payment for the work. The private player
is a pure agent, and discretion rests with the government. Denying the agent
initiative—e.g. the right to shop for the cheapest disposal option—obviates some
of the reasons for engaging private agents in the Wrst place. But in many arenas of
public–private interaction such one-sided discretion is both customary and prudent.
We do not address the myriad complexities that attend pure voluntarism or pure

contracting. Nor do we suggest that binary assignments of discretion—wholly
private or wholly public—are the normal case. Our goal is to demarcate the domain
within which collaborative governance resides, and to underscore that the sharing of
discretion both enriches the potential of public–private interaction and renders it
much more complex, not just in application but analytically, in ways we will seek to
describe once a few examples introduce somewhat more concreteness into the
discussion.
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6. Illustrative Examples
.......................................................................................................................................................................................

A virtually endless list of examples could be oVered of arrangements that qualify as
collaborative governance. We outline a few here, selected by the rather rudimentary
choice criterion that they illustrate diVerent aspects of collaborative governance.

New York City’s Park Department. By the early 1980s New York City was losing the
struggle to maintain its public parks. The Parks Department—while not particularly
dysfunctional, by most accounts—was overmatched by its mission. As New York’s
mid-1970s Wscal crisis constrained the Department’s resources, squalid and often
dangerous parks became symbols of a city in decline. Improvisation under pressure
eventually produced a strategy of enlisting private involvement in park upgrades,
maintenance, and management.

Such involvement came in a wide range of forms, including conventional volun-
tarism (‘‘friends of the park’’ groups clearing litter or supervising playgrounds in a
neighborhood park) and conventional outsourcing (contracting out particular
maintenance tasks) but also more complex arrangements featuring the sharing of
discretion. In New York’s most famous park, informal groups of concerned citizens
coalesced—with the active encouragement of Department oYcials—into the Central
Park Conservancy, a private non-proWt that was given formal responsibility for
managing the park in the late 1990s. The restoration and management of Bryant
Park was delegated to a ‘‘business improvement district’’ authorized to collect special
levies from surrounding businesses. Adrian Benepe, Parks Commissioner under
Mayor Michael Bloomberg, declared such ‘‘partnerships’’ to be the linchpin of his
management strategy. He and his senior staV often spent more time orchestrating the
contributions of various non-governmental actors than they did managing the
Department’s workforce. While New York City did not cede formal ownership of
any park, it delegated much of the responsibility for managing the system to private
players (Donahue 2004; Rogers 1986).

Management-based regulation. Across a range of arenas the classic approach to
regulation—in which government speciWes what must be done to forestall safety,
environmental, or economic harms—is yielding to approaches that grant regulated
Wrms a degree of discretion. The trend is heterogeneous and carries various labels,
but Cary Coglianese’s term ‘‘management-based regulation’’ captures the central
thrust (Coglianese and Nash 2001). Government regulators’ recognition that they
suVer a deWcit of information, relative to regulated Wrms, is the fundamental motive
for sharing regulatory discretion with Wrms’ managers.

In the environmental arena, a conventional regulatory approach might specify the
technologies for processing waste water before it can enter a river. A management-
based approach would set maximum levels for each contaminant, but allow Wrms to
decide the best way to meet the standards. In worker safety, the federal Occupational
Safety and Heath Administration (OSHA) has experimented with approaches that
rely on companies to develop their own worker safety plans and tolerates technical
deviations from OSHA rules in otherwise eVective plans (Donahue 1999).
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A comparable model for food safety regulation, the Hazard Analysis and Critical
Control Point protocol released by the Food and Drug Administration in 2001, deals
with the heterogeneity of the food-processing industry—and the FDA’s scant famil-
iarity with most Wrms’ operations—by identifying generic ‘‘critical control points’’
but leaving it up to Wrms how to assure safety at each of these points (Coglianese and
Lazer 2002). While Xat generalizations about the broad and varied terrain of regu-
lation are notoriously perilous, we perceive a widespread migration toward regula-
tory models featuring eVorts to forge common goals, the sharing of discretion, and
strategically charged interaction—in a word, collaboration.
Smallpox vaccinations for ‘‘Wrst responders.’’ The specter of ‘‘bioterrorism’’ surged to

the forefront of American anxieties in the wake of the September 2001 terror attacks,
and a deliberate release of the smallpox virus was a grim but conceivable scenario.
Smallpox had been eVectively eradicated roughly two decades earlier. Routine vac-
cinations had ceased, so most Americans were vulnerable to this highly contagious
and devastating disease. Late in 2002 the Bush administration announced a plan of
selective immunization to reduce the devastation should a smallpox attack occur.
General immunization was rejected since vaccination carried a signiWcant risk of
complications. Instead, the administration planned to vaccinate military personnel
bound for overseas conXicts and about ten million ‘‘Wrst responders’’—physicians,
nurses, WreWghters, police oYcers, and others who were both likely to be exposed
early in a bioterrrorism attack and whose services would be especially critical in
limiting the extent of any smallpox outbreak. The short-term goal was a million
vaccinations by the end of summer 2003.
The federal government took a direct approach to vaccinating the military: Service

members selected for vaccination, including the commander-in-chief, met with
military physicians or nurses and rolled up their sleeves. The civilian side of the
eVort was considerably more complex. Rather than delivering vaccinations through
the Public Health Service, Centers for Disease Control, or some other federal entity,
Washington relied on hospitals and other mostly private medical organizations to
nominate half a million doctors, nurses, and emergency medical technicians for the
initial wave of Wrst responder vaccinations.
Within weeks half a million military service members had been vaccinated, but the

civilian campaign was slow to start and quick to stall. Hospital directors and
individual medical personnel compared the aggregate and abstract beneWts of readi-
ness to respond against the more immediate and focused risks of inoculation.
A doctor or nurse receiving the vaccination would almost certainly suVer some
discomfort; might miss some days of work; and faced an unknown but real risk of
serious health complications. Moreover, recently vaccinated health workers could
pass on the vaccinia virus—the mild but not innocuous relative of smallpox used to
confer immunity—to patients or family members for whom this infection could be
damaging or even deadly. As private players balanced the costs of vaccination (to
themselves, their families, and the missions of their organizations) against the public
beneWts of preparedness against terrorism, many opted against it. Some hospitals
explicitly and publicly declared they would not participate in the government’s

512 john d. donahue & richard j. zeckhauser



campaign. Many more private institutions and individuals quietly opted out. By
midsummer fewer than 40,000 civilians had been vaccinated. Within a few months
the inoculation campaign was quietly halted.

Federal programs for worker training. The Workforce Investment Act of 1998
governs the use of federal funds for a range of job training eVorts, including
programs for young people, workers who have been displaced by technological
change or foreign competition, and currently employed workers seeking additional
skills. To an even greater extent than its predecessor legislation, this law envisages a
collaborative approach to human-capital investment. It embodies the presumption
that government has a strong interest in worker training, but tends to be badly
positioned to carry out training itself. The usual public sector operational deWcien-
cies—amply revealed in previous attempts at federal training programs—argue
against setting up a network of government training centers.

But even if government were able to deliver high-quality, low-cost training on its
own, it suVers from severe informational handicaps relative to private players.
EVective workforce development requires Wne-grained information about current
and future skill requirements, and about the potential of particular workers, that
government generally lacks. Thus the Act mandates the extensive involvement of
private entities, both for-proWt and non-proWt. Each state and locality is required to
establish a governing body, with a majority of business representatives, to oversee
federally funded training activities. The private sector is extensively involved not just
in governance but also in delivery. Community colleges and other non-proWt edu-
cational institutions are eligible to deliver training, but so are for-proWt training
providers. Moreover, private Wrms are explicitly granted eligibility to deliver on-the-job
training to individual workers and (under certain circumstances) to use public
money to upgrade the skills of their overall workforce. While this collaborative
approach to workforce development has its strengths and weaknesses, there is an
apparently durable bipartisan consensus behind this general strategy (Donahue,
Lynch, and Whitehead 2000).

Program for a new generation of vehicles. During his 1992 campaign for president,
Bill Clinton called for increasing federal fuel economy standards from about 28 to 40
miles per gallon, within only eight years. Clinton’s election—and that of his running
mate Al Gore, whose best-selling book Earth in the Balance had called the conven-
tional car ‘‘a mortal threat to the security of every nation’’ (Gore 1992, 325)—was
greatly regretted, therefore, by US automakers. The industry had narrowly managed
to block legislation in the previous Congress raising mileage standards, and braced
for tougher rules under Clinton. Yet the new administration preferred to avoid a
head-on confrontation with the auto industry. Moreover, once in oYce Clinton and
Gore realized that reducing climate-damaging emissions (rather than just slowing
their growth) would require mileage improvements far beyond what government
could force upon an unwilling industry.

A series of overtures by technical experts in government and business led to high-
level discussions over collaboration to reinvent the automobile, and early in the
Clinton administration the president and vice president, along with the CEOs of the
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three major US automakers, formally unveiled the Partnership for the Next Gener-
ation of Vehicles. The mission was to put into production within a decade cars with
up to triple the fuel economy of 1993models with no sacriWce in cost or performance
(Clinton Administration et al. 1993). The means were thoroughly collaborative. An
undersecretary of commerce and senior vice presidents from Ford, GM, and Chrysler
were assigned to co-chair the initiative’s steering group. Working teams of govern-
ment and industry scientists and technicians, with full access to the national labora-
tories and research facilities of the Departments of Energy and Defense, the National
Aeronautics and Space Administration, and other federal agencies, would push for
breakthroughs in engine design, new materials, emissions control, and alternative
fuels. A new unit in the Commerce Department—with a direct line to the White
House, and in consultation with industry—would coordinate roughly $300 million
in annual federal research and development spending (Buntin 1997). While the
Clinton administration did not promise to forgo seeking statutory increases in
mileage standards, it made it clear that the Partnership was its preferred strategy
for progress on clean cars.
By mid-2000Washington had invested about $800million in PNGV, and the auto

industry nearly $1 billion. Ford, Chrysler, and GM had all developed ‘‘concept cars’’
that approached or exceeded the goal of 80 miles per gallon for a family sedan,
though none were ready for mass production (Hyde 2000). But Honda and Toyota—
which were not participants in PNGV—were preparing to market ‘‘hybrid’’ vehicles
with mileage of around 60 mpg at a modest price premium over conventional cars.
When George W. Bush defeated Al Gore in the 2000 election, the new administration
announced its skepticism toward PNGV, and its Wrst budget proposal cut funding
sharply (Pickler 2001). Within a year the Bush administration cancelled PNGV,
calling instead for a long-term eVort to develop hydrogen-fueled cars (Garsten 2002).
We oVer these illustrations not as authoritative type specimens, but simply

as opportunistically selected samples from a very large population. Nor (for the
moment) do we attempt to describe their dynamics or evaluate their success. Their
chief purpose is to render somewhat less abstract the conceptual discussion to follow.

7. Three Forms of Discretion
.......................................................................................................................................................................................

We now turn to a more detailed discussion of discretion, the most useful dimension
by which collaborative governance is distinguished from other forms of collective
action. We call it philanthropy when private players enjoy full discretion over the
deWnition and pursuit of the public interest. We call it contracting when discretion
rests with the government, and private players are simple agents. The murky middle
ground, in which both parties exercise discretion, is the domain of collaborative
governance. We distinguish among three kinds of discretion—involving production,
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payoVs, and preferences—that shape the potential, the risk, and the strategic com-
plexity of collaboration.

Production discretion. A fundamentalmotive for indirect governmental action is the
realistic prospect of eYciency gains (relative to direct provision) through engaging
private capacity. This motive does not on its own call for collaborative governance;
government can harness private eYciency advantages, while avoiding the complex-
ities of shared discretion, through simple procurement contracts. If government
requires a truck, a bus route, or a software package, and recognizes that acquiring it
from the private sector is likely to be more eYcient than producing it internally, it can
specify its requirements, invite competing bids, and choose the provider who prom-
ises to deliver on the best terms (Donahue 1989). The chosen contractor is permitted a
good deal of latitude over how to meet the terms of the deal. Indeed, the expectation
of eYciency through Xexibility in production forms much of the rationale for
outsourcing. But the deWnition of ends remains government’s prerogative. EVective
contracting is not a trivial task. The government runs the risk of error in determining
its requirements; of mishandling the translation of these requirements into contract-
ual terms, the choice among competitors, or the monitoring of a provider’s perform-
ance; and of deceit or incompetence on the part of providers. The challenges, however,
are relatively straightforward—more tactical than strategic.

Yet it is sometimes impractical, unwise, or Xatly impossible for government fully to
specify its goals. For example, the Department of Homeland Security has little
understanding about what combination of ambulance drivers, nurses, and emer-
gency room technicians would be most valuable to blunting a smallpox outbreak in
Muncie, Indiana, so it lets administrators at Ball Memorial Hospital set priorities for
vaccinating ‘‘Wrst responders.’’ The Occupational Safety and Health Administration
may focus on trash compactors as the greatest danger in grocery stores, but the
manager of the local Safeway may know that reducing the risk of loading-dock
workers’ slipping on spilled produce would deliver greater safety gains. A local job-
training oYcial might prescribe on-the-job training in statistical process control for
Betty, but her employer may know that Betty is bad at math but good with people—
and that in eighteen months the assembly line will be moved to Pakistan while the
local oYce concentrates on marketing. No government agency is likely to match an
automaker’s judgement over the relative promise of innumerable changes in fuel,
engines, design, and materials to boost mileage and hold down the costs of new-
generation vehicles. In these and myriad other cases, public goals can be advanced
more eYciently if private players are allowed some discretion not just over the
means, but over the precise ends to be pursued.

When government yields a share of such discretion, it has crossed the line
from simple delegation to collaborative governance. The boundary between
‘‘means discretion’’ and ‘‘ends discretion’’ tends to be imprecise, both in theory
and in practice. The distinction is a useful one, however (also both in theory and
in practice), and we suspect that a signiWcant quotient of shared discretion charac-
terizes many of today’s more consequential areas of public–private interaction.
In all but the most straightforward undertakings, private agents’ participation in
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specifying what is to be produced greatly enhances the potential for eYciency
improvements. Yet it also ampliWes government’s challenge of ensuring accountabil-
ity, in ways to be clariWed through describing two other forms of discretion that tend
to be unwelcome concomitants of production discretion.
PayoV discretion. Suppose that granting production discretion to private collabor-

ators can frequently increase the eYciency of governance and create more value than
either direct government production or contractual delegation with tightly deWned
goals. Dealing with the distribution of that augmented pool of value would still
ensure that shared discretion remained a troublesome issue. The allocation of payoVs
is a perennial problem of collective action, of course. But with both direct govern-
ment production and ends-speciWed delegation it is a bounded problem. Govern-
ment workers would prefer higher pay and more Xexible schedules; their managers
prefer leaner budgets and predictable staYng. Government contractors prefer rich
proWt margins and broad-minded evaluations; contract oYcers prefer low costs and
rigorous compliance with speciWcations. The division of payoVs is a bargaining game,
with the outcome dependent on each party’s negotiating skill, will, and leverage.
Matters become far more complicated when collaborations feature a choice among

alternative production points that lead to diVerent distributions of value. An auto-
maker, for example, would favor a new-generation car campaign that relies heavily
on reformulated fuel (at the oil industry’s expense) rather than redesigned engines.
To the extent that new kinds of engines are part of the mix, the automaker would like
to maximize the government’s share of the research and development investment.
For a given level of priority on new engines and a given share of the spending burden,
a company that has already made progress on diesel-electric hybrids would like the
campaign to anchor on that design. Similarly, it may be a good thing for Betty, her
employer, and society at large for Betty to be trained in marketing. But her employ-
er’s share of the payoV will be larger if the government pays the entire cost, if actual
marketing assignments as well as classroomwork count as ‘‘training,’’ and if the focus
is on skills peculiar to the employer’s market niche instead of more general capabil-
ities that could tempt Betty to switch jobs if she doesn’t get a big raise.
When production alternatives entail diVerent immediate distributions of value,

the inevitable entanglement of payoV discretion with production discretion renders
government vulnerable whenever it lacks full information about the eYciency and
payoV characteristics of each alternative. At best, government must expect collabor-
ation to yield results that are better for the private players but worse for it than would
be the case if all information were fully shared. At worst, collaboration may lead to a
choice of ends and a net pool in public value that are inferior to what could be
obtained through direct governmental production. This risk is not unrecognized, of
course, and is why governments are usually chary about sharing discretion. Unfor-
tunately, conventional tactics for limiting government’s vulnerability to payoV dis-
cretion—such as tight performance goals, ceilings on agents’ payoVs, or aggressive
expost auditing—frequently have the side eVect of sacriWcing eYciency gains avail-
able through production discretion. In theory, the government and private parties
could contract around conXicts on the distribution of payoVs—agreeing to rebalance
beneWts through other deals—but in practice money tends to stick where it starts.
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For example, if an automaker gets what turns out to be an unduly generous tax
incentive to develop its new-generation car, it is unlikely to lose most of that
advantage in other dealings with the government.

Preference discretion. PayoV discretion describes leverage over the distribution of
value where that value is manifested in, or can be translated into monetary terms.
Preference discretion is a related but broader concept, rooted in the recognition that
payoVs come in various forms that collaborators may value diVerentially. Preference
discretion arises more commonly with non-proWt collaborators but is not unique to
them (nor are non-proWts immune to manipulating collaborations to reap narrow
material payoVs.) Collaborators’ preferences are rarely aligned in all respects. Even in
a fond marriage you may prefer to go out to a Mexican place while your spouse
would rather have sushi. It is in the very nature of the public missions to which
collaborative governance applies that there be multiple deWnitions of the good and
varying preference diVerences among collaborators, whether on the margins or at the
core. Such diVerences come in many forms, including:

Focused philanthropy. Few lovers of mankind are wholly undiscriminating in their
ardor. Even when motives are sincerely altruistic, the satisfactions of selXessness are
likely to be more intense for some beneWts, or some beneWciaries than for others.
A donor may be more inclined to support research on a speciWc disease that has
claimed a parent than to donate to medical science in general. A community organ-
ization may be zealous about oVering eVective, low-cost training to those who need it
most, conditional on their belonging to the neighborhood or ethnic group that stirs
the founder’s loyalties. A park volunteer may be willing to devote endless hours to
nature programs for preschoolers, while athletic programs for teenagers leave her cold.

Semi-private goods. Economists recognize that the notion of a ‘‘public good’’ is a
convenient but potentially misleading shorthand. Even apparent public goods—that
cleanly meet the standard criteria of non-rivalry and non-exclusivity—rarely spread
their beneWts uniformly. Forestalling global warming through cleaner cars is good for
everyone, but beneWts today’s kindergartenersmore than today’s octogenarians. At the
margin, a plant manager crafting a pollution reduction plan might care more about
curbing the soot that befouls his town and his company’s image than the chloroX-
uorocarbons that invisibly degrade stratospheric ozone. A benefactor of Central Park
might esteem Xower beds in general, but think most highly of those visible from her
terrace.

Divergent values. Preferences can be not just diVerent but antagonistic. It may be
integral to a training provider’s mission that trainees absorb religious tenets along
with workplace skills, even if government funders insist on separating church and
(however mediated) state. Since a recent recipient of a smallpox inoculation risks
transmitting a dangerous or even fatal vaccinia infection to immuno-compromised
patients, such as transplant recipients or the HIV-positive, many medical personnel
saw their duty to prepare for a hypothetical smallpox attack to be in conXict with
their core value of protecting their patients. Robert Goodin has observed that
steadfastness with respect to value preferences can be considered the core ‘‘asset’’ of
non-proWt organizations, one that they cannot lightly compromise in joint under-
takings with the state (Goodin 2003, 359–96).
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Preference discretion would not impede accountable collaboration were it not
entangled with production discretion. Government cannot be sure that a collaborator
is guided by his expertise, or by his interests, as he seeks to shape the ends of the
collaboration. For example, as theCentral ParkConservancymatured froman adjunct
to the mainstay of park management, ball-Welds were sodded over and impromptu
football throwing restricted in favor of ‘‘passive recreation’’ on well-tended grounds.
Thismay be because the Conservancy recognizes that it is ineYcient to squander space
withinOlmstead’s urban jewel on activities that can be pursued elsewhere.Or itmay be
because the Conservancy’s managers—like the Conservancy’s major donors, and
perhaps unlike many other New Yorkers—place a higher value on strolling along
manicured paths than on playing ball. This is not a disagreement about the most
eVective means to reach consensual ends—such as whether low-fat or low-carb is the
better watchword for lowering weight—but a disjuncture in underlying preferences.
The central task for government oYcials attempting to create public value through

collaborative arrangements is to maximize the eYciency gains of production discre-
tion, net of the losses associated with payoV and preference discretion. Figure 24.3
oVers a graphic illustration of this task. In Fig. 24.3, the value gained through
collaboration (relative to direct production or discretion-free contracting) rises as
private players are granted more production discretion. That discretion is exercised
by choosing superior means for reaching a particular point, or by achieving produc-
tion points unavailable to government acting on its own or through agents bound by
tight contractual speciWcations. The gains of production discretion Xatten out as the
potential of agents’ productive and informational superiority is progressively
exhausted. At that point, E—as discretion expands into areas where agents are less
deft and worse informed than government—payoVs begin to diminish.
BeneWcial production discretion, alas, generally brings with it undesirable payoV

and preference discretion. To simplify, we illustrate solely with the losses from payoV

x*

E 

Benefits 

Production Discretion

A

•

Fig. 24.3. BeneWts of production discretion
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discretion. Losses from preference discretion (when scaled to represent net depar-
tures from government’s preferred position) would be additive. The ratio between
production and payoV discretion is by no means a constant. Figure 24.4 shows two
diVerent trajectories of the relationship between these two types of discretion. Some
payoV discretion is unavoidable, as shown by the vertical interecepts of the produc-
tion possibility curves. Curve I illustrates a situation in which relatively little add-
itional payoV discretion is incurred at the early stages of the range. The balance
becomes somewhat worse as government continues to loosen constraints on private
collaborators. Curve II illustrates a less fortunate marginal relationship between
production and payoV discretion; it rises more steeply than does curve I.

Figure 24.4 might be thought of as illustrating two diVerent arenas of collaborative
governance, one with an inherently favorable relationship between good and bad
discretion and the other a more troublesome entanglement. Curve I might illustrate
an ‘‘adopt a highway’’ program inwhich local businesses take responsibility for clearing
litter from a stretch of road in exchange for signs that publicize their civic-mindedness
(as well as their donuts or pet-care services.) Curve II might depict an on-the-job
training program inwhich rightward movement corresponds to weakening restrictions
on employers’ discretion to choose which workers to train, in which skills, and by what
means. In the one case, the nature of the task presents private agents with limited
opportunities to expropriate payoVs or insinuate preferences as they are given progres-
sively more production discretion. In the other case, such temptations are pervasive.

Alternatively, and just as validly, Curves I and II can be thought of as referring to
the same collaboration, but with more- and less-sophisticated governmental eVorts
to structure and manage the relationship. Curve II, in this version, would represent a
feebly designed adopt-a-highway or on-the-job training program. Curve I would
represent the same endeavor, but with more astute measures to harvest the gains
while avoiding the losses that come with private discretion. In the highway case, for

I 

x*

Payoff
Discretion  

Production Discretion

B

II 

y* •

Fig. 24.4. PayoV discretion as a function of production discretion
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example, signs identifying benefactors might be smaller but more frequent to solidify
the link between a company’s image and the condition of a given stretch of roadway.
In the training case, government might gauge the outcomes of employers’ discretion
by measuring trainees’ before-and-after test scores or hourly earnings.
Figure 24.4 showed how payoV discretion rises with the level of production

discretion. Figure 24.5 shows how much this costs. The value lost through payoV
discretion grows as government loosens the reins, with the rate of loss accelerating as
government exercises less control over collaborators’ ability to claim larger payoVs or
substitute their preferences for the public’s.
The optimum is derived from the three functions represented on Figs. 24.3, 24.4, and

24.5. It is found at x*, implying that payoV discretion will be at y*, and that the
program will operate at points A, B, and C. The technically minded reader will note
that the marginal beneWt (MB) of greater production discretion, the slope at A in Fig.
24.3,just equals the marginal cost (MC). The latter is the product of the slopes at points
B and C in Figs. 24.4 and 24.5. That product represents the increase in payoV discretion
from a unit increase in production discretion times the marginal cost of that increase.
In general, we would also expect preference discretion to enter the picture, and its

level will be positively related to production discretion. The eYciency condition
would then be:

MB of production discr. ¼ MC of payoV discr. þ MC of preference discr.

As these illustrations hint, the outcomes for the public of collaborative governance
can range from spectacular to calamitous, depending on government oYcials’
ability to determine when collaboration is a promising approach; to judge how much
discretion to cede to private agents; and to Wne-tune the terms of the collaboration
to maximize the beneWts less the costs associated with shared discretion.

Costs 

Payoff Discretion 

y*

C

•

Fig. 24.5. Costs of payoV discretion
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8. Collaborative Governance and
Government’s Analytical Imperatives

.......................................................................................................................................................................................

Not only is the orchestration of collaborative governance a challenge of a high order,
but it is also a fundamentally diVerent sort of challenge from those posed by
managing bureaucracies, and distinct as well from writing and monitoring clear-
cut contracts. To fulWll the functions that we rather casually summarize in the
preceding paragraph, government oYcials must:

. gauge the expected eYciency diVerential between direct government perform-
ance and delegation to the private sector of a particular function;

. evaluate the net public beneWts of diVerent levels and variants of an under-
taking;

. estimate the probable balance between value gained and value lost for each
increment of private discretion, in order to judge how fully speciWed the terms
of a delegated task should be;

. appreciate the objectives, constraints, and internal dynamics of potential
collaborators in suYcient detail to predict the gains from production discre-
tion and the degree and nature of risks associated with payoV and preference
discretion;

. discriminate among potential collaborators according to how they are likely to
employ any discretion granted, and how likely they are to comply with
measures to curb their discretion;

. structure, implement, and uphold a regime of rules that loosely constrain
productive discretion and tightly constrain payoV and preference discretion;

. alter the terms of the collaboration as public priorities change or new evidence
comes to light;

. and do all of this even when, as will frequently be the case, the private parties in
a collaboration outmatch the public parties in resources, political inXuence,
and popular esteem.

We do not mean to imply that government must be conWdent of performing all of
these tasks with uniform perfection before contemplating collaborative arrange-
ments. The parallel requirements of public management for direct governmental
action, after all, are seldom realized in full. We conclude with three observations
relevant to our prospects for collecting the beneWts while avoiding the risks of
collaborative governance.

First, the growing practical importance of collaborative governance has out-
stripped our capacity to understand, categorize, make predictions about, and pre-
scribe improvements to such arrangements. Our analytical apparatus—anchored in
traditional, more crisply deWned concepts such as market failure and public goods—
lags behind practitioners’ exuberant improvisation. This intellectual lag has ample
precedent; governments were improvising policies to enhance public welfare, for
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example, before welfare economics was invented to steer such eVorts. With the
recognition of this new category of collective action, scholars once again have their
work cut out for them.
Second, orchestrating collaborative arrangements calls upon skills that

are frequently found among corporate executives, venture capitalists, or senior
consultants, but less so among front-line public managers. We are not currently
accustomed to selecting, compensating, or evaluating government workers on the
basis of such competencies. The requisite skill set, we emphasize, is predominantly
analytical. The functions described above have relatively little to do with classic
public administration and a great deal to do with economics, institutional analysis,
game theory, decision analysis, and other relatively advanced tools for predicting and
inXuencing outcomes. The need for analytical sophistication, moreover, extends
quite deeply into government. It applies at the level of implementation (not just
policy making) and continuously (not just at the start of an initiative). When the
menu of implementation models was short and simple, government could get by
with a small pool of analytical talent near the top. Collaborative governance con-
fronts the public sector with diVerent analytical imperatives—Wne-grained, ongoing,
distributed deeply through government—for which we are not yet ready.
Finally, although there are major gaps in the data, it seems inescapable that

collaborative governance is an increasingly consequential category of collective
action wherever there is a public entity robust enough to hold up government’s
side. Our empirical references have been anchored on the United States, with which
we are most familiar, but parallel developments appear to be under way in nearly all
OECD countries and in many developing and transitional nations as well. As
demands for the creation of public value outpace governments’ capacity to deliver
it unaided—in health care, education, environmental preservation, employment and
social welfare, and even security—the collaborative impulse intensiWes. This form of
governance (though it entails undeniable risks) promises great beneWts, on balance,
when employed advisedly and managed adroitly. This presents scholars and practi-
tioners with an urgent agenda—to develop analytical frameworks and management
tradecraft that can bolster the beneWts and curb the costs of the collaborative
approach to governance.
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john quiggin

1. Introduction
.......................................................................................................................................................................................

Economics is commonly described as ‘‘the science of allocating scarce resources.’’ By
contrast, a popular description of politics is ‘‘the art of the possible.’’ Both of these
descriptions refer to the same central feature of human existence: our wants generally
exceed our capacity to satisfy them. However, economic and political approaches to
the problem of scarcity are quite diVerent.

In the standard mainstream economic view, the problem of allocating limited
resources has a well-deWned optimal solution, for any given initial allocation of
property rights. Moreover, this solution can be achieved, or at least approximated,
by allowing individuals to trade freely in markets, perhaps with the assistance of
governments to correct a variety of market ‘‘failures’’ or ‘‘imperfections.’’

The political view, and particularly the ‘‘pragmatic’’ view associated with the
characterization of politics as the art of the possible, is rather diVerent. The gap
between wants and resources is expressed in the form of demands on governments.
The political problem is that of achieving ‘‘bargained consensus,’’ at least among
those groups with a capacity to obstruct or veto an agreement. The art of the

* I thank Nancy Wallace, Bob Goodin, and Mick Moran for helpful comments and criticism. This
research was supported by an Australian Research Council Federation Fellowship.



politician consists partly in leading parties from initially disparate positions to
sustainable compromise, and partly in Wnding policy innovations that permit the
achievement of seemingly irreconcilable goals.
In the practice of this art, the ambiguity of the term ‘‘possible’’ is crucial. On the

one hand, it refers to limitations in a manner similar to that of the economist. There
is a bounded set of possibilities, and the problem is to choose between them. On the
other hand, there is a deep-seated notion of limitless possibility, that if we only set
our minds to it, we can achieve anything.
One way in which the conXict between the two views may be usefully examined is

by considering economic constraints on public policy. Constraints play a central role
in economic thought: the problem of how best to allocate scarce resources is
commonly represented, in mathematical terms, as one of maximizing an objective
function subject to one or more resource constraints. This approach is not always
congenial to political practitioners, who frequently suggest that alleged constraints
are being used to promote the adoption of particular policies on the grounds that
‘‘there is no alternative.’’
In this chapter, a variety of perspectives on the role of economic constraints

are considered. First, the relationship between economic constraints and account-
ing identities, such as those derived from government budgets and national accounts,
is examined. The relationship between budget balance constraints and external
balance constraints is considered with reference to notions of ‘‘crowding out’’ and
‘‘twin deWcits.’’ The idea that globalization has tightened the constraints on govern-
ments is critically assessed and found to be largely baseless. Second, the dual
relationship between constraints and trade-oVs is considered. The presence of
a constraint implies a trade-oV and vice versa. This relationship provides the
basis for a consideration of how public policy can respond to constraints and
trade-oVs.

2. Identities and Constraints
.......................................................................................................................................................................................

An important set of constraints on public policy arise from a range of economic and
accounting identities.

2.1 The Budget Balance Constraint

To take a simple example, a government’s budget balance is the diVerence between
revenue (mainly from taxation) and public expenditure, being a surplus if this is
positive, and a deWcit if (as is more common) this is negative.
Surveys of public opinion commonly show that majorities of respondents support

increases in public expenditure, reductions in taxation, and improvements in the
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budget balance.1 Politicians therefore have incentives to support all three, but they
are not mutually consistent.

A variety of accounting devices, such as the treatment of the proceeds of asset sales
as if they were current income, may be and have been used to provide the appearance
of stable budget balance even while expenditure is rising and revenue is declining.
Such expedients are inevitably doomed to failure in the long run.

In the long term, the budget balance constraint is simpler: appropriately meas-
ured, government consumption and payments of beneWts must equal government
income. Borrowing allows higher consumption in the present at the expense of lower
consumption or higher taxes in the future, but the requirement for long-run balance
cannot be avoided.

A number of issues arise here. The Wrst is that, given a positive real rate of interest,
a given amount of consumption or income now can be traded for a larger amount in
the future. This means that, to compare streams of consumption and income, it is
necessary to convert them to a present value using standard discounting procedures.

The second issue, which follows logically from the Wrst, is that in evaluating budget
balances, it is necessary to focus on current consumption and current income,
excluding capital transactions and the associated Xows of interest payments, of
which the most important are interest payments on public debt. These payments
are taken into account in present value calculations, and treating them as part of
current debt would lead to double counting.

A third, and much trickier issue concerns the treatment of risk. In general, a risky
stream of income is less valuable than a riskless stream with the same expected value,
and this fact needs to be taken into account in evaluating budget constraints. This
problem raises complexities that are beyond the scope of this chapter, but are
addressed in Quiggin (2004).

Next, it is important to consider ways in which it might seem possible to avoid the
long-run balanced budget constraint. Historically, the most popular strategy has
been the use of the government’s capacity to create money by resort to the printing
press (or in the days of metallic money, through debasement of coinage). Although
the relationship is neither instant nor automatic, this method of Wnance invariably
leads to inXation.2 InXation reduces the value of existing holdings of money, and also
of outstanding obligations such as government bonds, and is therefore best seen as a
tax on holders of such assets. Over the long run, beneWts from taxing bondholders
through inXation are cancelled out by compensating increases in nominal interest
rates, so the only real beneWt is that derived directly from the issuance of money. The
resulting revenue is called seignorage.

1 This does not necessarily mean that individual respondents are acting inconsistently. Suppose for
example, that one-third of respondents favour lower taxes and improved budget balance, one-third
favour higher expenditure and improved budget balance, and one-third favour lower taxes and higher
public expenditure. Then there is a majority in favour of all three proposals, even though no individual
supports all three.

2 In fact, some economists use the term ‘‘inXation’’ to refer to expansion of the monetary base, rather
than to the ensuing increase in the general price level. This is the interpretation that Wts most naturally
with the ordinary meaning of the term.
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If inXation is regarded as a tax, it is evident that the availability of this option does
not lead to any relaxation of the balanced budget constraint. Considered as a source
of revenue, inXation taxes may be compared with other taxes to determine what rate
of inXation is socially optimal. The general consensus of economic opinion at present
is that modest, but positive rates of inXation, of around 1 to 2 per cent annually, are
optimal. The resulting seignorage amounts to around 0.5 per cent of GDP for the
United States (much of this associated with oVshore holdings of dollars) and less for
other developed countries. This is small in relation to other sources of revenue such
as income and sales taxes and can therefore be disregarded for most purposes.
A second strategy aimed at avoiding the balanced budget constraint is the sale of

assets, most notably through the privatization of government business enterprises.
This expedient was particularly popular in the 1980s and 1990s. Although there has
been a variety of arguments put forward in support of privatization, one of the most
consistent themes in the case for privatization has been the claim that the sale of
public assets can reduce government debt without the need for higher taxes or lower
public spending.
This claim is fallacious. Selling an income-earning asset such as a government

business enterprise means forgoing the stream of earnings generated by that asset.
Selling a service-generating asset such as a publicly owned building means that it is
necessary to pay for, or do without, the services that the asset previously generated. If
the asset has the same value in private and public ownership, the revenue realized by
selling it will be equal to the present value of the income and services generated by the
asset. In this case, the budget balance constraint is unaVected by asset sales. This fact
is recognized in the accrual accounting systems now in use in many jurisdictions.
However, under the cash accounting systems used until the 1990s, the proceeds of
asset sales were treated as if they were current income.
Asset sales produce a net beneWt if the proceeds from the sale are greater than the

value of the asset in continued public ownership. It makes sense, therefore, for
governments to manage their assets actively, and dispose of unused assets. A com-
mon example is the sale of land acquired for some public purpose that is no longer
relevant.
On the other hand, if assets are sold for less than their value in continued public

ownership, a net loss results. Most privatizations undertaken in developed countries
have produced a net loss of this kind. The privatization of British Telecom set the
pattern. Half of this enterprise was sold at a price equivalent to only two years’
earnings. Subsequent privatizations have produced smaller losses in most cases, but
the general pattern of losses has not changed. As a result, some advocates of
privatization have revised their views (Nellis 1999).
The British experience is instructive. The Thatcher government sold assets and

used the proceeds to cut taxes substantially, while making only modest cuts in
aggregate public expenditure. Under the cash accounting system the asset sales
allowed the government to record a surplus. By the early 1990s, however, with the
tax cuts still in place and with no more assets left to sell, the surpluses turned into
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large deWcits, exacerbated by the economic downturn beginning in 1990. By 1993–4,
the deWcit approached nearly 8 per cent of GDP. The resulting increase in debt
implied a requirement for higher taxes and lower public expenditure to cover interest
payments.

If in an appropriate sense, budgets must balance in the long run, it is natural to
consider a requirement that governments should maintain balanced budgets at all
times, at least on an annual basis. Such requirements have been adopted by many
governments, either as a constitutional or legislative constraint, or as a matter of
policy. There are, however, strong arguments against a requirement for annual
balanced budgets.

In the absence of speciWc policy changes, tax revenue will decline during recessions
and public expenditure (for example on unemployment beneWts) will rise. The shift
in the budget balance partly oVsets the decline in national income during a recession,
helping to reduce the impact on aggregate (public and private) consumption. This
automatic stabilizing eVect reduces the severity of recessions.

In addition to these direct eVects, Keynesian models of the economy imply that
there is a second-round eVect arising from the stimulus to private demand generated
by public sector payments. Hence, Keynesians usually favour additional discretionary
Wscal policies to stimulate demand during recessions.

Although highly successful in the decades immediately following the Second
World War, Keynesian Wscal policies have had mixed success since then. Critics of
Keynesian economics generally prefer rule-based approaches in which tax rates and
policy programs are Wxed so as to maintain budget balance over the course of the
economic cycle. Even without discretionary intervention, however, a rule-based
approach implies that the budget will not be balanced on an annual basis.

The most appropriate interpretation of this constraint is a version of what has
been referred to as the ‘‘golden rule,’’ namely that, over the course of the economic
cycle the net worth of the public sector, expressed as a proportion of GDP, should
remain constant.

2.2 The External Balance Constraint

The second major constraint with which policy makers have to deal relates to
external balance, that is, to international Xows of goods, services, and capital.
National accounts incorporate identities relating to external balance, and these
constraints correspond to constraints on economic policy.

The most important identity is that the balance of payments on current account
(the diVerence between the values of exports and imports of goods and services plus
the diVerence between outgoing and incoming Xows of income payments) is equal
and opposite to the balance of the capital account (the diVerence between outgoing
and incoming Xows of capital in the form of debt and equity investment). So, for
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example, a country like the United States, which consistently has a deWcit on the
current account, must by deWnition have a surplus on the capital account. It follows
that the simplistic assumption that deWcits are invariably bad and surpluses invari-
ably good is self-contradictory; each surplus has its corresponding deWcit.3
Just as with government budgets, the accounting identities imply a long-run

constraint that, appropriately measured, imports and exportsmust balance. Although
the long-term external balance constraint cannot be avoided, the force with which it
bears on national governments varies greatly depending on the settings of policy.

2.3 The Twin DeWcits and Crowding Out

The budget balance and the external balance, combine with the consumption and
investment of the private sector to form the national income identity:

Income ¼ Consumption þ Investment þ Govt spending þ Exports # Imports

Again, it is important to emphasize that this is an identity, true by virtue of the
deWnitions of the terms, and not because of any particular economic theory. This
identity can be rearranged in various ways. The most useful involves taking taxation
revenue into account as a transfer from households to governments. Rearranging, it
is then possible to show that the government budget deWcit must be equal to the sum
of Imports # Exports (the trade deWcit) and Private Saving (after-tax income less
consumption) # Investment. When a government increases spending or cuts taxes,
leading to a higher budget deWcit, one or other of these must change as well since the
accounts must balance.
The ‘‘twin deWcits’’ hypothesis is that the adjustment will take the form of more

borrowing from abroad, that is, an increase in the capital account surplus and,
therefore, the current account deWcit. Hence the budget deWcit and the current
account deWcit are ‘‘twins.’’ This hypothesis seems to Wt the data on some occasions,
such as Australia and the United States in the 1980s, but there are some obvious
exceptions. In the late 1990s, the US budget went from deWcit to surplus, but the
current account kept on increasing.
An alternative view is that balances of trade in goods and services, and on the

current account, are determined mainly by factors speciWc to the traded goods sector.
If this is the case, then increases in the government budget deWcit must be matched,
in equilibrium, by increases in private saving. We can write:

Saving ¼ Income # Tax # Consumption # Investment

If taxes are assumed to be set by government, an increase in savings can be realized by
changes in any of the other three variables. Views about the desirability or otherwise
of budget deWcits depend in part on which variable is seen as likely to adjust.

3 Because the measures of international Xows are imperfect, the accounts do not, in general, balance
automatically and must be reconciled by the inclusion of a ‘‘statistical discrepancy.’’
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The most pessimistic view, called ‘‘crowding out,’’ is that investment will decline as
private savings are used to fund the budget deWcit.4 The neutral position, called
Ricardian equivalence, is that consumption will adjust. In this story, people realize
that the budget deWcit will imply higher taxes in future, and increase saving now. Few
economists Wnd this story plausible, although it is consistent with an extreme version
of the rationality postulate commonly adopted by economists. The optimistic pos-
ition is that income will increase, partly oVsetting the original increase in the budget
deWcit as tax revenue rises and also allowing for higher private savings.

There are two reasons why the optimistic position may be justiWed. The Wrst is
derived from Keynesian macroeconomics and the other from ‘‘supply-side’’ micro-
economic theories.

The Keynesian argument for deWcits, discussed above, assumes that there are lots
of unemployed workers, idle factories, and so on. The extra demand produced by tax
cuts or government spending is met by hiring more workers and reopening factories,
which in turn stimulates ‘‘multiplier’’ eVects. In a very simplistic model, sometimes
referred to as the ‘‘pump-priming’’ model, the growth is suYcient to wipe out the
original increase in the budget deWcit.

Most economists are Keynesian in the short run, but believe some mixture of
crowding out and twin deWcit models applies in the long run. As already discussed,
this suggests the ideal policy called the ‘‘golden rule,’’ namely, running deWcits during
recessions and surpluses during booms so as to achieve budget balance over the
course of the cycle.

The ‘‘supply-side’’ argument based on the (in)famous LaVer curve applies only to
cuts in taxes. It’s claimed that the extra incentives provided by the tax cuts will
stimulate more work eVort, higher investment, and so on, thereby raising income
and in the extreme case, wiping out the original increase in the budget deWcit, as in
the ‘‘pump-priming’’ story. Few serious economists accept this strong claim. Evi-
dence on whether there is any relationship between tax rates and growth in national
income is mixed, but there is a broad consensus that it is unwise to rely on incentive
eVects when projecting the likely consequences of tax cuts.

2.4 Globalization and Constraints on Public Policy

It is commonly supposed that ‘‘globalization’’ has tightened the constraints on public
policy, and particularly on economic policy. This idea has two parts. The Wrst is that
globalization and, in particular, the massive growth in international Xows of capital
observed over the past three decades is the inevitable outcome of technological
change, and particularly of the striking innovations in computing and telecommu-
nications that have taken place in recent years.

4 As the argument above shows, the twin deWcits hypothesis and the crowding out hypothesis are
logically contradictory. Nevertheless some critics of budget deWcits have pushed both theories, and some
have managed to believe both simultaneously.
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However, recent improvements in communications are merely a continuation of a
long-standing trend. For most of the twentieth century, the cost of telecommunica-
tions services has declined at a real rate of 4 to 5 per cent per year. For long-distance
services the decline has been even more rapid—around 10 per cent per year. Over a
period of 100 years, the compound eVect yields a reduction in costs by a factor of 1
million or more.
As far as long-term Wnancial transactions are concerned, however, the innov-

ations of the twentieth century are not particularly important. An order to buy or
sell assets worth billions of dollars can be transmitted just as eVectively in a Wfteen-
word telegram as in a Wfteen-minute telephone conversation, even though the
bandwidth requirements diVer by a factor of 1 million. Instantaneous communica-
tions within and between developed countries have been available since the nine-
teenth century.
Computers and telecommunications have permitted an increase in the complexity

of Wnancial transactions and in the volume of short-term capital Xows. The increase
in the ratio of the volume of Wnancial transactions to the volume of real transactions
has been widely noted with respect to international markets. It is important to
observe, however, that a similarly massive increase in Wnancial ‘‘churning’’ has
taken place in domestic Wnancial markets, such as stock markets.
Communications technology has been improving steadily for the last 150 years.

International capital Xows have shown nothing like the same steady growth. At least
in relation to long-term capital Xows, global capital markets were about as integrated
in the late nineteenth century as in the late twentieth. Capital markets were radically
disrupted by war and depression in the Wrst half of the twentieth century. The
Bretton Woods system that prevailed from 1945 to the early 1970s involved tight
restrictions on capital Xows, which were seen as disruptive and a threat to macro-
economic policies aimed at maintaining full employment.
It was only with the breakdown of the Bretton Woods system and the associated

Keynesian macroeconomic policies that barriers to international capital Xows were
removed, and the massive growth of the late twentieth century began. While devel-
opments in capital markets, such as the growth of the oVshore ‘‘eurodollar’’ market,
helped to undermine the Bretton Woods system, the critical problem was the failure
of domestic macroeconomic policies to respond adequately to ‘‘stagXation,’’ the
combination of high unemployment and high inXation.
The idea of globalization as a constraint on policy options has been popularized by

Friedman’s (1999) colourful metaphor of the ‘‘Golden Straightjacket.’’ To Wt into the
Golden Straitjacket, a country must adopt the following (rather redundantly ex-
pressed) golden rules:

. making the private sector the primary engine of its economic growth;

. maintaining a low rate of inXation and price stability;

. shrinking the size of its state bureaucracy;

. maintaining as close to a balanced budget as possible, if not a surplus;

. eliminating and lowering tariVs;
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. getting rid of quotas and domestic monopolies;

. increasing exports;

. privatizing state-owned industries and utilities;

. deregulating capital markets and the domestic economy;

. opening banking and telecommunications to private ownership and compe-
tition; and

. allowing citizens to choose from an array of competing pension options.

This set of rules has also been referred to as the ‘‘Washington Consensus.’’ This
term, coined by Williamson (1990), refers to the advocacy of these policies by the
World Bank, International Monetary Fund, and US Treasury, all of which are
located in Washington, DC. The policies formed the basis of the conditions
imposed on developing countries seeking assistance in dealing with the global
debt crisis of the 1980s. The successful resolution of this crisis (at least in most
middle-income developing countries) helped to create the consensus described by
Williamson, which was particularly strong in the early 1990s.

In many accounts the question of whether the policies of the Washington Con-
sensus are actually beneWcial is, strictly speaking, irrelevant, since there is no alter-
native option. This is the point of the ‘‘straitjacket’’ part of Friedman’s metaphor.
Like other proponents of globalization, Friedman argues that governments must
adopt the policy agenda of the Washington Consensus or face the wrath of the
‘‘Electronic Herd’’ of global Wnancial traders. The only alternative is to create a
closed society like that of North Korea.

There is little evidence to supportFriedman’s claims. It is true thatpoliciesof thekind
listed above have been widely adopted in the past twenty-Wve years, but this is more a
reXectionofchanging ideas thanof theconstraints imposedbyglobalWnancialmarkets.
Britain and theUnited States implementedmuch of the policy agenda described above
in the 1980s, under theThatcher government andReagan. European governments have
beenmuchslower to followsuit.Thathasnotprevented foreignexchangemarkets from
bidding the euro up to unprecedently high levels against the US dollar.

Moreover, contrary to what might be expected from Friedman’s arguments, the
correlation between exposure to global trade and the ratio of government expend-
iture to GDP is positive, not negative. European countries have high ratios of trade to
national product, and large government sectors. The United States and Japan have
relatively small governments and relatively small exposure to trade. This may be
coincidence or it may reXect a demand for government intervention to compensate
for exposure to external shocks. Either way, it is inconsistent with the idea that
globalization necessitates small government.

The actual relationship is more complex and interesting. In macroeconomic
terms, the choices available to governments can be described in terms of the
‘‘impossible trinity.’’ A government cannot simultaneously pursue an independent
macroeconomic policy, maintain a Wxed exchange rate, and allow free international
capital movements. The analysis of the problem was Wrst undertaken by Mundell
(1963), though the origins of the phrase ‘‘impossible trinity’’ remain obscure.
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Over the last century, governments have responded to this trilemma in
very diVerent ways. The economy of the nineteenth century, like that of the late
twentieth century, was one of unrestricted capital Xows, and tight constraints on
government policies. As noted above, a radically diVerent system was adopted in
1945. The Bretton Woods system relied on Wxed exchange rates and restrictions on
international capital Xows. With these restrictions in place, the main policy instru-
ment used to stabilize the economy, avoiding recessions and excessive booms, was
Wscal policy. In periods of depressed activity, governments stimulated demand
by cutting taxes and increasing public expenditure. The opposite measures were
used to restrain potentially inXationary booms. Monetary policy played a subordin-
ate role.
The abandonment of controls on capital Xows and the shift to Xoating exchange

rates in the 1970s had mixed eVects on the scope for Wscal and monetary policy. As
the impossible trinity argument shows, with no controls on capital Xows, govern-
ments can adopt an independent monetary policy only if they are prepared to
abandon any control over the exchange rate.
Few governments or central banks have been willing to disregard the exchange

rate, often seen as an indicator of national economic worth, but Australian experi-
ence suggests that this is probably the optimal response. The willingness of the
Reserve Bank to accept a sustained depreciation in the value of the Australian dollar,
rather than raising interest rates to support the currency, was the main reason why
Australia, unlike New Zealand, suVered little or no adverse eVect from the Asian
crisis in 1998. Similarly, Britain’s forced exit from the European Monetary System in
1992, following the speculative attack on the pound by George Soros and others, is
generally regarded, in retrospect, as highly beneWcial.
The impact of globalization on the scope for Wscal policy is complex and, in some

respects, paradoxical. In some important respects, the removal of controls on capital
Xows makes it easier for governments to adopt a Xexible Wscal policy. In a closed
economy, attempts to stimulate economic activity through tax cuts or higher public
spending, Wnanced by the issue of government bonds, tend to raise interest rates and
may therefore ‘‘crowd out’’ private investment (including the purchase of homes and
consumer durables).
By contrast, in the absence of controls on international movements of capital,

interest rates are set on world markets. Provided that budget deWcits are not so large
or sustained as to raise concerns that governments may repudiate their debt or resort
to inXationary Wnancing, budget deWcits have no direct eVect on interest rates.
The main problem with globalization is not that it imposes tight constraints on

governments, but that it makes national economies vulnerable to sudden shifts in
sentiment. Until 1997, for example, Asian economies were seen as miraculously good
performers, in spite of well-known deviations from standard Western investment
practices in favour of relationships based on personal connections. Before 1997, the
relationship-based approach was generally referred to in favourable terms, but it has
subsequently become known as ‘‘crony capitalism.’’ When relatively minor economic
diYculties emerged in Thailand, there was a sudden panic and investors sought to
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pull funds not only out of Thailand, but out of all the major economies in Southeast
Asia (as well as Korea and Taiwan).

One of the few Southeast Asian economies to emerge relatively unscathed from
this process was that of Malaysia. Following the logic of the impossible trinity,
Malaysian Prime Minister Mahathir imposed temporary controls on capital move-
ments, thereby permitting the maintenance of the exchange rate for the Malaysian
ringgit and the pursuit of an independent (in this context, non-contractionary)
monetary policy.

An even more clear-cut example was that of Argentina. Following the international
debt crisis of the 1980s, Argentina was the leader among South American countries in
adopting the policies of theWashington Consensus. To demonstrate its unwillingness
to pursue an independent monetary policy, with the associated potential for irre-
sponsibly inXationary policy, the Argentine government handed over control of
monetary policy to a currency board, whichwas required tomaintain a Wxed exchange
rate with theUS dollar, regardless of the impact on the domestic economy. All controls
on capital Xows were lifted, and public assets were privatized on a large scale.

The result was rapid capital inXow which permitted the government to run large
budget deWcits, partly disguised by the use of privatization proceeds to fund current
expenditure. Laudatory articles about the success of the Argentine experiment with
currency boards were still appearing in the Wnancial press in 2001, when sentiment
suddenly shifted.

In November 2001, there was a run on the Argentine peso and the government fell,
as did a string of successors. In 2002, Eduardo Duhalde became Argentina’s Wfth
president in two weeks. Convertibility of the peso was suspended and banks were
closed, leading to widespread economic distress. Output fell by as much as 20 per
cent, comparable to the Great Depression. Stability was restored only with the
election, in 2003, of the Kirchner administration, which repudiated both the
Washington Consensus and most of the debts incurred by its predecessors.

In both the Asian and Argentine cases, there was no obvious trigger for the crisis
and even in retrospect, it is not clear which events were crucial. In a globalized
economy, governments face vaguely deWned constraints, but the penalty for violating
those constraints, usually unwittingly, can be very severe.

3. Constraints and Trade-offs
.......................................................................................................................................................................................

One of the crucial ideas in economics is the duality between quantities and prices.
One manifestation of this duality is the fact that a quantitative constraint, such as a
budget constraint, can be expressed in relative price terms as a trade-oV between the
goods that are subject to the constraint.

The simplest example is a household’s budget constraint. The fact that the
household’s expenditure must equal its income (net of saving or borrowing)
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means that there is a trade-oV between any two items of consumption, given by their
relative market prices. The example can be taken further when we consider the
possibility of varying hours of work. There is a trade-oV between leisure and items
of consumption, given by the marginal post-tax wage rate and the price of the
consumption items.
Constraints on government policy can similarly be expressed in terms of trade-

oVs. In all its various forms, the long-term balanced budget constraint means that
higher spending and lower taxes today must be traded oV against lower spending and
higher taxes in the future. Within each period, there is a trade-oV between taxes and
public expenditure.
Unlike household budget constraints, policy constraints are non-linear; that is, the

associated prices are not Wxed. The higher the ratio of taxation revenue to GDP,
the greater the marginal cost in terms of economic disincentives, taxpayer non-
compliance, and political resistance.

3.1 Dealing with Constraints and Trade-oVs

If a policy issue is considered in terms of a constraint, and an associated trade-oV,
three questions naturally arise. First, is the constraint binding, or is it possible to do
more of everything? Second, how costly is it to relax the constraint? Third, given a
binding constraint, what is the optimal trade-oV ?
Consider, for example, the problem of determining government expenditure,

subject to a balanced budget constraint. To determine whether the constraint is
binding, it is obviously necessary to measure the budget balance appropriately, as
has been discussed above. It is also necessary to look for policy options that may
allow for more spending on all objectives, without violating the constraint.
On the revenue side, a tax reform that increased the eYciency with which taxes are

collected might allow for an increase in revenue with no increase in the eVective
burden of taxation. The replacement of retail turnover taxes by value-added taxes is
commonly regarded as such a reform.
On the expenditure side, reorganization of government activities may eliminate

duplication and waste, allowing provision of more services for the same cost. Of
course, it is much easier for politicians to promise to cut duplication and waste than
to actually do so.
A movement of the kind discussed above is referred to by economists as a potential

Pareto improvement, since, assuming the extra resources are allocated appropriately, at
least some people can be made better oVwhile no one is made worse oV. Examples of
potential Pareto improvements are rare, and actual Pareto improvements even rarer.
A binding constraint is associated with a ‘‘shadow price,’’ which corresponds to

the cost of relaxing the constraint. In the case of the budget constraint on govern-
ment expenditure the shadow price is the cost (economic, political, and social) of
increasing tax revenue. From the Second World War to the 1970s, this shadow
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price was low enough to permit a gradual increase in the ratio of public expenditure
to national income, with a corresponding increase in tax revenue. The ‘‘Tax Revolts’’
of the late 1970s brought this growth to an end but did not, in most countries,
reverse it.

Finally, given a Wxed constraint, it is necessary to choose the best available
allocation of resources, given the trade-oVs imposed by that constraint. There are a
variety of institutional approaches to this problem. Businesses, including commer-
cialized government businesses, use market prices as the basis for determining trade-
oVs, since this is the approach that maximizes proWts. Governments can inXuence
these trade-oVs through taxes, subsidies, and community service obligations.

In many cases, market prices are not an appropriate guide to public policy. The
techniques of beneWt–cost analysis provide a formal basis for making trade-oVs in
such cases. Using beneWt–cost analysis, seemingly disparate kinds of beneWts and
costs can be reduced to common terms (usually present-day money terms) for the
purpose of making trade-oVs between them.

The beneWts of diVerent health care for example, can be converted into the
common currency of quality-adjusted life years (QALYs), and then compared against
alternative life-saving interventions, such as improvements in road safety. These can
then be traded oV against alternative uses of public funds, giving rise to implicit
values for QALYs and ‘‘statistical lives’’ (typical values are $100,000/QALY and $5
million/life). Loomes and McKenzie (1989) give a good survey of the QALY method
and its competitors.

The most ambitious version of beneWt–cost analysis, the ‘‘total valuation’’ frame-
work (Randall and Stoll 1983), asserts that all social values can be reduced to
aggregates of individual willingness to pay for beneWts and willingness to accept
costs. This assertion seems to assume a population made up entirely of classical
utilitarians, however.

In practice, most political actors have conceded some role for beneWt–cost analy-
sis, but hardly any have accepted its more ambitious claims, let alone those of the
‘‘total valuation’’ school. In the real world, trade-oVs are, inevitably, a mixture of
economically based attempts at the scientiWc allocation of scarce resources and
political exercises in the art of the possible.
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c h a p t e r 2 6
...................................................................................................................................................

POLITICAL FEASIBILITY:
INTERESTS AND POWER
...................................................................................................................................................

william a. galston

My topic is political feasibility, understood both in its general sense and more
particularly, as shaped by the interests of individuals within a society and the
distribution of power among them. I divide my discussion into four sections: some
broad reXections on the concept of political feasibility; a historical/analytical exam-
ination of shifting conceptions of power; a exploration of the role of organized
interests within the institutional and cultural context of US politics; and Wnally, a
glance at the collapse of President Clinton’s proposal for universal heath care—as a
case study of the boundaries of the possible.

1. Political Feasibility: General
Comments

.......................................................................................................................................................................................

I begin with some broad observations on the concept of political feasibility. To begin:
this concept is nested within some broader ideas of possibility, some of which are
outside the domain of politics. For example, if a policy proposal is logically or
mathematically impossible (as many covertly are), then it cannot be politically
feasible. Similarly infeasible are policies that contradict well-established natural
scientiWc laws—the bizarre episode of Lysenkoist agriculture during Stalin’s regime,
for example. Nor can an option pass the test of political feasibility if it violates key
Wndings from other social sciences such as economics or psychology.



Human nature as expressed through motives for action provides another core
constraint on political feasibility. As the history of the twentieth century demon-
strated, there are limits to human malleability. The eVort to produce the ‘‘new Soviet
man’’ ran aground, as did Maoist cultural revolutions in China, Cambodia, and
elsewhere. While many individuals are capable of devotion to their fellow citizens
and to the common good some of the time, and a few are capable of that behavior
most of the time, any political program predicated on the belief that most citizens are
capable of it most of the time is bound to run aground.
The refusal to assume pervasive altruism or civic devotion is the hallmark of

American constitutionalism. In the words of George Washington: ‘‘A small know-
ledge of human nature will convince us that, with far the greatest part of mankind,
interest is the governing principle; and that almost every man is more or less, under
its inXuence. Motives of public virtue may for a time, or in particular circumstances,
actuate men to the observance of a conduct purely disinterested; but they are not of
themselves suYcient to produce persevering conformity to the reWned dictates and
obligations of social duty’’(quoted in Morgenthau 1978, ch. 1). In Federalist 51 James
Madison drew out the implications for political institutions: ‘‘The interest of the man
must be connected with the constitutional rights of the place. It may be a reXection
on human nature that such devices should be necessary to control the abuses of
government. But what is government itself but the greatest of all reXections on
human nature?’’ While government is the greatest, it is anything but unique. Madi-
son mused that ‘‘this policy of supplying, by opposite and rival interests, the defect of
better motives, might be traced through the whole system of human aVairs, private as
well as public’’ (Rossiter 1961, 322).
If anything, the focus on the omnipresence of self-interest understates the

motivational diYculty. Albert Hirschman (1977) has traced the eVort of social
theorists, starting in the seventeenth century, to replace the politics of the passions
(aristocratic as well as religious) with the politics of the interests. Commercial
society, it was hoped, would mute aggression and reduce violence. Fear for one’s
life and livelihood would tame the unruly excesses of the human spirit. This thesis
culminated in the Edwardian conWdence that the spread of trade and commercial
relations had rendered war among developed nations unthinkable. The First World
War delivered what turned out to be a permanent blow to this shallow optimism.
Many young men eagerly embraced warfare as an antidote to the stiXing constraints
of bourgeois life. Courage, sacriWce, brutality, and death were the coin of the military
realm.
Few religious thinkers of any depth were surprised. In the words of Jean Bethke

Elshtain (2003, 152), ‘‘Augustinians are painfully aware of the temptation to smash,
destroy, damage, and humiliate . . . . Violence unleashed when what Augustine called
the libido dominandi, or lust to dominate, is unchecked is violence that recognizes no
limits.’’
But a dark view of human nature can be just as superWcial and one-sided as its

opposite. A realistic appraisal stands removed from cynicism as well as wishful
thinking. As a great modern Augustinian and democrat put it, ‘‘Man’s capacity
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for justice makes democracy possible; but man’s inclination to injustice makes
democracy necessary’’ (Niebuhr 1944 , xii).

Let me now move a step closer to my topic. The concept of political feasibility is
embedded rather than free standing. The question is almost always, feasible where?
And feasible when?1 Public culture varies from place to place, as do political
institutions; policies that are feasible in parliamentary democracies with statist beliefs
may well prove impractical in regimes, such as the United States, with divided powers
and anti-statist inclinations. Similarly, policies that are not feasible now may be
feasible later, or might have been feasible before earlier decisions closed oV options.
(This is one of the implications of path dependency in human aVairs.)

Political realists take pride in seeing the world ‘‘as it is,’’ not as some might wish it
to be, undistorted by hope, fear, credulity, or abstract theory. This is not a simple
matter, however, because any clear-sighted view of the world must take into account
the eVects of human imagination and creativity, often characteristic of great leaders,
as well as the element of plasticity in our collective life. An example of the former:
after the Wrst Zionist Congress in 1897, Theodore Herzl remarked that he had just re-
established the Jewish state and that while no one could see that today, in Wfty years
the matter would be clear to all. His famous slogan, ‘‘If you will it, it is no fairy-tale,’’
turned out to be more realistic in the long run than the sensible but blinkered doubts
of the skeptics.

An example of the latter: the economist and social choice theorist Kenneth Arrow
has shown that in many circumstances, the distribution of opinion in democratic
publics does not dictate a single determinate outcome but rather admits of many
potential majorities, each of which expresses a diVerent ensemble of policy prefer-
ences. In such circumstances, which may not be rare, the inXuence of institutional
structures and of entrepreneurial leaders can be decisive.2

In short, the Weld of political action, while bounded, is not Wxed, but rather
includes a range of possibilities. The passage of time and the mutability of belief,
along with the variety of institutions and leadership, expand the range of feasible
outcomes. A thin line separates the visionary from the crank, and no algorithm
deWnes the location of that line.

In ordinary political discourse, the concept of feasibility plays three distinct roles:
forward looking, as a guide to action; present regarding, as excuse; and backward
looking, as explanation. When considering whether to undertake particular initia-
tives, political agents often do (and always should) ask themselves whether the goals
they seek are feasible. When groups pursue a goal believing it is possible when it isn’t,
the opportunity cost is typically high; not only are they are likely to be disillusioned,
but also they will have forgone other, more attainable goods.

We are all too familiar with the use of feasibility as excuse. A subordinate goes to a
supervisor (or a citizen to a public oYcial, or a newly elected member of Congress to
the chair of a committee) with a request; the supervisor replies, ‘‘I’d love to help you

1 See, e.g., Przeworski 1987; Huitt 1968; Majone 1975; Wildavsky 1979, esp. ch. 2; Meltsner 1972;
Moynihan 1973; Philbrook 1953; Goodin 1982, ch. 7.

2 Cf. Arrow 1963; Riker 1983, 1986; Mackie 2004.
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out, but it’s just not possible.’’ Sometimes what the supervisor says is true, and when
so, unobjectionable as well as dispositive. Often, however, feasibility is invoked as a
way to evade a truth uttering which will entail costs for the supervisor: ‘‘You (the
supplicant) aren’t signiWcant enough to help;’’ or ‘‘Honoring your request would
divert resources from projects I (the supervisor) regard as more important;’’ or
‘‘Doing what you ask would require me to initiate a conXict I would rather avoid.’’
Feasibility, Wnally, can be used to explain why a political initiative didn’t succeed:

Although we didn’t know it at the time (the story might go), the deck was stacked
against us. Our opponents had us outnumbered and had used their superior
resources to obtain the support of the decisive actors. No matter how well we played
our hand, we were bound to lose. Like feasibility as excuse, feasibility as explanation
is often valid, but its truth is hard to assess. Critics will often say that if you
had played your hand diVerently, the results would have been diVerent. Unfortu-
nately, history is not a laboratory experiment; you cannot replay it, changing the
variable whose impact you wish to assess. In the game of bridge, some contracts can
be assessed deWnitively as doomed on their face, such that not even the world
champion could fulWll them. In the world of public aVairs, such judgements will
usually be contestable, and at best matters of greater and lesser probability rather
than certainty.

2. Political Feasibility and Power
.......................................................................................................................................................................................

Questions of political feasibility are often translated into the language of power, a
concept that theorists and researchers have debated for centuries. Within contem-
porary social thought and social science, this discussion has proceeded through a
number of distinct phases. Led by Robert Dahl, the early behavioralists focused on
power over individual, empirically observable decisions. Critics of this approach,
such as Peter Bachrach and Morton Baratz (1970), emphasized the processes by
which key issues are excluded from the decision-making agenda. In turn, Steven
Lukes (1974) criticized both of these approaches as resting on an unexamined
conception of human wants. A truly ‘‘radical’’ understanding of power would
develop an objective conception of human interests and assess the extent to which
the inXuence of processes within a given society unequally hindered certain groups
from realizing those interests.
Lukes’s inXuential thesis sparked two lines of critique and development. Some

theorists noted that Lukes had failed to provide an account of how real human
interests could be identiWed and sought to remedy this deWciency. (Jürgen Haber-
mas’s (1984, 1987) ‘‘ideal speech situation’’ is the most inXuential proposal in this
vein.) Other theorists argued that Lukes had overemphasized individual human
agency at the expense of the social structures that shape individual wants
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and decisions and had failed to clarify the relation between structure and agency. The
work of Anthony Giddens (1984) exempliWes the eVorts of many thinkers to over-
come this dualism: agency produces structures, which in turn condition agency.

Most recently, Michel Foucault’s inXuential work has shifted the debate over
power in two ways. First, he replaces the duality of structure and agency with a
conception of discursive practices that form the ensemble power/knowledge. As
Stewart Clegg (1989, 158) puts it, ‘‘Foucault seeks to show how relations of ‘agency’
and ‘structure’ have been constituted discursively, how agency is denied to some and
given to others . . . The focus is upon how certain forms of representation are
constituted rather than upon the ‘truth’ or ‘falsity’ of the representations them-
selves.’’3 Second, and relatedly, Foucault rejects the focus of classical political theory
on ‘‘sovereign’’ power in favor of discursive practices that pervade and ‘‘discipline’’
the entire social Weld. Because power does not have a deWnable center, it cannot be
overthrown through regicide or its equivalent, but only resisted at speciWc points in
the social Weld. We can best understand power, therefore, by studying ‘‘micropolitics’’
rather than institutions, structures, or causal relations.4

Against this backdrop of competing approaches, I want to investigate two con-
ceptions of power—eVective agency and domination—in somewhat greater depth.
Many scholars trace this discussion in its modern form to Thomas Hobbes, who
devoted a portion of chapter 10 of Leviathan to this topic. Hobbes deWnes the ‘‘power
of a man’’ as his ‘‘present means, to obtain some future apparent good.’’ Some
means—such as strength, good looks, intelligence, charm, and the like—are aspects
of an individual’s natural endowment. Other means—wealth, fame, friends—are
gained through the exercise of such endowments. The essential point is that these
means are resources that determine the extent to which an individual has the power to
attain particular ends.

Many reject this way of framing the issue on the ground that the most relevant
understanding of power is as power over others. The underlying argument is that in
our political and social life, our ability to attain our ends is thwarted, not only by the
lack of personal resources, but also by the conXicting ends and intentions of other
agents. It is this intuition that leads Brian Barry (1989) to argue that an individual has
power if he has the ‘‘ability to overcome resistance or opposition.’’5 In a similar vein,
Robert Dahl (1957) argues that ‘‘A has power over B to the extent that he can get B to
do something that B would not otherwise do.’’6 The modern origin of this way of
thinking is Max Weber’s (1947, 152) deWnition of power as ‘‘the probability that one

3 Clegg 1989, 158. The preceding three paragraphs summarize the account that Clegg (1989, chs. 3–6)
oVers in his useful survey.

4 This brisk canter through decades of complex disputation is all that space permits. Clegg (1989)
oVers a wealth of detail as well as a superb bibliography.

5 Quoted and discussed in Morriss 2002, xxxiii. Morriss’s volume complements that of Clegg by
providing a comprehensive bibliography of the analytical philosophical literature on conceptions of
power.

6 Quoted and discussed in Morriss 2002, 13.
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actor within a social relationship will be in a position to carry out his ownwill despite
resistance, regardless of the basis on which this probability rests.’’7
It is common to associate ‘‘power over’’ with coercion, but as Weber’s deWnition

makes clear, the scope of the concept is much wider, because the basis on which A
exerts power over B may have little or nothing to do with compulsion. Consider a
familiar micro-example: the organizer of a conference asks a prominent expert to
write and present a paper, but the expert declines. The organizer then oVers the
expert $5,000, and he assents. Without resorting to coercion, the organizer has gotten
the expert to do something that he or she otherwise would not have done. In this
sense, the phrase ‘‘bargaining power’’ is more than metaphorical.
Bargaining situations illustrate, as well, that power relations can be reciprocal: B

can have power over A at the same time that A has power over B.8 It may still make
sense to claim that A has more power over B than B has over A, as indicated by (say)
the division between the parties of the advantages accruing from agreement.9
For the most part, earlier generations of scholars distinguished between economic

and sociopolitical relations: economics was considered to be the sphere of free
exchange among symmetrically situated agents, while society involves power-based
transactions among unequal agents. Since the 1960s, however, theorists such as John
Harsanyi (1962) and Thomas Schelling (1960) have argued for a more integrated view
of power and exchange. The reason is this: to the extent that A’s resistance to B’s will
is a function of incentives for compliance, B can reasonably hope to gain A’s
cooperation by changing the balance between gains (or losses) from compliance as
opposed to continued resistance. To recognize this is to narrow the gap between the
activity of exchange and the employment of power.
This is not to say, however, that the two concepts are wholly congruent. While

some theorists have tried to model authority (‘‘legitimate’’ power) as exchange, the
thesis seems forced. To be sure, legitimacy depends on performance: over time,
troops are likely to challenge the authority of military leaders who prove cowardly
and incompetent, especially when these faults subject soldiers to unnecessary risks.
Day to day, however, the authority of commanders does not depend on exchange.
When soldiers receive orders from sources they regard as legitimate, they comply
without asking for anything in return. At the level of individual events, the structure
of power relations may look nothing like exchange.
Political power is located somewhere between economic exchange and military

obedience. During the 1952 presidential transition between Harry Truman and the
President-Elect, Dwight Eisenhower, the outgoing president mused that Eisenhower
would enter the Oval OYce with false expectations. ‘‘Poor Ike,’’ Truman exclaimed,
‘‘he’ll sit here and say Do this, do that. And nothing will happen’’ (Neustadt 1960).
Put more formally, Truman was suggesting that while military leaders can get their
way by invoking their authority, a president who wants to succeed must have an

7 For an important recent elaboration of Weber’s thesis with particular attention to various forms and
sites of power, see Poggi 2001.
8 For an elaboration of this point, see Baldwin 1989, 113–20.
9 This is not to say that power can be precisely measured. See Baldwin 1989, 24–9.
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answer to the recalcitrant committee chair who asks, ‘‘What’s in it for me?’’ During
1993, for example, President Clinton oVered inducements to many congressional
Democrats to gain their support for controversial proposals such as his deWcit-
reduction plan and the North American Free Trade Agreement. This kind of political
power is at its core transactional and rests on the supply of tradeable resources at an
oYcial’s disposal.

On the other hand, public oYcials often attain their objectives by exercising non-
exchange-based forms of power. For example, their oYces come equipped with
formal authority. Many senior oYcials have subordinates whom they can hire and
Wre at will and who are expected to obey their superior’s decisions. Many oYcials also
enjoy substantive authority, based on factors such as the process by which they were
selected or their personal characteristics. It is diYcult for most people to walk into
the Oval OYce without being reminded that unlike every other public oYcial in the
United States, the president occupies his oYce pursuant to a decision made by
the people as a whole. This creates an aura of legitimacy, which is magniWed when
the president displays unusual insight into issues or the motivations of other political
actors.10

To summarize: the distinction between power to and power over suggests two ways
in which considerations of power inXuence political feasibility. It may be the case,
Wrst, that attaining a particular end requires resources of a kind or quantity that the
agent does not possess and cannot mobilize. In addition (or alternatively), it may be
the case that attaining this end requires the agent to overcome the implacable
opposition of pivotal individuals or groups, a task to which the agent’s full armory
of carrots, sticks, authority, and persuasion proves unequal.

3. Political Feasibility and Interests
.......................................................................................................................................................................................

All individuals have interests, but not all interests have a signiWcant impact on
politics. In polities larger than face-to-face communities, interests must be organized
to be eVective. And once organized groups in the aggregate achieve a certain density
in the relevant political space, they have a signiWcant impact on the domain of
political feasibility.

These bland propositions cover over a number of complications. Let me cite just
two. First, the existence of a number of individuals with similar interests does not
guarantee that organized groups will emerge to promote those interests. As Mancur
Olson (1965) argued four decades ago, in groups of any size, organization is costly,
and incentives to free-ride are high. For interest groups to form, leaders who receive

10 Some philosophers analyze the formal/substantive distinction as the diVerent between being ‘‘in
authority’’ and ‘‘an authority.’’ For a seminal discussion along these lines, see Friedman 1990.
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some combination of material and psychic rewards from organizational activities
must come forward (Frohlich, Oppenheimer, and Young 1971).
Second, political institutions shape the formation and eYcacy of interest groups,

not just vice versa. Since the seminal arguments of James Madison in Federalist 10, it
has been clear that the basic structure of the US constitution was designed to
encourage the multiplication of interest groups as a check on the tyrannical potential
of any single entity. That the self-interested pursuits might not serve the common
good was equally clear, but the eVort to cure the ‘‘mischiefs of faction’’ by suppressing
the liberty of groups was bound to be worse than the disease.11
Not only institutions, but also public policies aVect interest groups. The enact-

ment of a law creates new opportunities for self-interested activities, and groups
emerge to take advantage of them. The larger the scope of the legislation, the larger
and more inXuential these groups are likely to be. Since 1960, the number of
Americans receiving social security beneWts has roughly tripled, to over 40 million.
The American Association of Retired Persons (AARP), founded in 1958, now has
more than 30 million members (Rauch 1999, 43). In an important study, Andrea
Louise Campbell (2003) has demonstrated the extraordinary organizational and
participatory impact of social security on older Americans.
The point is this: any discussion of organized interests and their impact on

political feasibility is bound to be context dependent. This section traces, and tries
to explain, some trends in US interest group politics over roughly the past half-
century. The story would be diVerent in other advanced democracies, let alone other
regime types.
While Americans have always formed groups to express their views and promote

their interests, the pace of interest group formation has dramatically accelerated in
recent decades. Since 1955, the number of registered associations has more than
quadrupled, from under 5,000 to more than 20,000. During that same period,
membership in the American Society of Association Executives has risen tenfold,
from under 2 ,500 to almost 25,000. In just twenty years (1975–95), the number of
lobbyists registered with the US Senate more than tripled, from 3,000 to 10,000
(Rauch 1999, 42, 45, 87). Since 1972, the number of Washington lawyers, many of
whom lobby on behalf of interest groups, has surged from 12,000 to 76,000.12 JeVrey
Berry’s characterization of these trends as the ‘‘advocacy explosion’’ (Berry 1997, ch.
2) seems factual rather than hyperbolic.
As interest groups have proliferated, their composition has changed. Two shifts are

especially noteworthy. Starting with the civil rights movement, citizens’ organiza-
tions have sprung up to advocate policies aVecting racial and ethnic minorities,
women, consumers, individuals with disabilities, gays and lesbians, the environment,
and a host of other groups and causes. During the 1960s and 1970s, most of these

11 For a good summary of Madison’s thought on these points, see Berry 1997, 2–4, 236–7.
12 Berry 1997, 25; updated information for 1995–2004 provided by the Washington DC Bar Associ-

ation.
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groups tilted toward the liberal side of the political spectrum. Since the election of
Ronald Reagan, however, conservative citizens’ groups have begun to change the
balance of advocacy. Many of them came into being to oppose decisions of the US
Supreme Court on issues such as school prayer and abortion as well as broader
cultural trends (which opponents regard as permissive, indecent, or relativistic) in
modern American society. During this same period, businesses formed organizations
to resist what they regarded as burdensome regulations pushed by liberal citizens’
groups.13

There is no single explanation for these changes, but rather a number of mutually
reinforcing factors. The standard list includes at least the following: an expansion in
the scope of government, which increased the number of issues and demographic
sectors the public sector aVects, as well as the sheer quantity of resources in play; the
centralization of political authority at the national level, which increased incentives
for interest groups to fund headquarters organizations with permanent staV and
lobbyists; a shift in governance toward detailed regulations, which increases the
eVectiveness of groups with highly focused interests; the post-1954 legitimization of
civil rights and other group enpowerment causes; the emergence of post-material
issues and an agenda of cultural issues, which catalyzed the formation of new kinds of
groups; relatedly, the increasing cultural and demographic diversity of the US
population; and the post-1968 changes in US political parties, which diminished
the power of elected oYcials and local party organizations while enhancing the intra-
party power of single-issue groups.14

Whatever the causes of the interest group explosion may be, its eVects are clear.
First, it becomes harder to pass broad legislation in the public interest, both because
more centers of power must be brought together into a winning coalition and
because more groups can exercise an eVective veto. Consider the issue of health
care, to which I will return in the next section. Between 1984 and 1993, the number of
Washington-based groups focusing on health care tripled from under 300 to over
800, with the bulk of the increase occurring well before the election of Bill Clinton
and the epic struggle over his health care proposal.

A second eVect of interest group proliferation: it becomes harder to terminate
programs that are ineVective or have outlived their useful life, because the most
aVected groups can band together to defend them. As a result, it is harder than it
once was to clear enough Wscal and policy space for new ideas to Xourish.

13 It is hard to deny that a regulatory explosion took place during this period. In the nearly two
decades between the beginning of the Truman administration and the end of the Kennedy administra-
tion, the number of pages of federal regulations barely budged. In the next thirty years from 1963 to 1993,
total pages rose from 15,000 to about 70,000 and have continued to climb (Rauch 1999, 59).

14 In The Rise and Decline of Nations, Mancur Olson (1982) argued that in stable, free societies, there is
a general tendency for increasing numbers of interest groups to form over time, much as barnacles
encrust a ship. Even if this is true, however, it does not explain why the slope of the US curve has tilted up
so sharply during the past four decades.
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And third, it becomes easier for well-organized, highly focused groups to achieve,
and then defend, legislative and regulatory outcomes that serve their narrow inter-
ests. It is at least suggestive that the interest group explosion has coincided with
declining public trust in the eYcacy or integrity of government and an increasing
disposition to believe that elected oYcials respond to well-placed insiders at the
expense of the public interest.
I conclude this section with a brief reXection on two ways in which the literatures

of power and interests overlap. First, some critics of the interest group pluralism that
dominated US political science in the 1950s and 1960s focused on the inequalities of
power that group-based representation produced. Not only do these groups tend to
defend the status quo, but also some interests will be under-represented or even
voiceless in the political process. Groups representing the powerful will tend to be
powerful; groups representing the weak and poor will themselves be weak and short
of resources. In the 1960s, these considerations led some national policy makers to
conclude that government should act aYrmatively to create and empower groups
that would advocate for under-represented populations. Today, these considerations
fuel proposals to loosen legal and regulatory restraints on the advocacy activities of
non-proWt organizations.
Second, as we have already noted, other critics of interest group pluralism argued

that the heart of the diYculty was not the asymmetrical power of the groups
themselves, but rather a Xawed understanding of interests. It was a methodological
mistake, they argued, to study the desires the public expresses without attending to
the processes by which these desires are formed. The power (wherever it may lie) to
shape individuals’ deWnitions of their own interests is more fundamental than the
processes that represent and aggregate these interests. As Steven Lukes (1974, 23) puts
it, ‘‘A may exercise power over B by getting him to do what he does not want to do,
but he also exercises power over him by inXuencing, shaping or determining his very
wants. Indeed, is it not the supreme exercise of power to get another or others to have
the desires you want them to have?’’
Lukes’s thesis, with its roots in the Marxist tradition and echoes of Plato’s Republic,

has the merit of drawing our attention to the possibility that publicly articulated
interests may represent, not the exercise of power, but rather its eVect. It has the
disadvantage of plunging us back into theses concerning ‘‘false consciousness’’ and
‘‘real interests’’ that empowered vanguard parties and disWgured the politics of the
twentieth century. The lesson seems to be that while it may be necessary as a
theoretical matter to raise questions about the sources of expressed interests, it is
important not to leap to conclusions about the substance of individuals’ real interests
or about the processes through which they are determined.15

15 Recall the old joke: One comrade declares that ‘‘Capitalism is the oppression of man by man;’’ the
other replies, ‘‘Yes, and communism is just the reverse.’’
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4. A Case Study: President Clinton’s
Failed Health Care Initiative

.......................................................................................................................................................................................

During the 1992 presidential campaign, Bill Clinton had promised that if elected, he
would present a plan to the US Congress that would guarantee high-quality, aVord-
able health for all Americans. In the fall of 1993, he fulWlled that promise. At the time,
most political observers believed that before Congress adjourned for the 1994 mid-
term election campaign, it would enact a plan (perhaps diVerent from the president’s
proposal) to guarantee universal health care. In the end, of course, that did not
happen. No approach ever crystallized a consensus among Democrats, and after
some initial hesitation the Republican Party united against the entire eVort. By
September of 1994, Senate majority leader George Mitchell felt impelled to declare
the death knell for health care reform, setting the stage for catastrophic Democratic
losses in congressional elections that November.

Surveying the rubble, many journalists emphasized the impact of personalities and
focused on what they regarded as tactical errors. It is more illuminating, however, to
view the failure of Clinton’s health care reform through this chapter’s two prisms of
power and interests.

Consider, Wrst, the power that President Clinton had at his disposal. He had the
formal powers of his oYce, of course, plus a substantive grasp of the issues and a
legendary ability to charm and persuade. But he lacked a crucial form of power—
namely, tradeable political resources. He had inherited a huge budget deWcit, which
he and his advisers regarded as an obstacle to sustained economic growth. To put this
problem on the path toward solution, therefore, his Wrst budget featured an austere
spending plan as well as controversial tax increases on energy and upper-income
Americans. In that context, the president’s ability to ‘‘wheel and deal’’ by oVering
members traditional inducements such as public works projects in their districts was
very limited.

Nor did President Clinton have a crucial resource on which many prior presidents
(and his immediate successor) were able to rely: unity within his own party in
Congress. Some Democrats, such as the chair of the Senate Finance Committee,
did not believe that health care deserved a high priority in the president’s legislative
agenda. Others who agreed with the president about the importance of the issue
disagreed with him about how to approach it. (These divisions enhanced the power
of the uniWed minority party.)

This leads us from ‘‘power to’’ to ‘‘power over.’’ President Clinton had taken oYce
with the backing of only 43 per cent of the American people. Every congressional
Democrat had run ahead of the president in his or her state or district. Few believed
that they owed their electoral success to his eVorts. On the contrary: Democrats in
the House of Representatives were entering their twentieth consecutive Congress as
the majority party, a status they did not believe was in jeopardy. Not only did the
president have few positive inducements to oVer, he also lacked the form of power
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over others that Xows from the ability to make credible threats. In addition, he lacked
formal power over independent actors such as the Congressional Budget OYce,
which had the responsibility for estimating the costs and consequences of all legis-
lative proposals.
In a democracy, of course, there is another form of power, one that Xows from the

people. Here again President Clinton labored under a disadvantage. On the one
hand, the American people said they wanted action on health care; on the other, their
conWdence in government as an instrument of positive and eVective change was at an
all-time low.16 When opponents of the president’s health care proposal invoked the
cost and bureaucratic complexity of government programs, therefore, they tapped
into a well of public mistrust that the president and his allies proved unable to
counteract.
The landscape of interests did not oVer brighter vistas for the president’s pro-

posals. The existing system of employer-provided health insurance, supplemented by
public programs such as Medicare and Medicaid and charity care for the uninsured,
had developed over half a century from its somewhat accidental inception during the
Second World War. Predictably, substantial organized interests had come into being
to defend those who beneWted from that system. At the same time, the New Deal
system of stable party competition with legislative deals struck among a handful of
party leaders had given way to a new fragmented politics dominated by a multiplicity
of smaller power centers within Congress and the proliferation of narrow interest
groups seeking to inXuence the course of legislation.17 As we have already seen, the
number of health-focused interest groups with headquarters in Washington had
surged during the 1980s. In the end, the combination of party and interest group
fragmentation defeated the administration’s eVorts to assemble a majority coalition
for reform.
While I have stressed the signiWcance of changes in structures of power and

interests in the United States, there is as well an enduring political reality stressed
by analysts from Machiavelli to Dahl: the forces of the status quo enjoy a systemic
advantage over the forces of change. Those who beneWt from the status quo know
who they are, can calculate what they have to lose, and have strong incentives to
organize to protect themselves against losses. By contrast, the beneWciaries of broad
change are a diVuse group. They can only project or imagine (not experience) the
impact of the proposed change on their lives, and many will be disposed to doubt
that the promised beneWts will reach them at all. For these reasons, among others,
they are harder to organize than are those who seek to protect what they already have.
During the New Deal, the majority of Americans were have-nots who had suVered

losses as government failed to act eVectively in the face of private sector collapse. In
those circumstances, Franklin Roosevelt’s invocation of activist government yielded
an aYrmative response from a sustainable public majority. Sixty years later, most

16 For more on this structural problem, see Skocpol 1996, 19, 130.
17 For more on these developments, see Skocpol 1996, 84–9. More generally, see Neustadt 2001.
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Americans were health ‘‘haves’’ rather than have-nots. They had something to lose,
and reasonably enough, they weighed the prospective advantages of government
action against its possible costs. By contrast, the health have-nots tended to be those
who lacked resources in other areas as well. Their political voice was even more
muted than their numbers would have dictated. In contemporary circumstances,
unless a majority of the middle and professional classes in the United States believe
that their interests coincide with those of the working class and the poor, the basic
structure of power and interest groups will tilt strongly against redistributive reform.
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c h a p t e r 2 7
...................................................................................................................................................

INSTITUTIONAL
CONSTRAINTS ON

POLICY
...................................................................................................................................................

ellen m. immergut

Social scientists became interested in studying the impact of institutional con-
straints on public policies for both practical and theoretical reasons. First, in the
late 1960s and early 1970s, a wave of ambitious policy making—like Lyndon Baines
Johnson’s ‘‘Great Society’’ initiative in the United States or the expansion of the
powers of the federal government through constitutional reform in Germany—met
with disappointment. Despite unprecedented popular support for using the tools of
government to improve societies, many of these programs did not achieve their ends.
The problems to be addressed were not solved; the monies that had been allocated
were in some cases not even spent (Pressman and Wildavsky 1984). Second, as
scholars sought to understand the roots of these policy failures, their theoretical
attention turned away from societies, and towards institutions. As the following
sections of this chapter will detail, there is thus a historical and theoretical aYnity
between policy studies and institutional theory. Institutions have aVected policies,
and policies have changed our understandings of institutions. Indeed, policy studies
have led to an institutionalist interpretation of politics, and new theories about
democratic governance.



1. The Impact of Policy Studies on
Institutionalist Theory

.......................................................................................................................................................................................

In the 1950s and 1960s, both political science and policy studies might have been
termed ‘‘society centered.’’ Politics were often understood as a ‘‘vector-sum’’ of group
pressures or as the outcomes of long-term societal trends summarized by the
shorthand term ‘‘modernization.’’ On this view, various societal interests competed
for governmental resources by forming interest groups, and by using any available
channel of access to government in order to press for policy concessions. As long as
the ‘‘multiple memberships’’ of group adherents (members of a parent–teacher
organization, for example, might belong to several diVerent religions or ethnic
backgrounds) restrained group leaders from becoming too extreme, and as long as
‘‘potential interests’’ (citizens that could potentially mobilize to defend an interest,
especially that of the overarching constitutional framework or ‘‘rules of the game’’)
restrained both groups and government from departing from the rules of the game,
interest group lobbying could produce both democratic and eVective public policies.
Indeed, by providing a mechanism for representing the interests of citizens to
government, the ‘‘governmental process,’’ as Truman called it, both tamed democracy
and provided for responsive government, attuned to changing problems caused by
economic and social development (1971/1951; see also Dahl 1961). The pluralist model
thus assumed an eYcient transmission of preferences from citizen to state, and
viewed political decisions and outcomes as the result of a natural equilibrium of
citizen and group preferences. The pluralists saw the state and other institutions as
neutral arbiters of interest group competition, and expected rapid adaptation to a
changing environment.
Critics attacked the ‘‘pluralist’’ view of public policy for not addressing inequalities

in power that preceded the onset of the interest group process, such as the ‘‘privileged
position of business’’ (Lindblom 1977), the tendency of political decision making to
be restricted to a ‘‘power elite’’ occupying the ‘‘command posts’’ of both government
and the ‘‘military-industrial complex’’ (Mills 1956), and the importance of non-
decisions—the areas of policy that never even make it onto the political agenda
(Connolly 1969; Crenson 1971; Lukes 1974). Similarly, a renewed interest in class
relations and the ‘‘capitalist state’’ led to the suspicion that interest group bargaining
might simply serve to hide the more signiWcant power relations—in this case related
to the economic system—that could better explain patterns of policy, and perhaps
thus the failures of the 1960s reform era (OVe 1984; Alford and Friedland 1985).
Crenson’s book, The Un-Politics of Air Pollution (1971) provides a good example of

this ‘‘third face’’ of power, as Lukes has called it. In Gary, Indiana—the location of the
headquarters of US Steel—there were no complaints in the early 1950s about air
pollution, whereas across the river in East Chicago, Illinois, complaints by house-
wives about dirty laundry evolved into a full-scale social movement that successfully
pressured local government to enact legislation to introduce air pollution controls. If
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we assume an eYcient policy process, and imputed preferences from the political
process, we would conclude that citizens in Gary were less interested in clean air than
those in East Chicago. Crenson argues that it is more plausible to assume that the
large number of persons employed by US Steel made citizens in Gary hesitate to
make a stink about air pollution, as air pollution controls might cause a loss of jobs
for the city. In other words, issues of importance to citizens do not automatically lead
to the formation of protest or interest groups. Consequently, we cannot assume that
public policies have merit because they were produced by a democratic process;
instead, we must judge both the quality of political participation in policy decision
making and the resulting public policies by independent, substantive standards, such
as environmental quality or social justice.

In contrast to the pluralist and structural power views of public policy, an
alternative approach looked to features of government and the polity to explain
both the enactment and implementation of public policies. In part inspired by neo-
Marxist theories of the capitalist state, the ‘‘state-centered’’ approach took its main
guidance from the works of Weber, Hintze, and Tocqueville (Skocpol 1985). On this
view, states should be conceptualized both as actors and as structures. As actors,
individual bureaucrats and politicians within the state acted according to their ideas
regarding good government, and their interests in advancing their own careers or the
stature of their agency. As structures, states shaped the policy-making process by
their organization, and hence the access of various groups and social strata to
governmental decision making, as well as the pattern of policy implementation.
Skocpol has pointed out several diVerent mechanisms by which states might shape
public policies. The career paths of politicians may make some policies (but not
others) attractive to the particular politicians in strategic locations in the polity for
launching policy initiatives. This, was the case for example in the legislation of the
New Deal. Labor legislation such as the Wagner Act guaranteeing the right to union
representation was more central than many aspects of the welfare state that could not
pass through the gauntlet of congressional committees unless slimmed down to
exclude many basic social rights, such as health care and the right to live according
to a national or universal standard of ‘‘decency and health’’ (Skocpol 1980). Such
political decisions continued to set constraints on future public policies by aVecting
states’ strategic capacities and establishing policy legacies. In the United States and
Britain, Keynesian policies were impeded, because state capacities for economic
modeling and access to economic expertise were less institutionalized than in the
Swedish case, for example (Weir and Skocpol 1985). In a similar vein, Zysman (1983)
points out that national industrial policies depend upon a particular organization of
the banking system: if Wrms depend upon equity markets for capital, governments do
not have the capacity for governing industrial development; if Wrms, by contrast, rely
on national or regional banks, governments can promote particular investment
policies and hence, inXuence industrial development.

Previous policies also impart a lasting legacy to policy making by aVecting the
views and opinions of both citizens and the political elite. The subordination of US
Civil War pensions to patronage politics and the spoils system created a suspicion of
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social programs amongst American policy activists who might otherwise have fought
for an expanded welfare state during the Progressive era (OrloV and Skocpol 1984).
More generally, as Pierson (1994) has argued, pension policies create lock-in eVects
because citizens must plan for retirement far ahead, and are thus not inclined to
support radical changes in these public programs, such as converting public plans to
private insurance or vice versa.
Past policies may also help to ‘‘socialize’’ or ‘‘privatize’’ conXict, as Schattschneider

(1960) put it, by encouraging groups to organize, and to view their problems as
legitimate grievances, which deserve public, and hence governmental solutions. The
impact of government policies on the organization and mobilization of interests
was termed by Skocpol (1985, 21) a ‘‘Toquevillian’’ view of the role of the state.
A classical example was provided by Selznick in TVA and the Grassroots (1984/1949).
Selznick argued that the TVA’s decision to implement its ‘‘grassroots philosophy’’
by signing agreements with local farmers’ organizations diverted the organization
from its original aims. For example, TVA agricultural demonstration programs
funded mainly the distribution of phosphates rather than nitrates, a decision
that beneWted large farmers, but left tenant farmers out in the cold, because their
strips of land were not large enough for the use of phosphates, as this required crop
rotation. To be sure, phosphates were preferable from an environmental point of
view. However, in the land use policy of the TVA, the interests of large farmers rather
than the environment were decisive: following protests by landowning farmers the
TVA radically reduced the strips of land surrounding the electric power reservoirs
that were incorporated into the public domain for conservation purposes. Thus, by
trying to co-opt the inXuential farmers belonging to the American Farm Bureau
Federation into its very organizational structure—with the aim of being better able
to actually implement its policies—the TVA surrendered its ability to make inde-
pendent policy decisions, and tipped the balance of power away from environmen-
talists and the poor, and towards the wealthier farmers. Later research on the TVA
pointed to yet another instance of political bias: to avoid conXict with inXuential
local parties, the dormitories of the TVAwere strictly segregated, a racial policy not in
line with federal guidelines.
Similarly, social policies have aVected the balance of the ‘‘democratic class strug-

gle’’ by giving organizations representing working-class interests both moral and
economic resources. Universal social policies, for example, encourage solidarity (and
therefore collective action) across occupational categories, whereas programs organ-
ized around more narrow occupational groupings undercut broader class mobiliza-
tion. In addition, to the extent that social protection becomes enshrined as a social
‘‘right,’’ political mobilization aimed at expanding or maintaining social policies
gains in legitimacy (Esping-Andersen and Korpi 1984; Klass 1985). Unemployment
insurance administered through unions—the ‘‘Ghent’’ system—was used as a select-
ive incentive to attract members, and thus led to higher rates of union membership
in countries that organized unemployment policy in this way (Rothstein 1992).
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Urban policies that encouraged class segregation, as in Britain, ultimately encouraged
political organization based on class identities, whereas those based on ethnic
identities resulted in a bifurcation of politics and class, with class important at the
workplace and ethnic identity in politics, as in the United States (Katznelson 1985).
Similarly, British colonial rule in what later became southwest Nigeria privileged
tribal or ethnic identities at the expense of religious cleavages (Laitin 1985).

This interplay between state and society—and indeed the networks of relation-
ships that link social interests to the polity—was a central focus of neocorporatist
theorists. These scholars argued that institutionalized relationships between govern-
ment and interest groups created entry barriers for new groups and new political
issues. Consequently, interest group negotiations took place within nationally dis-
tinct institutions of interest intermediation that changed the array of organized
interests as well as their impact on government policies. In some countries, but not
in others, interest groups were functionally specialized, centrally organized, and
enrolled high numbers of members. This allowed them to play a useful role in
both preparing and implementing legislation, such as public health insurance, and
in promoting more informal policies, such as incomes policies to control inXation
(Schmitter and Lehmbruch 1979; Berger 1981; Goldthorpe 1984; Katzenstein 1985;
Maier 1987).

Thus, research on public policies—the welfare state, urban policies, tax policy,
economic policy, health policy, environmental policy—helped reawaken interest in
institutions. As study after study showed that policy outcomes could not be
accounted for by the preferences of citizens, the balance of interest group opinion,
or larger social structural forces or actors (such as ‘‘classes’’), scholars’ attention
turned to how the organization of the polity aVected policy making and implemen-
tation (Hall 1986; Scharpf 1997; Czada, Héritier, and Keman 1998; Peters 1998, 2001).
Moreover, as such a variety of factors outside of the strict purview of government
were relevant, the emphasis on the state gave way to a more general ‘‘institutionalist’’
perspective that viewed governmental institutions as ‘‘political conWgurations,’’ and
broadened the scope of the analysis to include more non-governmental factors
(Immergut 1992a, 3 V., 24–8; Skocpol 1992, 41 V., 47 V.; Thelen and Steinmo 1992;
Hall and Taylor 1996; Immergut 1998). These studies diVered with regard to which
institutions precisely were most relevant in a particular case, ranging from the impact
of the electoral system on party competition (Steinmo 1993), the relationship be-
tween legislatures and the courts (Hattam 1993), and ‘‘political opportunity struc-
tures’’ (Kitschelt 1986), to a much broader set of institutional eVects, including
standard operating procedures, windows of opportunity, and norms and ideas
(Weir 1992). Nevertheless, these studies share a common conclusion: that institutions
and institutional eVects unbalance the purported level playing Weld of the pluralist
model, and so channel policy decisions onto some paths but not others, as in models
of path dependency (Pierson 2000).
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2. The Implications of Institutionalist
Theory for Public Policy Studies

.......................................................................................................................................................................................

If policy studies have improved our understanding of institutions, can an institu-
tionalist perspective help us to improve public policies? In any given area, policy
analysis depends upon a host of information and technical knowledge that does not
necessarily have anything to do with institutions, politics, or society. Yet, the de-
cisions about what do to about this information is a political or social or public
choice, to use some of the terms that are commonly used. Once we have deWned
public policy as ‘‘collective choice’’ we face a number of questions to which political
science and social science have quite a bit to say: Who shall make these choices? What
procedures should be used to make these choices? How are we to distinguish ‘‘good’’
from ‘‘bad’’ choices?
The institutionalist model of democratic choice seeks to improve the substance of

public policy choices by improving the procedures used to make these choices. Many
institutionalists, such as Lowi, write of going beyond ‘‘process’’ or ‘‘bargaining’’ to
‘‘procedures,’’ and to replace ‘‘what is merely popular’’ with what is ‘‘truly public’’
(1979, 61, 63, 297). To some extent, this is just a play on words, but the point that is
expressed is that one must look more critically at the political process, and if
necessary, adjust the rules of the game in order to improve the normative quality
of the results. Institutionalist scholars seek procedures that allow for meaningful
political participation, such as supports for political arenas that allow for goal-setting
discussions to take place, or judicial procedures that allow citizens to press for justice.
Elster (1986) describes the institutionalist vision of democratic choice as a ‘‘forum’’ in
which decisions are made and interests deWned through adversarial discussion, as
opposed to a ‘‘market’’ where interests or preferences are aggregated; the former relies
on a logic of ‘‘arguing;’’ the second on a logic of ‘‘bargaining.’’ March and Olsen
(1986) likewise discuss the diVerence between merely ‘‘aggregating’’ versus truly
‘‘integrating’’ preferences.
Lowi’s (1979) work on ‘‘juridical democracy’’ provides a good illustration of this

approach. Lowi argues that with the expansion of the role of the president and the
executive administration in US politics since the New Deal has come an unacknow-
ledged constitutional change, which he refers to as the ‘‘Second Republic.’’ American
political debates are disconnected from these realities of executive power and inter-
ventionist government, pretending to revolve around the poles of ‘‘more’’ or ‘‘less’’
government, when in fact, both major parties support more government spending,
but diVer mainly on the purposes to which it should be put. The consequence is a
tendency to devolve government power to administrative discretion and negotiations
with private interest groups. As in Max Weber’s classic work on the proper relation-
ship between politics and administration (1978/1918; see also Aberbach, Putnam, and
Rockman 1981), Lowi urges the legislature to wrest power away from administrative
agencies by making laws with clear purposes that allow politicians to monitor the
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activities of the administration. More broadly, these political representatives
should be engaged in political deliberation to produce a ‘‘public philosophy’’
which drawing on the work of Lippmann, Lowi deWnes as ‘‘any set of principles
and criteria above and beyond the reach of government and statesmen by which the
decisions of government are guided and justiWed’’ (1969, 82). Such a public philoso-
phy ‘‘will emerge from a kind of political discourse in which few of us have engaged
during the false consensus of our generation’’ (1979, 298) and requires ‘‘meaningful
adversary proceedings . . . [with] conXict among political actors at the level where
each is forced regularly into formulating general rules, applicable to individual acts
of state and at one and the same time ethically plausible to the individual citizen’’
(1969, 84).

Thus, likeWeber, Lowi believes that legislative power should be Wrmly in the hands
of the legislative branch of government, and that politicians should decide on the
ends of policy through public debate. Here, Lowi makes it clear that what is
important is reaching agreement on the substantive aims of politics through a
deliberative and adversarial process, by which the quality of political participation
and political discussion rather than the breadth of participation is what counts: ‘‘The
juridical approach does not dictate a particular deWnition of justice, of virtue, or of
the good life. . . . It does not reduce the virtue of political competition, but only
makes access to some areas of government a bit more diYcult to acquire’’ (1979, 311).
Thus, the title of the book has a double meaning. The End of Liberalism means both
that the previous classical liberal era of big versus small government is over, and that
political representatives must engage in a new debate about the goal or ‘‘end’’ of
government in this new era, or ‘‘Third Republic.’’ In a similar vein, Selznick com-
plained that because the substantive content of the TVA’s grass-roots philosophy was
never clearly deWned, its leaders had the scope to choose a means of policy decision
making and implementation that devolved public power to private groups and
thereby allowed agriculture interests to hijack the agency. As he wrote, ‘‘Means
tyrannize when commitments they build up divert us from our true objectives.
Ends are impotent when they are so abstract and unspeciWed that they oVer no
principles of criticism and assessment’’ (1984/1949, iv).

The American ‘‘War on Poverty’’ can serve as a case in point for this institutionalist
perspective. In contrast to the New Deal, which introduced its social policies by a law
(the Social Security Act of 1935) that provided relatively clear guidelines as to which
social risks were to be insured by government, the War on Poverty proposed a
strategy of ‘‘maximum feasible participation’’ (‘‘maximum feasible misunderstand-
ing’’ in Moynihan’s (1969) famous phrase). The idea was to Wght poverty by politic-
ally empowering the poor and other disadvantaged groups. This strategy was
legitimized by the pluralist philosophy of government, which hoped that by correct-
ing unequal access to the interest group process, government outcomes would be
made more in line with the public interest. However, the result was much money
misspent and few results. Substantive justice would have been better served, accord-
ing to Lowi, by deliberating in Congress about the ends and means of anti-poverty
policy, and then drafting a new law. Formal procedures and not informal processes
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are thus the route to deWning the substantive goals of public policy, and choosing the
means for reaching these goals.
Even Lowi admits, however, that not every single detail of public policy can be

made a matter of a legislative decision. Therefore, he urges that better procedures be
used for administrative policy making as well. To govern fully according to the rule of
law means, according to Lowi, to force administrative agencies to deliberate about
the rules they are implementing and to forbid them from granting exceptions to
the rules to particular groups. If necessary, the agencies should refer the case to
Congress to ask for a reinterpretation or revision of the original law. Much as a case
brought before a court of law serves to improve the deWnition of justice and the legal
rules themselves, administration of laws should lead to the adoption of better rules,
and in many cases, better laws. Nonet (1969) used the case of deliberations about
workmen’s compensation to show how such an approach can lead to ‘‘administrative
justice.’’ Many nations have introduced courtlike procedures for adjudicating about
bio-ethics.
Thus, by critiquing procedures for democratic choice, institutionalist research can

provide guidelines for drafting policy procedures involving not just making laws but
the administrative decision making that inevitably follows. Indeed, many policy
solutions entail introducing a set of guidelines for administrative decision making
rather than directly legislating a policy outcome. The implication of the institution-
alist perspective is that the quality of administrative decision making depends upon
the procedures for decision making themselves. However, the impact of institutions
also depends upon their social and political context.
Here, a classic policy study may serve as illustration. As a result of their path-

breaking study of the implementation of the Economic Development Act in Oak-
land, California, Pressman and Wildavsky (1984) came to the conclusion that im-
plementation requires agreement at many points in a chain of decision making. Even
if the probability of agreement at each decision point is quite high, say 0.9, the eVect
of multiple decision points (N) will be to reduce the probability of a Wnal agreement
by the formula (0.9)N. The types of decision points that caused problems in Oakland
were things like negotiations with interest group and community leaders about plans
to build a new airport to create jobs and the criteria for distributing small business
loans. By the time local administrators had met with interested parties in multiple
rounds of meetings, it became increasingly diYcult to spend the allocated funding at
all, let alone developing substantively rational criteria for placing people in jobs or
supporting small businesses. The explanation advanced by Pressman and Wildavsky
is typical of an organization theory approach: the organizational procedures for
decision making (and not political disagreements or diVerences in political power)
are responsible for the policy outcomes. Their own evidence, however, points to the
importance of more political factors. The Washington, DC, headquarters of the
Economic Development Administration (EDA) purposely chose Oakland, Califor-
nia, for its pilot development program, because of its weak local political structure.
Rather than having a directly elected mayor, Oakland was run by a City Council with
an appointed city manager. Further, local interest groups were weak and poorly
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organized. The theory was that this would make it diYcult to mobilize local
resistance to EDA plans. The consequence, however, was that it was diYcult to Wnd
local leaders that could organize meetings and help get things done. Had the EDA
chosen a city with an eVective political machine, like Chicago, the impact on local
employment might have been far greater. Indeed, in their study of social assistance,
Piven and Cloward point out that the ‘‘street-level bureaucrats’’ of the city of Chicago
distributed welfare payments to recipients eVectively during the 1950s and 1960s,
whereas in New York, it took political pressure from newly organized groups
representing the poor to open up city administration to these under-represented
citizens (1971, n. 41, 335–6; Lipsky 1980). Thus, in practice, the impact of the
procedures for implementation depends upon local political structures and patterns
of political mobilization and not simply the formal rules.

3. Institutional Constraints
on Public Policy

.......................................................................................................................................................................................

Given that institutional rules and procedures have a large impact on both the politics
of policy making and the implementation of various policy designs, what lessons can
we learn from the institutionalist perspective for policy design? Research on the exact
impact of institutional procedures on policy decision making and the interaction
eVects of institutional rules with political, social, and even historical contexts is still
in its infancy. What has been learned so far?

One approach has consisted of typologies for comparing political systems. Lij-
phart (1984, 1999) divides democracies into two types: majoritarian and consensus
democracies. The political institutions of majoritarian systems provide for the
creation of strong majorities and provide few constraints on government actions,
whereas consensus democracies focus on including minorities and providing those
minorities with institutional mechanisms for blocking majority decisions. He deter-
mines whether the political system of a given nation belongs to the Wrst or second
type by considering a number of variables that he groups into two dimensions, the
‘‘executive-party’’ dimension and the ‘‘federalism-unitary’’ dimension. The execu-
tive-party dimension is measured by indicators such as the frequency with which one
governing coalition is in power, the number of political parties and the types of
divisions or ‘cleavages’ that characterize them (socioeconomic, religion, language,
ethnicity), the average duration of governments, and the disproportionality of the
electoral system. The more these indicators show a pattern of concentrated govern-
ment power, the more ‘‘majoritarian’’ the ranking of the political system on the
executive-party dimension. The federal-unitary dimension is characterized by bi-
cameralism, tax decentralization, and constitutional rigidity, all of which Lijphart
uses to indicate federalism. He Wnds a statistical association between consensus
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democracy and higher levels of economic growth, lower inXation rates, more en-
compassing welfare states, and greater levels of citizen satisfaction with democracy,
causing him to conclude that ‘‘consensus democracy tends to be the ‘kinder, gentler’
form of democracy’’ (1999, 275).
However, as Lijphart himself is well aware, we Wnd consociational political insti-

tutions in ‘‘divided societies,’’ as he puts it—those divided for example, by ethnic or
religious cleavages (1969). These divisions are the historical reason for various sorts
of veto powers for minorities. Consequently, it may not be the political institutions
that result in the kinder, gentler democracies, but perhaps the ‘‘divided’’ societies that
have these sorts of political institutions may have also tended to develop integrative
social institutions of various types, precisely to overcome the divisions that led to
political blockages. This ‘‘chicken-and-egg’’ problem in institutional development is
often referred to as the problem of ‘‘endogeneity.’’
Powell (2000) has produced a similar typology based on the formal constitutional

rules for electing representatives and making policy decisions, in which he refers to
the ‘‘majoritarian’’ and ‘‘proportional’’ visions of democracy. The ‘‘majoritarian’’
vision calls for electoral rules that allow a majority of voters to elect a government,
and for that government to enact policies without institutional impediments. The
majoritarian vision allows a political party to assume governmental power and to
enact its political program with full accountability to the voters. The proportional
vision by contrast is more concerned with minorities that might never be represented
in a majoritarian system, and calls for proportional representation, coalition gov-
ernments, and mechanisms of power sharing, such as bicameralism, and the repre-
sentation of the opposition in parliamentary standing committees.
Persson and Tabellini (2002) divide electoral rules and political regimes into two

types: majoritarian versus proportional electoral systems; and presidential versus
parliamentary regimes. They focus on the individual incentives of politicians as the
link between formal political institutions and political behaviour. They argue that in
single-member district electoral systems, politicians in a political party must focus
on maximizing the number of districts they win; this means focusing on policies
targeted to voters in a particular district, such as employees of a particular company
that might be given a government contract, or other types of ‘‘pork barrel’’ policies.
Lowi has referred to these policies as ‘‘distributive’’ (1964, 1972). Under proportional
representation, by contrast, politicians need to maximize votes and not districts; for
this purpose, redistributive policies that appeal to broad strata of voters, such as
national health insurance or public pension plans, are better.
Attempts to characterize political systems in terms of discrete political institutions

share three problems, however. First, no political system is an ideal-type combination
of these various institutions, but a conglomeration of institutional details that come
together as a semi-coherent whole. Second, the functioning of political institutions
depends upon the exact distribution of votes amongst political parties in elections,
and the ways in which institutional rules and procedures convert those vote shares
into distributions of parliamentary seats and shares of governmental power, as well as
the decision-making rules for making governmental and legislative decisions. Third,
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these approaches consider the institutions as interdependent variables, but institu-
tions are not political actors. Instead institutions in combination with particular
distributions of votes should be viewed as incentive structures, and hence as inter-
vening variables, and not as actors.

Immergut (1990, 1992b) characterizes political systems in terms of their ‘‘veto
points’’ which are formed by the combination of constitutional rules and political
majorities at any given point in time. A ‘‘veto point’’ is deWned as a political arena
with the jurisdictional power to veto a government legislative proposal, in which the
probability of veto is high. This model assumes that politicians within the executive
or legislative branch have decided to propose legislation, and considers the points in
the subsequent chain of decision making in which veto is likely. Although it is
tempting to overextend this model to call any locus of political disagreement a
‘‘veto point,’’ the original intent was to present a restricted deWnition. If, for example,
a law must be passed in the two chambers of a bicameral parliament, and the second
chamber is controlled by a diVerent majority from the Wrst chamber, then disagree-
ment between the two chambers and hence, second chamber veto of Wrst chamber
decisions is likely. Under these conditions, the second chamber should be considered
a veto point. Other examples of potential veto points are: constitutional courts,
presidents, and referenda. In the European legislative process, the European Parlia-
ment (EP) has only been a veto point since the co-decision procedure was introduced
by the Treaty of Maastricht (1993).

Tsebelis has incorporated the ‘‘veto points’’ model into a more general ‘‘veto
players’’ theory (1995, 1999, 2002). Veto players theory also focuses on the policy-
making capacities of executive governments, but deWnes ‘‘veto player’’ positively as
any institutional or partisan actor whose agreement is necessary for approval of
legislation. The institutional veto players are identical to the veto points. But the veto
players theory goes further by also considering the members of the governmental
coalition as veto players, as the members of the diVerent parties in the coalition must
all agree in order for legislation to be proposed. Tsebelis also considers the policy
distances and policy cohesion of the various veto players. The veto players theory says
that policy change will be made more diYcult as the number of veto players
increases, and also their policy distance and cohesion.

Attempts to test these theories about the impact of institutions on policies and
policy making have resulted in mixed conclusions. Armingeon (2002) tests variables
from Lijphart’s typology and comes to the conclusion that one must distinguish
between diVerent dimensions of ‘‘consensus’’ democracy: corporatism (the organ-
ization of interests), consociationalism (need for agreement amongst relatively large
numbers of parties), and counter-majoritarian institutions (institutions for blocking
majority decisions). Huber, Ragin, and Stephens (1993) and Schmidt (2002) Wnd
support for the impact of constitutional structures and both veto points and veto
players on social policy, but Wnd that one must examine interaction eVects between
partisanship and political structures. In a study of attempts to renegotiate the policies
of coordinated market economies, Immergut and Kume (2006) and collaborators
Wnd that ‘‘public beliefs’’ set limits to the ability of policy makers to transform their
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institutions of social and political coordination. Thus, in moving from studying past
policies to examining newer patterns of politics and policies, political institutional
theories have begun to move from a focus on institutional blockages to look more at
processes of political competition and public persuasion.

4. Conclusion
.......................................................................................................................................................................................

This chapter has examined the impact of research on public policies on the devel-
opment of institutional theory and conversely, the implications of institutional
theory for the development of public policies. Research on the impact of institutional
rules and procedures on public policies has relevance as well for policy solutions that
are based on procedural methods. As contemporary policy makers increasingly
abandon their faith in policies constructed and implemented by government, they
turn ever increasingly to policy solutions based on ‘‘starting a process,’’ ‘‘creating a
network,’’ or ‘‘indicating a procedure.’’ It is precisely here that institutional analysis in
oVering a basis for critique and prescription has most to oVer, even though research
on the impact of rules and procedures on politics and policies is still in a relatively
early phase.
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c h a p t e r 2 8
...................................................................................................................................................

SOCIAL AND CULTURAL
FACTORS:

CONSTRAINING
AND ENABLING

...................................................................................................................................................

davis b. bobrow

When a pickpocket looks at a king all he sees is pockets.

(Senegalese saying)

understanding how it is that men’s notions, however implicit, of the ‘‘really
real’’ and the dispositions these notions induce in them, color their sense
of the reasonable, the practical, the humane, and the moral.

(CliVord Geertz 1973, 124)

1. Introduction
.......................................................................................................................................................................................

Public policy never begins with a blank slate whether we are talking about how and
why it is made or whether it plays out in terms of wanted or unwanted consequences.
Policy makers, implementers, target populations, and their audiences already hold
and use a complex of ‘‘notions’’ to arrive at choices and evaluations (as Geertz
suggests). Those ‘‘notions’’ affect what is treated as more or less relevant, important,

* I am indebted to my two favorite anthropologists, Gail Benjamin and Riall Nolan, for their suggestions.



and desirable—from information to material assets to institutions to skills to nor-
mative judgements. They ‘‘load the dice’’ with regard to public policy indicators,
focal situations, issue categories, cause and effect judgements, strategic repertoires,
and success criteria. They even define what is for people, public policy and politics
(Hudson 1997; Thompson, Grendstad, and Selle 1999). Notions in use amount to
constraints on and enablers for public policy.1

How well we explain the occurrence and consequences of one or another policy or
policy problem depends significantly on how well we understand the notions used by
actors involved with it. How effectively we shape policy seldom will be greater than
our understanding of the notions used by those who matter for policy adoption and
implementation (Elmore 1985). For example, law enforcement attempts to curtail
gang-related crime in Chicago ghettos would benefit from recognizing that for the
residents, both gangs and the police are sources of protection and exploitation
(Akerlof and Yellen 1994). How accurately we predict the effects of chosen policies
depends on understanding of the notions used by those populations the policies seek
to influence. Such understandings often amount to awareness of what is ‘‘local
knowledge’’ for the various parties to public policy and policy processes, be they
White House staffs or impoverished female heads of households.

Meeting those challenges encounters at least two major complications. One is that
of variety: ‘‘what men believe is as various as what they are—a proposition that holds
with equal force when it is inverted’’ (Geertz 1973, 124).2 In the Senegalese saying,
what is for some a ruler is for others a set of professional opportunities. A statement
or act or material object is then subject to alternative interpretations and thus diverse
implications for action and evaluation. The second is a less than total overlap
between what people alone and in groups say, what they do, and what they believe
(assume, know, or think). There often may be a very substantial difference between
what they say to ‘‘insiders’’ (persons they classify as ongoing members of their
identity or membership group) and to outsiders. What people actually do can vary
as they think their actions are or are not observed by insiders or outsiders. The
outsider is faced with the task of seeing behind ‘‘veils’’ and ‘‘masks’’ whether those are
worn because of conscious deception or just acceptance of cultural notions—and
often less well prepared to do so accurately than are insiders.

Later sections will briefly discuss these complications, and note some ways to cope
with them. Those ways feature approaches central in social science fields other than
political science—ethnography, sociology, social psychology, cognitive linguistics,
and organizational behavior. Yet, as the next section reports, the concepts and

1 The premiss is not that cultural notions matter instead of material and institutional factors (as
discussed in Snyder 2002). Rather, it is that such notions lead to important, choice-mediating interpret-
ations of those other sorts of factors, interpretations which provide conditions conducive to their
continuity or change.

2 What level of aggregation is useful or distorting is a recurrent concern, and has raised doubts about
looking for and relying on a common characterization of large sets of people categorized by a particular
nationality, religion, or even profession (for critical examples of the last, see Kier 1995; Zhang 1992).
Charges of excessive aggregation have been leveled at modal personality, national character, and civic
culture studies.
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methods involved have a substantial history of use by eminent political scientists
concerned with public policy. This chapter does not call for doing what is unpre-
cedented in understanding cultural and social constraints and enablers on public
policy.3 It does call for greater attention to the pursuit and application of such
understandings, and making such activities as standard a part of the analysis and
design of public policies as applied micro- or macroeconomics or law.4

2. Some Intellectual History
.......................................................................................................................................................................................

The sort of political science concerned with public policy in light of cultural and
social factors was a feature of the Chicago school which emerged between the First
and Second World Wars (Almond 2002, 23–108), and exemplified in the work of
Harold Lasswell (e.g. Lasswell 1971, 1951; Lasswell and Fox 1979; Lasswell and Leites
1949). That prominence reflected strong professional relationships with notable
sociologists, social psychologists, anthropologists, and linguists. The appeals of
policy alternatives and their consequences were shaped by belief systems encoded
in symbols. Symbol manipulation was a major part of politics. Political capital
included intangible assets such as social status and rectitude as well as material assets
such as instruments of coercion and wealth. Indeed the legitimacy and influence of
the material was partly a function of the non-material assets accorded by association
with and propagation of symbols.
Political appraisals and policy assessments then needed to be informed by three

types of inventories of markers for intangibles, and methods to take those inventor-
ies. One was of symbol usage and the associations thus invoked. The relevant symbols
might be words, but they also might be physical icons and sites used in public rituals.
A second was of social memberships and origins (life histories) of policy elites. The
premiss was that shares of representation in policy processes served to constrain and
enable in one or both of two ways. A predominant share might make some particular
set of ‘‘notions’’ prevalent in policy processes. It also might indicate that a broader
population viewed those thought to hold certain ‘‘notions’’ as particularly relevant,
capable, and normatively sound players of central roles in public policy. A third
inventory focused on symbols and complexes of ‘‘notions’’ in and about primary
social membership groups. That required identifying primary membership groups
for actors in the aspect of public policy under consideration.

3 The distinction between social and cultural factors is not useful as the level of modernization
distinctions between the sets of people analyzed by sociologists and anthropologists has eroded.
4 Positively, recent ‘‘behavioral economics’’ innovates by probing relevant populations to get at their

‘‘notions’’ and related actions rather than assuming Wt with an assumed model.

574 davis b. bobrow



For Lasswell and his associates, new sorts of knowledge were needed to cope with
stunning failures in domestic public policy, and with grave challenges from foreign
‘‘others’’ to favored conceptions about and even the existence of a just and humane
world. The inventories would show variety from place to place and time to time.
They would be useful for monitoring and countering politically malign actors, and
designing strategies to improve and protect a valued political order.

Unsurprisingly, the landmark The Policy Sciences (Lerner and Lasswell 1951) in-
cluded chapters by anthropologists (Kluckhohn on culture and Mead on national
character), a sociologist (Shils on primary groups), and a social psychologist (Stouf-
fer on how to discern what is really going on in large organizations). After the Second
World War, work by Lasswell’s students and their students evolved in several direc-
tions with a common intent of arriving at more systematic policy and political
system implications. Those efforts sought to organize notions used in official speech
by policy elites into operational codes (e.g. Leites 1951; George 1969) and notions
expressed by mass populations into profiles of national civic cultures (e.g. Almond
and Verba 1963). Subsequent work presented alternative models of political cultures
about major policy matters such as budgets and risk management (e.g. Wildavsky
1987, 1988; Thompson, Ellis, and Wildavsky 1990; Douglas and Wildavsky 1982);
sweeping characterizations of particular national and regional political systems
(e.g. Pye 1988; Pye and Pye 1985); thematic inventories of the notions and related
actions of politicians in for them important situations (e.g. Fenno 1990 on US
legislators); and reconstructions of the strategic rationales and related actions of
ordinary (or even marginal) populations in encounters with public sector policies
and institutions (e.g. Scott 1985, 1990 on Malaysian peasants).

It is important to note the scope of this legacy. The actors have ranged from elites
to marginal populations, in the USA and abroad. The units have ranged from whole
nations to small groups. The methods have ranged from at-a-distance analysis of
public documents and interviews with émigrés to large-scale opinion surveys and
direct observation (with more or less participation), and sometimes gone further to
construct typologies and models. Both quantitative and qualitative tools have been
used. To say that policy analysis needs to consider cultural and social factors as
constraints and enablers is not to commit to a single methodology or type of data. It
is, however, to commit to empirical enquiry, i.e. to beginning if not ending with
‘‘thick description’’ of what people say and do. For those an analyst holds to be of
political and public policy interest, ‘‘If something is important to them, it becomes
important to you. Their view of the world is as important as your view of that world’’
(Fenno 1990, 113–14).

Work in the Lasswellian tradition does not focus mostly on the texts of a few
intellectuals. It does not assume that populations marginal to prevailing systems of
power and wealth are especially worthy (or unworthy) of study or of public policy
‘‘voice.’’ Priorities should depend on what are crucial roles in the policy process and
in its consequences, matters which differ across policy issues, options, and salient
events. Deciding whose notions most call for understanding should not be con-
founded with moral judgements about who holds meritorious notions. Finally, the
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Lasswellian tradition recognizes that the cultural and social information it would
have us gather can be used for ‘‘emancipatory’’ or oppressive purposes.

3. Coming to Terms With Variety
.......................................................................................................................................................................................

General laws of political behavior have obvious appeals. Yet public policy in appli-
cation is less a general than a specific matter in terms of its when and where, who to
whom, the options considered, and the consequences of options chosen. Accord-
ingly, most general laws, be they of rational choice utilitarianism, prospect theory
anchoring and loss aversion (Levy 1997), or social affiliation and identity (Sen 1977),
provide only containers lacking situationally relevant operational content.5 Applying
the containers of utility, costs, and benefits involves imputing what the relevant
actors treat as having more or less utility, cost, or benefit. Similar imputations, filling
in, are required to get at what anchors are used and losses focused on, or what social
affiliations are given great weight.
Policy-relevant applications of such laws involve accurately recognizing what

participants pull from their containers to assess cause and effect relations between
alternative courses of action in a situation and likely consequences. Excessively
general, ahistorical labeling does little to illuminate why some population behaves
as it does or what would lead it to act differently. Consider the variety of significa-
tions attached in different countries to visits by their heads of state and ordinary
citizens to war casualty memorial sites, and even more distinctions between indi-
genous and foreign interpretations of such commemorative activities (as with
domestic and international controversy about Japan’s Yasukuni Shinto Shrine;
Nelson 2003).
A similar need to specify content in use applies to make informative such broad

‘‘classical’’ cultural and social categories as class, race, ethnicity, religion, nationality,
age, or generation. Doing that will often reveal that the category may be a useful
summary of aggregate outcomes, but not of much which bears on achieving changes
in outcomes. Thus, Thompson and Wildavsky (1986) called for a shift ‘‘from eco-
nomic homogeneity to cultural heterogeneity in the classification of poor people.’’
Suppose the category is being used to anticipate how those placed in it will respond
to different policy treatments or interventions. Suppose further that the members of
the category have more than one behavioral choice open to them during the time
period during which a policy is supposed to accomplish its desired consequences. For

5 To recognize a dimension of possible diVerence is of course to recognize one of possible similarity.
That still leaves a need for content to substantiate contentions about the predominance of similarity or
diVerence (as argued in Johnston 1995).
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example, in the context of US election-related quarantine policies toward Castro’s
Cuba, it matters if relevant voters in Florida think of themselves as primarily
Hispanic Americans or as Cuban Americans, and give more weight to ties with
relatives in Cuba or to a vision of regime change there.

Realizing the policy maker’s anticipations (Cuban-American votes) depends then
on the ‘‘notions’’ of the targets with respect to: (a) their giving membership or
identity primacy to the general category over subdivisions of it and over other
categories; and (b) their ‘‘notions’’ as they lead them to recognize and evaluate
alternatives open to them as category members. The targets are not clay but inten-
tional actors from whom passive compliance and uniform reactions are not givens.
Differences in (interpreted) experience with particular public institutions can lead to
different general notions of effectiveness in dealing with public institutions and
participating in politics more generally (as Soss 1999 found for recipients of two
cash-providing US social safety net programs administered in contrasting ways).
Specific content will still be needed even if claims are true that we are in an era of new,
post-industrial broad categories replacing the ‘‘classical’’ ones (e.g. Clark and Hoff-
man-Martinot 1998; Inglehart 1990).

Suppose that the use of familiar categories follows less from an intent to shape the
ostensible target population and more from judgements about how third parties (e.g.
majority populations, taxpayers, allied governments) will react to invocations of a
category label—e.g. ‘‘welfare cheats’’ or ‘‘the deserving poor,’’ ‘‘terrorists’’ or ‘‘liber-
ation fighters.’’ Third-party reactions will depend on their ‘‘notions’’ about the
members of the target category in relation to the salient situation. Other policy
elites, bureaucrats, or populations which can reward or punish the invoker can use
notions far different from those of the ostensible target population. When they do,
public policies can produce desired behaviors and interpretations by almost everyone
but it. The post 9/11 USA Patriot Act arguably has impacted less on those who would
commit terrorist actions than on the general population and a host of government
agencies. That bears some resemblance to what Edelman (1977) had in mind when
he evaluated American anti-poverty programs as ‘‘words that succeed and policies
that fail.’’

Talk about cultures or subcultures in relation to public policy usually follows from
an image of a set of people whose relevant notions and actions differ from some
historical, existing, or imaginable set of people. Differences get our attention when
we think they constrain or enable some relative to other policies and policy processes.
What contribution such talk will make to the analysis and conduct of public policy
depends on awareness of the multiple dimensions of difference the world offers, and
on the breadth and depth of efforts to understand how particular differences get
applied to specific situations.

Cultures and subcultures and their members can differ in the dimensions of
difference their notions identify. They can differ in the number of distinctions
made on a given dimension and the distance between points on a dimension, e.g.
about what religious or ethnic differences make a marriage mixed. They can differ in
the value they place on being different or even unique. They can differ in how
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situations determine the importance of some aspect of difference. They can differ in
what are key markers (signifiers) of any of these facets of difference. They can differ
in what are held to be the correlates of commonly identified aspects of difference in
terms of behavior, capability, intent, and normative worth. And, of course, they can
differ in the degree to which their beliefs about how they are different from others
and others different from them are shared by those others.
Whatever the cultural or subcultural content in these respects, it is not completely

fixed if the experience of members is itself changing. Yet, in a context of pre-existing
variety of notions and salient material context, populations can view that change as
amounting to a very different sort of experience. Thus, the turn in US social policy
from ‘‘welfare’’ to ‘‘workfare’’ may for those not participating in such programs
appear as a well-intentioned offer of an avenue to a better life. At the same time, some
participants view it as an ill-intentioned move to ‘‘cram down their throat’’ harsh
choices between child rearing and work, or education and income (as with part-time
fast-food jobs for Oakland teenagers of color; Stack 2001).
People come to any particular policy situation with a stock of notions about the

degree and nature of relevant variety based on their prior actual or virtual experi-
ences (including socialization, accepted history, academic learning). Thus Grammig
(2002, 56) reports that a development assistance project was for experts of different
nationalities ‘‘an empty shell that each participant filled with his own meaning.’’
What is learned about whom usually results from prior judgements about the
importance of a culture or subculture and sufficient curiosity to enquire about it.
We are more likely to have elaborated profiles of others we have dealt with before and
previously treated as important, and less likely to have such about those rarely
encountered or thought lacking in wealth, coercive power, status, or rectitude. Of
course players in policy systems and policy issues are a heterogeneous lot in terms of
who they have encountered and treated as important. In sum, which and how many
differences get recognized (or denied) are political and cultural matters. Public
policies shape and are shaped by those recognitions, especially with regard to the
processing of actual experiences into notion-related interpretative precedents,
maxims, fables, and warnings.
Unfortunately, a number of often thought to be general tendencies for public

policy get in the way of facing up to variety, and favor downplaying it. Consider three
rather common assumptions: (1) ceteris paribus public policy tries to keep things
simple to avoid overload; (2) politicians try to stay in good standing with their
selectorates; and (3) bureaucratic agents try to look good to those who can affect
their careers and agency resources.
Keeping things simple works against attending to a plethora of differences which

would cast doubt on ‘‘one size fits all’’ policies. It favors attributing to apparently
similar verbal or physical acts a standard meaning, and similar intent and affect. It is
far easier to treat all welfare recipients as having similar views of work, or all Muslims
as having similar notions of what being a ‘‘good Muslim’’ entails. It is far easier to
interpret the reasons for poor grades by African-American males as following from
factors which would account for poor grades by Caucasian or Asian males. It is far
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easier to interpret an audible ‘‘yes,’’ smile, or even calls by admirals in different
countries for a ‘‘strong Navy’’ (Booth 1979, 80–1) as meaning what they mean for us
when we engage in such acts. A determined effort to think and act otherwise would
compound the work involved in public policy formation, implementation, and
evaluation.

Since public policy seldom is a ‘‘unitary actor’’ phenomenon, it usually involves
achieving (or at least assuming) somewhat cooperative and communicative relation-
ships between people and groups with less than identical notions. If it cannot be
avoided, it can seemingly be made easier by an emphasis on dealing with persons and
groups who seem less different from one’s own culture or subculture. For example, a
retired director of the CIA profiled for me a desirable replacement leader in an
Islamic country as someone who ‘‘wears Western clothes, drinks whiskey, speaks
English.’’ Political legitimacy with indigenous constituencies can be slighted.

Of course, some stark claims of difference can enable policies which the prevailing
notions in the adopting policy culture would otherwise deem morally illegitimate or
pragmatically counter-productive. If others are inherently different in ways which
threaten our culture and its preferred policies and policy processes, anything (or at
least almost anything) goes, e.g. American treatment of some Iraqi and Afghan
detainees. In such cases, what becomes constrained are policies which treat members
of counter-cultures or clashing ‘‘civilizations’’ as our proclaimed notions would have
us treat fellow culture members.6 In its less culturally stressful and physically harsh
versions, this makes for policies which deny existence through constructed invisibil-
ity (the Israeli tour leader who said, ‘‘the population of Israel is three million Jews’’).
In its often more culturally stressful and physically brutal versions, it can enable
policies of genocide, ethnic cleansing, and state and non-state terrorism (e.g. Sluka
2000).

Selectorate-sensitive politicians (i.e. those particularly likely to gain and hold
power) are constrained and enabled by the notions used by their selectorates. They
tend to more or less proactively accommodate to them either reflexively when they
too hold those notions or by consciously opportunistic acts of symbol manipulation
(labeling, exemplification, and association). Policy issues and stances, salient events,
political parties/movements/factions, and prominent personalities are then subjects
for framing and counter-framing in light of judgements about the selectorate’s
notions. Informative examples are the testimony of expert witnesses for the pros-
ecution and defense in the Rodney King police brutality trial (Goodwin 1994), and
the politics of public school ‘‘reform’’ in Nashville (Pride 1995).

When the selectorate is quite uniform in its notions, the constraints and enablers
are rather obvious. Politicians and activists compete to seem to fit best with pre-
dominant notions, and ‘‘expose’’ rivals as deviating from them. Given widely held
notions of a USA under terrorist attack and of government employees as slackers, it
was predictable that politicians would compete for authorship of a Department of

6 The fact of harsh treatment of some Americans in American prisons is handled by invisibility, at least
among much of the white US population.
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Homeland Security. It was also hardly surprising that those of them trying to make
establishment contingent on provision of established civil service protections to its
employees would come under partisan attack and for the most part fold.
A selectorate rather evenly divided between clashing sets of notions calls for

different strategies and tactics to relax the constraint of dissensus. Imagine a US
selectorate split between holders of very different notions about the proper role of
government derived from equally different notions about the good family (Lakoff
1996). Public policy practitioners may then seek to couch policies in ways which
bundle together seemingly incompatible symbols and labels to appeal simultaneously
to several sets of notions (e.g. ‘‘compassionate conservative’’). They may engage in
policy turn taking with respect to serial use of different symbolic packages catering to
one or another of the competing sets of notions. They may even seek to create a
replacement set of notions based on credible constructions of recent experience
which promise to replace notions in mutual tension with a ‘‘Third Way’’ (as did
President Clinton and Prime Minister Blair in the 1990s). Politicians, and not just
ones in democratic societies, have reasons to be practicing ethnographers, or at least
to have staff members who are.
Further complications arise when politicians have to appeal to domestic selecto-

rates with one set of notions and also secure favorable treatment from elites and
selectorates embedded in different cultures. That dual agenda may motivate policy
elites to develop a repertoire with more than one set of culturally appropriate
content. They may metaphorically (and sometimes quite literally) don different
wardrobes (or dialects) for dealings with local, domestic, or foreign parties. Cosmo-
politan US Southern senators have been known to shift into the regional dialect of
their constituency when talking with its members. Flights from non-Arab countries
to Saudi Arabia shortly before arrival often have returning citizens of considerable
standing covering up modish Euro-American clothes.
In a multicultural polity and an internationalized world, politicians with more

than a monocultural repertoire can be advantaged—at least if their practices avoid
triggering conclusions that they are not really genuine, sincere members of any of the
pertinent cultures. Manifesting some characteristics of another culture can lead its
members to expect that actor to manifest others. Disappointment may follow, and
accusations of ‘‘bad faith.’’7 Of course, if selectorates in one policy culture have
negative notions about another, there are risks of ‘‘guilt by association.’’8
Most public policies and policy processes originate in some bureaucratic agency or

professional epistemic community, and most depend for stamps of approval (certi-

7 ‘‘Governments like individuals, have great expectations of reasonable behaviour from those they
think are like themselves. They will naturally expect them to see the world in the same way and to behave
sensibly, which in political practice does not mean behaving with ‘good sense’’, but rather means behaving
‘like me’ or ‘in accordance with my wishes’. . . . When a close associate fails to act in a desired manner, the
disappointment is all the greater’’ (Booth 1979, 56).
8 For example, that premiss may have underlain Republican attacks on the US Democratic presidential

candidate in 2004, John Kerry, as being ‘‘too French.’’ The counter unsurprisingly was to display Kerry in
association with symbols thought to be central to the selectorate’s notions of genuine membership in
American culture such as driving a motorcycle and hunting.
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fication) and implementation on one or more bureau or professional communities.
Top policy makers and their policies are then enabled and constrained by what
members of those groupings hold to be the notions used by their career gatekeepers,
and by their convictions about the grounds (notions and situational triggers) which
others rely on to determine collective or individual rewards or punishments.9 When
agency is given to a bureau or profession with a distinct set of notions, the chances
are that set of notions is privileged de jure or de facto. Some policies and policy
process routines are then more enabled and some more constrained.

To say that bureaux and professions have ‘‘world-views,’’ ‘‘standard operating
procedures,’’ ‘‘folklore,’’ and pantheons of exemplary individuals and events is to
say that they have a culture. The centrality of membership in that culture mounts
when bureaux and professions have accepted and nearly deterministic cause-and-
effect theories, normative criteria of merit, high barriers to entry and exit, and
identities framed in terms of contrasts with other bureaux and professions. Consider,
for example, the protective ‘‘code blue’’ of silence US policemen sometimes use when
challenged by civilians and civilian authorities, or the claims to special turf rights
made by ‘‘foreign area experts’’ to keep out international relations ‘‘generalists’’
(Samuels and Weiner 1992). A public health service (e.g. the Centers for Disease
Control) is likely to treat the problem of bioterrorism differently from a domestic
security service (e.g. the FBI). Economists are likely to treat pollution problems more
with an eye to market mechanisms such as permit auctions while lawyers might
emphasize regulatory mechanisms such as penalties for breaching emission ceilings.

Suppose an issue is assigned to two bureaux with different established notions,
notions which include viewing each other as expansionist, untrustworthy, or less
competent rivals. Policies which require generous cooperation are constrained, e.g.
think of the FBI and CIA even if both are labeled as belonging to a common
membership group (the US ‘‘Intelligence Community’’). A more subtle form of
constraint occurs when some key policy role is assigned to a ‘‘subculture’’ which
exists in a low-status way (e.g. civil affairs units in the US military) in a larger
organization whose culture centers on quite different missions (e.g. war fighting and
deterrence). Unsurprisingly, the assignment is then often followed by resource and
promotion starvation (e.g. the fate of enforcement agents in the US Immigration and
Naturalization Service or INS; Weissinger 1996).

In any event, for many members of most agencies and bureaux there are widely
held views (‘‘conventional wisdom’’) of what policy-relevant behavior carries high
risks. Those views may or may not be transparent to outsiders, especially if they clash
with declared norms among members. Privileged bureaux and professions (and
indeed ‘‘ordinary folks’’) will go to considerable effort to get around policy emphases
and directives which seem to them to pose such risks.

9 Policy systems vary in the extent to which and ways in which they have a common culture across key
bureaux, levels of government, and specializations (e.g. as the French try to do with few entry paths into
the elite higher civil service or the Chinese Communists used to try to do through party socialization).
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4. Finding Variety
.......................................................................................................................................................................................

The arguments to this point are that: (1) cultural variety matters for public policy;
(2) there are chronic tendencies to deny it the attention it ought to have; and
(3) denial deprives some policy options and policy process alternatives of a level
playing field. A superficial acknowledgement of variety will not help much unless
acted on to improve the information provided for and actually used in public policy.
Those changes are more likely with increased representation and standing in policy
processes of those attentive to variety. What sort of repertoire of enquiry would then
get greater emphasis?10
One priority would be analyzing two aspects of language used by members with

each other. The first is that of metaphors which treat some matter as similar to
another, and invoke from such similarities guidance about situational interpretations
and warranted action (Lakoff and Johnson 1980). For American public policy, for
example, one may note the frequent use of conflict metaphors such as the ‘‘war on’’
or the ‘‘fight against’’ (as with the Johnson administration on poverty, the Carter
administration on energy dependence, and the Bush II administration on terrorism).
For Americans and Japanese, the sheer volume of talk about sport suggests that it is
seen as a source of relevant metaphors for much else (Boswell 1990; Whiting 1990).
The more frequently similar metaphors and analogies occur in general writing and
speech, the more likely they are to be drawn on with respect to public policies and
policy processes.
A second focus would be on thorough elicitation of what members of a relevant

population use by way of categories of actors and actions, cues to relevant categories,
and expectations about the efficacy of particular actions in relation to actors in some
category (e.g. Spradley 1970). Rather than imposing categories (as in closed response
survey interviews), the emphasis would be on discovering the categories, cues,
and expectations held by those whose behavior we are trying to understand and
perhaps influence. Special attention would go to matters elaborated with numerous
distinctions suggesting importance in the lives of those whose language is under
examination.
Language is only one form of behavior open to observation. A variety-finding

orientation calls for as much direct observation as possible of what people do in their
natural situations, i.e. what for them are real situations involved with the aspect of
public policy of interest, and then seeking their rationales for acting as they have
done (e.g. DeWalt and DeWalt 2002). The observation should be conducted as
unobtrusively as possible (e.g. along the lines of Webb et al. 1966) with the observer
as blended into and neutral in the situation as possible. The observer would try to
become a watcher and listener in situ whether the subject of interest is the campaign
behavior of elected politicians in Hong Kong (Beatty 2003), the processing of issues

10 Brief reviews of pertinent methods and applications appear in Schensul et al. 1999a, 1999b, 1999c.
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by local office holders in New York state (Sady 1990), or the inferential process of
arriving at US intelligence estimates (Johnston 2003). That may or may not involve
participation either as part of blending in or as a way to discern notions used by
culture members.

Whether the focus is on language or other behaviors, considerable attention
should go to associations and evaluations in terms of cultural propriety and likely
pragmatic consequences operating for those being observed. That involves eliciting
and recognizing what for the members of the culture under examination are codes of
conduct, key historical references and myths, understandings (images) of others who
matter to them for dealings with public policy, and prototypically successful or
unsuccessful courses of action by those held to be similar to themselves. Those
may often be surprisingly elaborated and shared, as with homeless alcoholics in
Seattle on dealing with the personnel and institutions of the ‘‘criminal justice’’ system
(Spradley 1970).

When the behaviors in question involve physical actions and material objects, the
discovery process needs to look contextually at when those actions are taken and the
full range of uses made of those objects. If we wish to change practices in India about
cows, we should engage in a ‘‘functional systems analysis’’ of how cows are used in
and adapted to Hindu society and its economy and ecology (Harris 1966). If we wish
to understand the extent to which educational administrators are concerned with
student demonstrations and physical disruption, or diplomats with their embassies
being attacked, we should examine features of newly constructed facilities (as in ‘‘riot
renaissance’’ architecture). If we wish to understand and improve the availability of
public recreational space for children in New York City, we should look to see where
they play (the street) rather than assuming that only parks and playgrounds are sites
for play (e.g. Yin 1972).

Fully understanding variety may not be possible, and faces numerous obstacles of
access, evidence, and inference. Yet several ‘‘best practices’’ can at least increase
understanding. One is to extend the language mapping and other observations across
time and situations. For example, a longitudinal study of an ‘‘innovative school’’
found notions, processes, and roles far different from those stressed in the profes-
sional literature on school innovation (Smith et al. 1998). A one-time, few-day, and
situationally unusual field trip or site visit may produce a ‘‘shock of recognition’’ that
variety exists. It is unlikely to create substantial awareness of the notions used by
others. Shortcomings are especially likely when the ‘‘visitor’’ deals primarily with
stationed officials from his or her own culture rather than those of another. Delib-
erate steps to ‘‘get out of the bubble’’ need to be taken to avoid pitfalls of ‘‘spurious
direct encounters’’ with other cultures at home and abroad.

It also can be helpful to focus on material practices and talk widespread in the
population one wishes to understand. For example, insider jokes among them and
what for them are popular mass media products should not be slighted in favor of
‘‘serious’’ talk and highbrow products. If we are interested in young Americans, MTV
programs may be more informative than the New York Review of Books. If we are
interested in US legislators and their staffs, their ‘‘neighborhood’’ newspaper (Roll
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Call) may merit as much attention as the American Political Science Review. If we are
interested in the extent to which upper- and middle-class South Africans are pre-
occupied with crime, we might gain insight by noting the large amount of attention
home design and accessory magazines for that market give to residential alarm
systems and security barriers, and the consumer demand for ‘‘armed response
team’’ services.
Finally, there is the selection and assessment of informants, individual and group

sources thought by outsiders to be ‘‘insiders’’ to a culture of interest and relied on to
illuminate it. Some use of informants is hard to avoid, but taking what they
communicate at face value is not. It is advisable to rely more on informants with
substantial recent experience in the culture of interest than on those who have been
‘‘in exile’’ for several decades. It is advisable to weigh what informants tell us in light
of their own likely agendas, interests in our holding particular views of their cultures
and taking or avoiding certain interventions in it. All of those cautions should enter
into decisions about giving informants and their primary membership groups key
roles in relationships between our culture and theirs. Prudential lessons might be
drawn from the disappointments of US efforts at regime change which drew on
unwarrantedly rosy émigré judgements (the Bay of Pigs in the Kennedy administra-
tion and the 2003 invasion of Iraq).
This repertoire deserves a far more prominent place than it usually has in pro-

grams to prepare future professionals to analyze and participate in public policy.
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c h a p t e r 2 9
...................................................................................................................................................

GLOBALIZATION AND
PUBLIC POLICY

...................................................................................................................................................

colin hay

1. Introduction
.......................................................................................................................................................................................

Virtually no topic in contemporary public policy is more contested or more
potentially consequential than the impact of globalization. The balance of opinion
would certainly suggest that there is a strong prima facie case for seeing globalization
and public policy as antagonistic—the extent of globalization, for many, being an
index of the retrenchment of public policy, at least at the national level. A variety of
more or less plausible mechanisms for this tension between globalization and public
policy can be pointed to. In particular, globalization is seen to challenge the public
nature of (domestic) public policy by summoning a series of non-negotiable, exter-
nal, and largely economic imperatives that must be appeased in a technically proW-
cient manner if good economic performance is to be maintained, whatever the cost
in terms of democratic accountability. Similarly, globalization is seen as the enemy of
policy, public or otherwise, in the sense that it is seen to dictate policy choices whilst
itself being beyond the capacity of domestic political actors to control. Yet none of
this is uncontested. In this chapter my aim is to unpack the notion of globalization,
considering the diverse ways in which globalization might be seen as antithetical to
public policy, before turning to a review of the empirical evidence and the debate that
it has generated. I conclude by suggesting that although globalization and public
policy can be seen as antithetical in a variety of respects, this is less a consequence of
the direct and necessary constraints globalization is seen to impose than it is a
consequence of more political and contingent factors—in short, the constraints of
globalization are as much as anything else, what political actors make of them. I also
suggest that if globalization is antithetical to public policy, then it is only antithetical



to public policy at the domestic level; arguably it merely reinforces the need for
eVective and democratic public policy at the transnational level (see also Goodin
2003). If it is problematic or at least premature to suggest that domestic public policy
is a casualty of globalization, it is no less problematic to overlook the opportunities
and need for public policy at the transnational level that globalization generates.
In most conventional treatments, globalization and public policy are counter-

posed. Invariably, in such accounts, globalization is seen to intensify the competitive
struggle amongst nations for global market share, driving states to subordinate
public policy considerations to economic imperatives, thereby exposing their public
sectors to an exacting ‘‘competitive audit.’’ Yet, however familiar, this is by no means
the only mechanism by which globalization might be seen as in tension with public
policy. Indeed, at least four rather diVerent sources of such tension might be
identiWed:1

1. Globalization is held to necessitate a certain privatization and technicization
of ‘‘public policy,’’ rendering it less publicly accountable. Here it is the
distinctly ‘‘public’’ character of public policy that is potentially seen as a
casualty of globalization. By virtue of ‘‘time-space compression’’ and the
complex interdependencies that ensue, globalization is seen to render policy
deliberations so technical and involved as to necessitate signiWcant changes in
the conduct—and notably the legitimization—of public policy. In the face of
the speculative dynamics unleashed by Wnancial market integration, for in-
stance, it is argued that monetary policy must be removed from political
control and rendered both predictable and rules bounded rather than discre-
tionary. Globalization, and the complexities and interdependencies which are
seen to characterize it, are here associated with powerful tendencies to
depoliticization, privatization, and technicization (see also Berman and
McNamara 1999). If valid, this is a very important development, for it implies
that in a context of globalization public policy cannot be held to account
publicly (and hence democratically) to the extent to which we have become
accustomed. Such claims rest on the notion of a signiWcant and perhaps
growing trade-oV, in a context characterized by complex interdependencies
between eVectiveness and accountability in public policy and that we should
resolve any such trade-oV in terms of the former. It is suggestive, moreover, of
a potentially troubling explanation for the growing and widely identiWed lack

1 It is important to acknowledge at the outset that these four sources of tension are by no means
mutually compatible; indeed, diVerent authors have placed rather diVerent emphasis upon them. Thus,
for some neo-Ricardians, an increasingly integrated global economy intensiWes the international division
of labour, driving a process of divergence (reXecting specialization). For others, however, globalization
unleashes vicious competitive dynamics which drive economies, at pain of poor performance, to race to
adopt the most optimal policy stance, thereby driving a process of convergence. There is no obvious
reconciliation between such contending theoretical predictions; and neither is clearly borne out by the
available empirical evidence.
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of trust in public oYcials and associated discontent and disengagement with
formal politics (see, for instance, Dalton 2004; Dalton and Wattenberg 2000).

2. Globalization is seen to necessitate an internalization by the state of the
preferences of capital and an associated squeezing of the ‘‘Wscal space’’ for
public policy. This is perhaps the most conventional sense in which global-
ization is seen to be antithetical to public policy.2 As will be discussed in more
detail in later sections, the mechanism invoked here is relatively simple.
Globalization is treated as synonymous with the mobility of capital. In
order to retain high levels of investment, on which economic growth and
high levels of employment are predicated, states must increasingly provide an
investment climate conducive to proWt maximization or more to the point,
conducive to the anticipation by potential investors of proWt maximization.
They must, in short, internalize the preferences of capital.3 Such preferences
are conventionally assumed to be for a lightly regulated marketplace relatively
free from public policy interventions and characterized by low levels of
taxation.4 The mobility of capital is, then, seen both directly and indirectly,
to exert strong downward pressures on public policy—directly, since global-
ization enhances the eVective bargaining power of capital and capital is seen
to exert a strong preference for market mechanisms as opposed to public

2 Whilst this notion of globalization as antithetical to the public accountability of domestic policy is a
familiar one with powerful resonances in much contemporary public discourse, it is by no means
expressive of a consistent orthodoxy. International institutions (like the World Bank and the IMF)
here speak with forked tongues—on the one hand advocating powerfully the need for central bank
independence from political inXuence whilst, on the other, emphasizing the importance of good
governance and democratic accountability as preconditions of economic modernization. What is clear,
however, is that the prevailing wisdom in international institutions, as elsewhere, would seem to be that
economic globalization necessitates a certain subordination of domestic political considerations (in-
cluding accountability to public opinion) to harsh economic imperatives. Good governance and demo-
cratic accountability are, in this sense, secondary considerations.

3 Of course, it is not only capital that is mobile in a globally integrated market. Insofar as labor is both
mobile and scarce—and in some sectors of the international economy it is certainly both—its prefer-
ences, too, must be accommodated if the supply of this essential factor of production is to meet demand.
With a few rare exceptions, however, the mobility of labor has not featured prominently in accounts of
the economic imperatives issuing from globalization (though see, for instance, Rogowski 1989). This is
largely because of the emphasis placed in the existing literature upon the diVerential mobility of capital
and labor. Yet two further factors are also likely to have proved signiWcant—Wrst, the stigmatized and
rather undiVerentiated public discourse which surrounds immigration in most of the world’s leading
economies and the rather greater political clout and inXuence of those advocating ostensibly capital-
friendly reforms. The latter, of course, are more likely to stress the mobility of capital and the imperatives
issuing from it than those issuing from the mobility of labor.

4 The notion that capital is motivated politically by strong deregulatory preferences is, of course, a
crude generalization and one, as we shall see in later sections, that is diYcult to reconcile with the
expressed preferences of capital (as revealed by its investment behaviour). Regulation may well bring with
it a certain sense of security on the part of (say, Wnancial) investors, suggesting at minimum the existence
of complex trade-oVs in capital’s own assessment of the merits of regulation versus deregulation. The
simple point is, however, that in most stylized accounts of globalization such complex trade-oVs are
simply not acknowledged and capital’s preferences are assumed both simple and Wxed.
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regulation; and indirectly, since globalization eVectively squeezes the Wscal
base out of which public policy is funded.

3. More generally, globalization is seen to diminish the policy-making capacity
and autonomy of the nation state, resulting in a displacement of functions
from public to quasi-public bodies (such as independent central banks)
and from national to transnational institutions (such as those associated
with the process of European integration and more obviously global institu-
tions such as the IMF, the WTO, and the World Bank)5. Clearly this third
sense in which globalization and public policy-making capacity at the na-
tional level are seen to be antithetical is not unrelated to the points already
discussed—indeed the displacement of functions from public to quasi-public
bodies almost directly parallels the privatization and technicization of policy
discussed above. Yet the emphasis is, again, slightly diVerent. Here commen-
tators highlight what they identify as an increasing disparity between the level
at which policy problems emerge and/or must eVectively be dealt with and the
still predominantly national/domestic character of the institutions from
which such responses are initially sought. In short, they note, in a context
of globalization, the nation state’s increasing lack of Wtness for purpose. Of
course, to identify a proliferation of global/transnational problems which the
nation state is not well placed to deal with is not necessarily to point to a
shortfall in public policy, especially if global/transnational policy-making
capacity is enhanced in parallel with the proliferation of problems at this
level. Yet it is the gap between the pace at which the problems proliferate and
the policy-making capacity increases that prompts contemporary concerns.
Invariably, it seems, global problems have failed to generate coordinated
global solutions—environmental degradation providing an ever more alarm-
ing case in point. As this already serves to indicate, many of the contemporary
challenges for public policy are to devise proWcient and democratic institu-
tions of global governance—an eVective policy-making capacity for dealing
with problems of global public policy.

4. Globalization is seen as driving a process of convergence, thereby diminishing
both variations between states in public policy and the signiWcance of vari-
ations in public policy as variables in the explanation of comparative
performance. Questions of convergence, divergence, or continued diversity
have provided a key focus for public policy analysis in an era of globalization,
provoking considerable controversy.6 In most conventional accounts, for
reasons already discussed, globalization is seen to promote convergence, as
states have come to internalize the preferences of capital, thereby embracing

5 On the role of the latter in ‘‘global business regulation’’ see, especially, the exemplary and exhaustive
discussion in Braithwaite and Drahos (2000).
6 Compare Berger and Dore 1996; Garrett 1998; Gray 1998; Hall and Soskice 2001; Weiss 1998.
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neoliberal policies. Yet in recent years a rather more institutionally diVeren-
tiated view has developed. This so-called ‘‘varieties of capitalism’’ perspective
is associated most clearly with what Peter A. Hall and David Soskice (espe-
cially 2001) call ‘‘dual’’ rather than simple convergence. It sees globalization as
an agent of convergence, but suggests that it is likely to have diVerent impacts
on coordinated and liberal market economies, reinforcing rather than under-
mining their distinctiveness (see also Garrett 1998). Yet even in this more
subtle, diVerentiated, and increasingly inXuential perspective globalization
heavily circumscribes public policy makers’ autonomy. In liberal market
economies, for instance, it essentially imposes on them market-conforming
policies, raising questions again about the extent to which public policy can
be held to account publicly/democratically.

As this already serves to indicate, the dominant themes in the existing literature
on globalization and public policy all point to an adversarial relationship between
globalization and public policy—in which the former is seen to select strongly
for the depoliticization, privatization, and technicization of the latter. In this
context, it is perhaps hardly surprising that commentators like David Marquand
should point to a contemporary ‘‘decline of the public’’ (2004). Yet before rushing
to endorse such a pessimistic conclusion it is important to acknowledge
that most of the themes of the literature already discussed rest on strong assump-
tions as to the nature, extent, and consequences of globalization. Whether acknow-
ledged as such, these are unavoidably empirical claims and, moreover, empirical
claims that do not always stand up to a close consideration of the available
evidence.

Indeed, although the contemporary period is invariably referred to as one of
globalization, and although globalization is invariably seen as placing stringent
constraints on the size of the public sector, in aggregate terms states consume a
larger share of global GDP than at any previous point in their history (Garrett 2001;
see also Hirst and Thompson 1999). Of course, such evidence is not in itself suYcient
to refute the globalization thesis, nor is it especially diYcult to see how the global-
ization thesis might accommodate such ostensibly unsupportive data (for a more
sustained discussion see Hay 2005). Yet it certainly suggests the importance of a
rather more detailed consideration of the empirical evidence than characterizes
much (though by no means all) of the current literature. The frequently hyperbolic
nature of much of the globalization debate and its tendency to extrapolate wildly
from anecdotal illustrations where empirical evidence is appealed to at all necessi-
tates a more thoroughgoing empirical review.

This is the aim of the later sections of this chapter. However, before
turning to the evidence, it is Wrst important to consider the concept of globalization
itself.
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2. What is Globalization?
.......................................................................................................................................................................................

Given the now habitual contextualization of public policy in terms of the constraints,
pressures, and more rarely, opportunities associated with globalization, one might be
forgiven for expecting a clear (if implicit) consensus on the meaning of the term.
Nothing could be further from the truth. Whether globalization is occurring or not is
highly contested; and indeed, what would count as evidence of globalization in the
first place is scarcely less contested. The result is considerable confusion as analysts,
who may in fact agree to a far greater extent than they assume on what is really going
on, mistake semantic differences for more substantive analytical disagreements.
As this suggests, the question ‘‘what is globalization?’’, however straightforward, is

one that invariably lacks a straightforward answer; indeed, it is one that is surpris-
ingly rarely posed. A variety of effects follow from this—not the least of which is the
tendency of proponents of the globalization thesis (‘‘radicals’’ in Giddens’s (1999)
terminology) and their critics (‘‘skeptics’’ in the same terms) to talk past one
another.7 Whether globalization is happening and whether the consequences often
attributed to it should be attributed to it depend on what globalization is taken to
imply—and it is here that the major differences often lie. Unremarkably, skeptics
tend to adopt more exacting definitional standards than radicals, pointing almost in
the same breath to the disparity between the real evidence (such as it is) and the
rigors of such an exacting definitional standard. Radicals by contrast set for them-
selves a rather less discriminating definitional hurdle, with the effect that they
interpret the very same evidence that leads skeptics to challenge the globalization
thesis as seemingly unambiguous evidence for the thesis. What makes this all the
more confusing is the seeming reluctance of authors on either side of the exchange to
define clearly and concisely their terminology.
However frustrating this may be, it is not perhaps as surprising as it might at first

seem. For radicals especially—and they are, if anything, rather more guilty of a failure
to provide a precise minimal definitional standard—globalization is multifaceted
and complex. Accordingly, it does not avail itself easily of a simple definition. Such
authors, perhaps understandably, tend to be reluctant to frame their understanding
of globalization in discriminating terms and/or in terms that might easily be oper-
ationalized empirically. Insofar as they define globalization at all, then, it is often
defined in an anecdotal manner—Giddens, for instance, introduced his 1999 Reith
Lectures on globalization not with a definition but with the story of an anthropolo-
gist friend watching Basic Instinct on video in Central Africa (1999; see also Hay and
Watson 1999). After a few more anecdotes, Giddens’s audience probably gained a
pretty good sense of what he was talking about; what they probably did not get was a

7 The archetypal ‘‘radical’’ account is probably that of John Gray (1998); the archetypal ‘‘skeptic’’
account probably that of Hirst and Thompson (1999).
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sense of a precise analytical concept that could be operationalized empirically to
achieve significant analytical purchase on the social and political processes it sought
to describe and illuminate.

One way to get at underlying or implicit understandings of globalization in such
accounts is to look at the assumptions made by their proponents in deriving the
consequences and effects they attribute to it. This is perhaps rather easier when it is
the economic consequences of globalization that are being considered—for here the
assumptions made by radicals are quite often both stark and stylized. The so-called
‘‘business school’’ variant of the radical or ‘‘hyper’’-globalization thesis is a case in
point (as is its practical political expression within the so-called ‘‘Washington
Consensus’’). Here globalization is essentially synonymous with economic open-
ness—in neoclassical economic terms, with a perfectly clearing and fully integrated
global market. The effects of globalization appealed to in this literature are, in effect,
logical correlates of such assumptions (albeit without the algebraic/formal modelling
associated with the open economy neoclassical international macroeconomics from
which these assumptions are drawn). This is an important point, for whatever one
thinks of it, the global economy today is not a perfectly clearing and fully integrated
market. In this sense many of the predictions/diagnoses of the hyper-globalization
literature are predicated on unrealistic and implausible assumptions—assumptions
used in economic theory not for their accuracy but for their heuristic value (in
modeling a perfectly integrated market) and as simplifying distortions necessary to
facilitate the formal modeling. Yet important though this is, it does not get us closer
to a definition of globalization. For radicals do not offer perfect market integration
on a global scale as a definition of globalization—though this is invariably how they
operationalize the term. The question of how perfectly integrated globally a market
must be to warrant analysis in such terms is, again, rarely posed; and consequently,
the question of when the degree of integration in the world economy is sufficient to
justify the label globalization is rarely, if ever answered.

Having failed to find many clear statements of what globalization actually is, it is
time to attempt an alternative strategy. Like so many contested terms in the social
sciences, globalization is perhaps better understood in negative rather than positive
terms—in terms of what it is not.

This strategy immediately bears fruit as a number of ‘‘others’’ can relatively easily
be identified—terms presented alongside globalization, often in the same breath, yet
starkly counterposed to it. Amongst such conceptual pairings the following are
perhaps the most obvious:

(i) nation vs. global (referring to the level at which the center of gravity of the
world system might be seen to lie and the primary character of the cultures,
economies, and polities within that system);

(ii) international vs. global (referring to the character of supranational decision-
making processes and specifically, the extent to which these might be seen as
trans- rather than merely international in form);
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(iii) regionalization vs. globalization (referring to the precise geographical scope
and character of any particular process of integration);

(iv) protectionism/closure/internal orientation vs. globalization as external
orientation (referring to a policy-making orientation and a set of policies
consistent with such an orientation).

This immediately reveals a range of rather different senses of globalization or,
better perhaps, a range of dimensions of the concept. Moreover, looking at global-
ization in terms of such conceptual pairings is suggestive of a range of continuous
(and not necessarily orthogonal) axes along which progress towards (or retrench-
ment from) globalization might be gauged. Such an approach encourages us to
conceive of globalization in rather more fluid and dynamic terms, as a (potential)
outcome of a set of tendencies to which there are counter-tendencies (see also Hay
and Marsh 2000). Yet whilst this might seem to lessen the importance somewhat of
a precise and easily empirically operationalizable definition of globalization, it does
not diminish the significance of the question, ‘‘how global does it have to be to
count as evidence of globalization?’’—indeed, it merely projects this question onto
a number of distinct dimensions.
The high stakes of such controversies are well illustrated by the debate which still

rages on the geographical character of trade within the world system today.8 For
many of those who counterpose regionalization and globalization, deepening intra-
regional integration is not, in and of itself, evidence of globalization. For such
authors, contemporary patterns of trade integration do not seem to provide strong
prima facie evidence for trade globalization—with the most recent data showing that
for most of the world’s leading regional economies, the pace of intra-regional trade
integration far outstrips that of inter-regional trade integration. As a consequence,
they conclude, the world economy, though ever more integrated in terms of trade, is
becoming ever more regionalized and in that sense, less globalized (Hay 2005, 2004;
Hirst and Thompson 1999). Yet such an interpretation rests on a semantic distinc-
tion. The same evidence can be described rather differently. For those who see trade
openness and globalization as synonymous, the precise geographical character of
patterns of trade integration is not the issue—this is, by definition, globalization.
And even amongst those who seek to differentiate clearly between regionalization
and globalization, there are those who would interpret precisely the same data as
evidence of both globalization and regionalization. Such commentators emphasize,
in so doing, not the higher relative pace of intra- as opposed to inter-regional
integration, but the absolute increase in both intra- and inter-regional integration
(for instance Perraton et al. 1997).
Yet, tempting though it may well be to dismiss the issue in such terms, this is not

merely a question of semantics—there is much of substance at stake here. For if, on
the basis of a detailed assessment of the trading relations of the EU economy, for

8 See, for instance, Frankel 1997; Hay 2004; Hirst and Thompson 1999; Perraton et al. 1997.
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instance, we identify regionalization where once we saw globalization, we may come
to view the competitive imperatives such economies face by virtue of trade integra-
tion rather differently. It matters whether Britain and France compete increasingly
with their European partners or whether they must increasingly compete in a
genuinely global market for traded goods. The semantics matter because they may
potentially obscure, in a rather amorphous conception of globalization, the quite
specific competitive challenges our economies now face.

3. The Impact of Globalization
.......................................................................................................................................................................................

In terms of public policy, as already indicated, globalization is invariably seen as a
constraint rather than an opportunity. Its impact, if we can indeed speak of powerful
globalization tendencies, is then frequently seen in terms of the imposition of
external imperatives—most notably perhaps that of competitiveness. However
vague and implicit notions of globalization may be in the existing literature, a clear
and relatively well-conserved set of mechanisms of constraint on domestic policy-
making autonomy is appealed to in the existing literature. These are principally, but
not exclusively economic and rely centrally on notions of mobility. Four such sources
of external imperatives can be identified, each worthy of more sustained reflection.

1. Trade. The free mobility of goods leads to pressures to enhance economic
competitiveness.

2. Foreign direct investment. The free mobility of investment capital (and in
many accounts, already invested capital) leads to pressures to enhance and
retain ‘‘locational competitiveness.’’

3. Finance. The free mobility of virtual/digital capital leads to an essentially
constant audit by international investors of monetary and fiscal policies and
the institutions (for instance, independent central banks) responsible for their
delivery.

4. Environment and ‘‘the global commons.’’ The mobility of pollutants and the
global nature of ‘‘high consequence risks’’ (Giddens 1990)—leads to the need
to pool sovereignty in institutions of effective global governance.

In what follows I consider each as a mechanism, assessing the plausibility of the
assumptions and the evidential basis for both the assumptions and the conse-
quences inferred from them to discern the likely consequences for public policy
arising from each.
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3.1 Trade Integration

Most accounts of the economic consequences of globalization start from a consid-
eration of trade integration. Pointing to a near exponential rise in openness (con-
ventionally expressed in terms of imports plus exports as a share of GDP) since the
1960s, they seek to derive a series of competitive imperatives for the domestic
economy and domestic policy makers from heightened trade integration.
In rather stylized terms, such accounts frequently counterpose the supposedly

closed national economies of the advanced liberal democracies until the 1960s and
1970s with the open integrated world economy which, they suggest, has developed
subsequently. In the former, closed national economic world, competitiveness is of no
great consequence, since only a relatively small proportion of GDP is traded and
domestic consumption can be assumed to be satisfied by domestic production
thereby facilitating a series of domestic management techniques such as Keynesian-
ism.
Under (stylized) open economy conditions things look very different. Keynesian-

ism is no longer effective since the injection of demand into the domestic economy
will only serve to boost imports, precipitating a worsening of the balance of payments
situation. More significantly still, domestic economic growth is now predicated upon
success in international markets—in other words, competitiveness. Competitiveness,
moreover, is frequently understood in rather narrow and cost-centered terms—the
capacity to produce, distribute, and ultimately sell a given commodity in inter-
national markets for less than the competition. Consequently the imperatives of
competitiveness that (global) trade integration brings tend to be seen in terms of
cost-saving measures—the elimination of burdensome regulations, the reduction in
non-wage labor costs (such as those out of which welfare states are funded), and the
exertion of downward pressure on labor costs (by, for instance, scaling back workers’
bargaining power and removing the institutional settings in which it might be
exercised).
The mechanism is a clear one, lubricated by the heightened mobility of goods in a

more globally integrated world market (an improvement in the aggregate terms of
trade within the world economy). Yet, compelling and influential though it is, the
necessity of the competitiveness-enhancing cost-saving ‘‘race to the bottom’’ that it
predicts is not so easily reconciled with the empirical evidence. As already noted,
state-related activity continues to account for a high and in fact rising share of global
GDP, suggesting at minimum that in the face of such competitive imperatives public
institutions funded out of taxation receipts have proved remarkably resilient. More-
over, as a growing body of literature testifies, there is a positive and indeed, strength-
ening relationship between public spending and economic openness—the most open
economies in the world are also those, in statistical terms, with the largest public
sectors (Rodrik 1996). That historical relationship (as famously revealed by Cameron
1978) shows no signs of being eroded. Finally, however high contemporary levels of
trade integration are, a significant body of scholarship suggests that such levels are
by no means unprecedented. Indeed, it suggests, there is still some way to go before

596 colin hay



pre-First World War levels of trade integration, at least for the world’s leading
economies, are exceeded (Bairoch 1996; Hirst and Thompson 1999).

The empirical evidence also suggests a number of reasons why the anticipated
deregulatory ‘‘race to the bottom’’ is at best a simplifying distortion of a far more
complex reality. First, as already noted, markets, not least those for traded goods, are
far from perfectly integrated—and on balance, distortions from perfect market
integration tend to serve to protect the most advanced and affluent economies
(those with the largest public sectors) from competitive undercutting. Second, it is
only a relatively small proportion of potentially tradeable commodities whose cost is
determined to a significant extent by direct labor costs and indirect non-wage labor
costs (such as payroll taxes). Consequently, the competitive undercutting predicted
in the globalization thesis, even though it certainly goes on, is more confined to
certain sectors of the world market than the model assumes. Third, to a very
considerable extent the advanced capitalist economies compete less in terms of cost
than they do in terms of the distinct qualities of the goods they export. And quality
competitiveness, in contrast to cost competitiveness, is often enhanced and sup-
ported by high levels of public spending. Fourth, as already noted, regionalization
tendencies that are often ignored in the overly general literature on globalization may
alter significantly the real terms of competition that economies face, giving rise to
rather different competitive dynamics from those assumed to drive a deregulatory
race to the bottom.

3.2 Foreign Direct Investment

Scarcely less significant in accounts of the consequences for public policy of global-
ization is the role of foreign direct investment and the (assumed) mobility of
international investors. The significant, indeed at times exponential growth in both
the accumulated stock of invested foreign capital (total fixed capital formation) and
fresh foreign direct investment is seen, in conventional accounts of globalization,
to impose upon domestic policy makers a series of additional competitive impera-
tives. Here it is not so much the competitiveness of the domestic economy
qua domestic economy that is the focus of attention (important though this is),
but the ‘‘locational competitiveness’’ of the economy as a site for new or continued
investment.

The picture created is of potentially footloose and fancy-free investors choosing
from a vast array of potential investment locations the one that offers them the best
anticipated return on their investment—that is, until a new and better opportunity
arises elsewhere. In order to attract investors in the first place, then, governments
must essentially internalize and approximate as closely as possible in terms of their
exhibited policy choices the preferences of mobile capital. Those preferences, in
turn, are anticipated to be for attractive investment incentives at the point of
initial investment, flexible labor markets, low rates of corporate taxation, a flexible
regulatory regime, and lax environmental standards. Big government and the
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taxation receipts out of which a generous welfare state might be funded are rendered
increasingly anachronistic—a guarantee of disinvestment and economic crisis.
Equally intuitive though such a view is, it is again at some considerable odds with

the available empirical evidence. A number of points might again be noted. First, the
mobility of invested capital is grossly exaggerated in such stylized accounts which
invariably discount the costs borne by investors of carrying through an ‘‘exit’’ threat
to the point of disinvestment. Having invested and often built plant in a particular
economy, foreign direct investors acquire a variety of generally irredeemable sunk
costs. For, to relocate production is, essentially, to sacrifice the lion’s share of the
capital value of the initial investment (assuming no new investor is prepared to take
the place of the old), whilst bearing the significant costs of building and equipping
new plant, to say nothing of the intervening period of non-production. For this
reason, whilst it may well be rational for hypothetically mobile investors to threaten
‘‘exit’’ whenever they wish to bargain for concessions and/or changes in policy from
their host government, it is seldom in their interests to exercise their hypothetical
mobility even in the absence of such concessions. This is presumably why it is that the
much-vaunted exit option is in fact rather less frequently exercised than the model of
free capital mobility would predict.9 Second, there is quite simply no inverse rela-
tionship, such as the model would lead us to anticipate, between volumes of inbound
foreign direct investment and levels of corporate taxation, environmental and labor
market regulations, generosity of welfare benefits, or state expenditure as a share of
GDP.10 This would merely seem to underline the point of the previous section that
competitive advantage is not necessarily secured by cost minimization strategies.
Finally, as is again now well documented, the vast majority of the world’s outward
foreign direct investment (over 90 per cent between 1980 and 1995) is sourced from
within the so-called ‘‘triad’’ (of North America, Europe, and Pacific Asia) and the
vast majority (between 75–80 per cent over the same period) of inward foreign direct
investment is invested within the triad (Brewer and Young 1998, tables 2.7, 2.8; Hay
2004, fig. 7). This staggering concentration of foreign direct investment is hardly
consistent with the predictions of the simple globalization model, a point reinforced
by the observation that the most significant factor determining investment location
is not the availability of investment incentives but geographical proximity and access
to a sizeable market (Cooke and Noble 1998).

9 It may, of course, be that the emphasis here on ‘‘exit’’ in much of the literature, radical and skeptic
alike, is misplaced or at least exaggerated. For multinational Wrms, and many such Wrms now exist, there
is no need to exercise exit nor is there often a need to build new plant whenever disinvestment occurs.
Such Wrms, with multiple production sites, can simply juggle production volumes between locations,
bargaining with local jurisdiction for policy concessions which might increase the likelihood of them
expanding capacity in a particular location. I am indebted to Mick Moran for pointing this out to me.
10 See Cooke and Noble 1998; Pfaller et al. 1991; Traxler and Woitech 2000; Wilensky 2002; and see also

Hay 2005 for a fuller assessment of the empirical evidence.
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3.3 Financial Market Integration

The third in the triumvirate of sources of external economic constraints on public
policy comes from the anticipated consequences of financial market integration.
Once again, the assumption in much of the literature is of perfectly clearing and fully
integrated global markets—here financial markets, with near instantaneous invest-
ment decisions lubricated by new digital technologies operating in an effectively
post-geographical environment (O’Brien 1992).11 In such a context, vast financial
resources can be unleashed by institutional investors in speculative attacks on the
currencies of states incurring the investors’ displeasure. Sterling’s forcible ejection
from the European Monetary System (EMS) at the hands of George Soros and others
is a classic case in point. Within such models, portfolio investors, in particular, are
seen to display a clear interest in, and preference for, strong and stable currencies
backed both by implacable independent central banks with hawkish anti-inflationary
credentials and governments wedded in theory and in practice to fiscal moderation
and prudence. Any departure from this new financial orthodoxy, it is assumed, will
precipitate a flurry of speculation against the currency and a haemorrhaging of
investment from assets denominated in that currency. Governments provoke the
wrath of the financial markets at their peril.

Once again, this is a familiar and intuitively plausible proposition that would seem
to be borne out by a series of high-profile speculative flurries against ‘‘rogue’’
governments in recent decades. It is, however, an empirical claim and one that a
growing body of scholarship reveals to be considerably at odds with the empirical
evidence. For capital markets do not seem to be as perfectly integrated as the
globalization literature invariably assumes. In particular, the anticipated convergence
in interest rates which one would expect from a fully integrated global capital market
is simply not exhibited (Hirst and Thompson 1999; Zevin 1992). Moreover, financial
integration has also failed to produce the anticipated divergence between rates of
domestic savings and rates of domestic investment which one would expect in a fully
integrated global capital market—the so-called ‘‘Feldstein–Horioka puzzle’’ (Feld-
stein and Horioka 1980; see also Epstein 1996, 212–15; Watson 2001a). Finally, though
the liberalization of financial markets has certainly increased the speed, severity, and
significance of investors’ reactions to government policy, capital market participants
appear far less discriminating or well informed in their political risk assessment than
is conventionally assumed (Mosley 2003; Swank 2002). Consequently, policy makers
may retain rather more autonomy than is widely accepted. Speculative dynamics, it
seems, are in fact relatively rarely unleashed against currencies and, at least as far as
the advanced liberal democracies are concerned, the range of government policies

11 This is, of course, to adopt a wholly undiVerentiated and correspondingly problematic conception
of ‘‘Wnancial markets’’—a term which can and should be disaggregated. Such a generic category in fact
hides very signiWcant variations, for instance between the instrument trading that characterizes foreign
exchange markets and the altogether more locationally immobile provision of commercial services like
corporate law. The point is, however, that in the somewhat stylized accounts which dominate the existing
literature on globalization’s impact on public policy, such disaggregation is exceptionally rare (though
see, for instance, Mosley 2003; Watson 2001b).
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considered by market participants in making investment decisions is, in fact, ex-
tremely limited. As Mosley explains:

Governments are pressured strongly to satisfy financial market preferences in terms of overall
inflation and government budget deficit levels but retain domestic policymaking latitude in
other areas. The means by which governments achieve macropolicy outcomes, and the nature
of government policies in other areas, do not concern financial market participants . . .
[G]overnments retain a significant amount of policy autonomy and political accountability.
If, for domestic reasons, they prefer to retain traditional social democratic policies, for
instance, they are quite able to do so. (2002, 305)

This important finding is further reinforced by other recent work. On the basis of a
detailed statistical analysis, Swank demonstrates that, contrary to the prevailing
consensus, ‘‘rises in international capital openness, or exposure to international
capital markets, do not exert significant downward pressure on the welfare state at
moderate levels of budget imbalance [and] when budget deficits don’t exist, some
expansion of social protection is possible even in the context of international capital
mobility’’ (2002, 94).
Financial markets, it seems, are neither as highly integrated as we are accustomed

to thinking, nor as exacting in the audit of fiscal and monetary policy they are
frequently assumed to engage in.

3.4 Environmental Degradation

Thus far we have focused almost exclusively upon mechanisms identifying economic
globalization as the key contemporary constraint on public policy-making auton-
omy. We have also questioned, in so doing, the extent to which contemporary
economic trends are well captured by the term globalization. Yet at least equally
compelling is a rather more political mechanism which refers unequivocally to issues
that are genuinely global in their scope and scale. Strictly speaking this does not so
much point to the diminished capacity of public policy makers in an era of global-
ization, as to the globalization of the problems with which such policy makers are
confronted—and their inability to date to deal with such problems.
The classic example here is the problem of high-consequence global environmen-

tal risks (Giddens 1990). This is well expressed in the so-called ‘‘tragedy of the
commons’’ first identified by Garrett Hardin (1968). Hardin provides an intuitively
plausible and all too compelling model of the seemingly intractable problem of
environmental degradation in contemporary societies (for a useful extension and
updating of Hardin’s pioneering work, see Gardiner 2004). The systematic exploit-
ation and pollution of the environment, it is argued, is set to continue since
individual corporations and states, despite a clear collective interest, choose not to
impose upon themselves the costs of unilateral environmental action. Their logic is
entirely rational, though potentially catastrophic in its cumulative consequences.
Such actors know that environmental regulation is costly and, particularly in an open
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international economy, a burden on competitiveness. Accordingly, in the absence of
an international agency capable of enforcing the compliance of all states and all
corporations, the anticipation of free-riding is sufficient to ensure that corporations
and states do not burden themselves with additional costs and taxes. The long-term
effects for the environment are all too obvious, preventing as it does a global solution
to a genuinely global problem.

The extent to which the narrowly perceived self-interest of states and governments
can subvert the development of effective mechanisms and institutions of global
governance is well evidenced by the Bush administration’s withdrawal from the
1997 Kyoto Protocol (committing signatories to staged reductions in greenhouse
gas emissions); and for its critics, by the fact that such a protocol, even if fully
implemented, would only serve to reduce slightly the pace of an ongoing process of
environmental degradation.

This is a most important example, and a number of broader implications might be
drawn from it. First, the ‘‘tragedy of the commons’’ is indicative of a more general
disparity between the need for and supply of effective institutions and mechanisms of
global public policy. For whilst it is easy to point to genuinely global problems
requiring for their resolution coordinated global responses, it is far more difficult to
find examples of the latter. Second, whilst the proliferation of genuinely global
political problems does point to the incapacity of a system of sovereign states
(capable of exercising veto power) to deal with the challenges it now faces, it does
not indicate any particular incapacity of domestic public policy to deal with the
problems and issues it has always dealt with. This is, then, less a story of a loss of
capacity than of the proliferation of issues which domestic policy makers have never
had the capacity to deal with. Finally and rather perversely, the disparity between the
need for and supply of global solutions to global problems is merely exacerbated by
economic globalization. For this has served to drive states, at pain of economic crisis,
to elevate considerations of competitiveness over all other concerns, including
environmental protection. There is a clear and obvious danger that the narrow
pursuit of short-term economic advantage will come at the long-term price of a
looming environmental, economic, and political catastrophe.

4. Conclusion: From Globalization
versus Public Policy to Global

Public Policy
.......................................................................................................................................................................................

I began this chapter by pointing to the pervasiveness in the existing literature of a
significant tension between globalization and public policy—such that the extent of
globalization is seen as a simple index of the degree of the loss of autonomy
of (domestic) public policy makers. In the preceding sections, I have sought to
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demonstrate that however influential this trade-off is seen to be, it is deeply prob-
lematic—both theoretically and empirically. Whether globalization is occurring or
not depends both on how exacting a definitional standard one imposes and where
one looks to gather evidence. Moreover, in seeking to discern the space for public
policy in a more globally integrated environment, the characteristically amorphous
and vaguely specified concept of globalization obscures as much as it reveals. For as I
have sought to demonstrate, the challenges that public policy makers face from, say,
processes of economic integration are specific to the contexts in which those policy
makers are located. Overly aggregated and general accounts of globalization can only
fail to capture and reflect that specificity; as such, they distort significantly the
constraints faced by public policy makers today.
This is an important point, for it reminds us again of the significance of semantics.

Whether globalization is happening or not depends on what the term is taken
to imply. It has been the argument of this chapter that if we are to develop more
complex and differentiated accounts of the various external constraints and chal-
lenges (economic and otherwise) that public policy makers face today we need
to move beyond the amorphous and anecdotal appeal to terms like globalization.
This entails a rather more exacting definitional standard—one that sharpens rather
than blunts the analyst’s descriptive vocabulary and one that leaves us capable
of differentiating, for instance, between globalization and regionalization. If the
preceding analysis seems unremittingly skeptical of the globalization thesis, then
this is at least in part because of this insistence on a rather more demanding and
empirically operationalizable conception of globalization than is often the case in
the existing literature. Yet we should not let the appeal to semantic differences blind
us to the still very significant differences in interpretations of the constraints imposed
on public policy makers in an ever-more interdependent international environment.
Even if we settle our semantic differences, there is plenty of scope for controversy.
Yet even if this is accepted, there is a certain danger that we confine ourselves to a

consideration of the degree of autonomy of domestic policy makers in an era of
complex interdependence or globalization. The casualty in this is an adequate
consideration of transnational public policy. For arguably, and as the final section
of this chapter hopefully serves to demonstrate, the greatest challenges to public
policy today do not come from internalizing domestically the competitive impera-
tives unleashed by economic globalization. Rather they lie in developing the global
and transnational policy-making capacity to deal collectively with the environmental
and other consequences of processes of complex economic integration (for an
exemplary discussion of the extent to which this has already been achieved within
the area of business regulation, see Braithwaite and Drahos 2000). Far too much of
the literature to date on globalization and public policy has presented the latter, often
in narrowly domestic terms, as a casualty of the former. It is surely now time to re-
present and project public policy onto a global stage, as having the potential to hold
the process of globalization to account—both publicly and democratically.
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tom sefton

1. Introduction
.......................................................................................................................................................................................

Whenever a government pursues a course of action towards a speciWc goal, there will
inevitably be winners and losers, even if these distributional eVects are unintended.
In this broadest sense, virtually all government policy can be termed redistributive
(Tullock 1997). But for the purposes of this chapter, the focus is on social and welfare1
policies, where the redistributive motive is most prominent (Hills 2004). Most of the
literature in this area is concerned with taxation and spending on cash transfers or in-
kind services, though ‘‘legal welfare,’’ such as minimum wage legislation, can also
have signiWcant distributional eVects.

Social and welfare policies are often assessed as if their only purpose were to
redistribute from rich to poor. If so, the eVectiveness of welfare systems as a whole
could be assessed by looking at their impact on overall inequality and poverty.
Similarly, in assessing a particular policy or program, the crucial question would be
which income groups beneWt most. In common with most of the literature on
redistributive policy, this chapter is largely concernedwith these two types of question.

* I am grateful to the ESRC for funding for part of his time preparing this chapter and to the editors and to
John Hills for very helpful suggestions and comments on an earlier draft.

1 The word ‘‘welfare’’ is used here in the broader sense of social welfare policies, including cash and
in-kind transfers from government, not just in the narrower sense often applied in the USA referring only
to assistance for certain poor groups. Similarly ‘‘social security’’ refers to all cash transfer programs, not
just those for the elderly.



However, it is also important to recognize that redistribution from rich to poor is
only one of several dimensions along which redistribution may occur and further-
more, that policies with redistributive eVects may have dominant objectives other
than redistribution. These issues are discussed brieXy in the next section along with
some of the implications for the analysis of redistributive policy.
In understanding empirical analysis of the redistributive eVects of policy, it is also

important to realize that this will entail an (often implicit) comparison with a
counterfactual world where the policy was not applied. The use of diVerent counter-
factuals will change the results. One important aspect of this is that if one is looking
at the impact of government spending, one usually has to ask which taxes would be
lower in its absence. The answer may be crucial, but not obvious. But beyond this,
many other aspects of behaviour may change too: without social insurance systems
covering health care, individuals would make more use of private health insurance,
with many knock-on eVects through the economy. What economists call the ‘‘Wnal
incidence’’ of a tax or spending item is very diYcult to measure, but cannot be
assumed simply to equal the ‘‘Wrst round’’ measurement of who administratively is
the recipient or liable (Pechman and Okner 1974).

2. Alternative Forms of
Redistribution

.......................................................................................................................................................................................

Low incomes are not the only reason for receiving cash beneWts or services in kind.
Many welfare policies provide insurance against adverse risks, such as unemploy-
ment or ill health, and provide a mechanism for smoothing income over the life
cycle—what Barr (2001) refers to as the ‘‘Piggy Bank’’ function. This has received
relatively little attention in the literature compared with the ‘‘Robin Hood’’ function
(i.e. redistribution from rich to poor), but is arguably as, if not more important.
Barry (1990) argues that whilst there is no reason for expecting the welfare state to
have a single rationale, if it is to be identiWed with one objective, it is that of income
maintenance rather than the relief of poverty.
This has several implications for analysis of redistributive policy. First, a snapshot

picture of redistribution can be misleading. Education goes disproportionately on
the young, health care and pensions on the old, while the taxes that Wnance them
come mostly from the working generation. Much of the redistribution that appears
to be taking place at a given point in time will be canceled out over people’s lifetimes.
According to Hills and Falkingham (1995), between two-thirds and three-quarters of
welfare state spending in the UK in the 1980s and 1990s was life-cycle redistribu-
tion—redistribution of individuals’ own lifetime incomes across diVerent stages in
their own lives, as opposed to redistribution between the ‘‘lifetime rich’’ and ‘‘lifetime
poor.’’
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Secondly, it may not always be appropriate to judge a particular beneWt or service
according to whether it beneWts the poor more than the rich. Many public health
care systems, whether social insurance based or tax funded, seek to provide
equal treatment for equal need: as such, they are primarily designed to achieve
horizontal redistribution between people with similar incomes, but diVerent medical
needs, as opposed to vertical redistribution between people with diVerent incomes,
but similar medical needs. Similarly, certain social welfare policies are designed to
provide for the extra needs of families with children, to meet the additional
costs incurred by disabled people, or to help counter the eVect of other forms of
disadvantage relating to age or race, for example. The key distributional question in
these cases is whether the beneWts people receive match their respective needs,
irrespective of whether they are rich or poor—or possibly whether they compound
disadvantage. Studies of the distributional eVects of programs or policies may
therefore emphasize the impact on diVerent ethnic groups, age and/or gender
groups, geographic areas, or some other relevant breakdown of the population,
rather than, or as well as the impact on diVerent income groups (Danziger and
Portney 1988).

Nonetheless, even policies that are not primarily designed to redistribute from rich
to poor can have a signiWcant redistributional impact for a variety of reasons. Lower
socioeconomic groups generally face a greater risk of experiencing the adverse events
that social insurance schemes are designed to protect them against: they are more
likely to experience extended spells of unemployment, to suVer ill health, or to be
injured at work (Burchardt and Hills 1996; Ferrarini and Nelson 2003). Thus, even if
all citizens were to participate in these schemes on equal terms (though as we see later
on, social insurance schemes and universal public services almost invariably incorp-
orate progressive elements), they would still involve redistribution from higher- to
lower-income groups.

Furthermore, poverty alleviation is a byproduct of a ‘‘well-ordered’’ welfare
state, even if that is not the primary objective of most of the individual policies
that make up that system (Barry 1990). In a welfare state that provides a continuing
income (above the poverty line) for the unemployed, the sick or disabled, and
the retired; that provides an income for those not expected to work because they
are looking after young children or adults who need constant care; that oVers a
universal child beneWt set at a level suYcient to meet the costs of raising children; and
that covers special expenses associated with personal misfortune, almost all the
job of relieving poverty will be done by policies whose rationale is in fact quite
diVerent.

Thus, at the very least, redistribution from rich to poor is an important side
eVect or secondary objective of many social and welfare policies and collectively, they
should ideally ensure that poverty is kept to a minimum, even if that is not their
primary motivation. On this basis, it is often important to assess such policies in
terms of their redistributive impact.
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3. Other Aims
.......................................................................................................................................................................................

Two further points should be borne in mind in reading this chapter. First, redistri-
bution is not only about redistributing incomes, but also about redistributing
opportunities: access to better education, better job opportunities, and better health
that may lead to greater equality in incomes in the long term, as well as being an end
in themselves. The appropriate balance between more traditional tax-transfer forms
of redistribution and what has been variously termed an ‘‘equal opportunity’’ or
‘‘active’’ welfare state has been the subject of a long-running debate among policy
makers and academics (e.g. Haveman 1988; HM Treasury 1999). Most countries still
rely mostly on the former to achieve their distributional objectives, but have over
time attempted to shift the balance more towards the latter.
Secondly, social spending and taxation are not only (or even primarily) about redis-

tribution in whatever form and therefore, should not be judged solely against this
criterion. In particular, there is an eYciency, as well as an equity function to the welfare
state. Even if all poverty couldbe eliminated, therewould still be aneed for institutions to
enable people to insure themselves and toprovide important services, such ashealth care
and education. Uncertainty and other forms of imperfect information on the part of
insurersmean that importantareasofprivate insuranceare likely tobe ineYcientornon-
existent and external beneWts may also mean that certain goods or services would be
under-providedina freemarket. Incaseswheremarket failure iscostlyandgovernment is
eVective, state intervention can increase eYciency (Barr 2001).
Browning (1975), however, challenges the presumption that in-kind transfers are

necessarily more eYcient than cash transfers as a method of redistribution whenever
there are external beneWts associated with the consumption of particular goods. More
generally, economists often maintain that the market system is a superior mechanism
for allocating resources as there will always be a way of combining the price system (to
achieve eYciency) with lump-sum transfers (to achieve distributional objectives). But
as Weitzman (1977) points out, this is typically not very useful for policy prescriptions,
because the necessary transfers are almost never paid. Furthermore, Arrow (1963) uses
the example of the medical care industry to show that in some cases market conditions
deviate markedly from those under which the ‘‘competitive model’’ (or free market)
can be assumed to produce an eYcient allocation of resources.
Another rationale for the in-kind provision of certain goods or services is that

taxpayers have an altruistic, but paternalistic concern for the welfare of others; they
may be prepared to pay for some kind of redistribution to the poor, but only if it
takes the form of providing them with speciWc services, such as health care, food
stamps, or subsidized housing (Le Grand 1982). This is sometimes referred to as the
‘‘merit good’’ argument. Similarly, Weitzman (1977) discusses a particular class of
good or service, such as housing, whose just distribution to those having the greatest
need for them might be viewed by society as a desirable end in itself. Tobin (1970)
refers to this as ‘‘speciWc egalitarianism:’’ the view that certain commodities should
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be distributed more evenly than the ability to pay for them.Weitzman argues that the
price mechanism of the market will be comparatively less eVective in achieving an
appropriate distribution of these goods (compared with a crude form of state
rationing) when income inequality is relatively high, because those with larger
incomes will tend to monopolize consumption of the goods in question.

Whilst these principles help to diVerentiate between in-kind and cash provision on
‘‘eYciency’’ or other grounds, the patterns of provision observed in diVerent coun-
tries are also likely to be strongly inXuenced by historical circumstances and the
power of diVerent actors in the policy process.

4. Approaches to Redistributive
Policy

.......................................................................................................................................................................................

Esping-Andersen (1990) provides a useful, though contested typology of welfare
states with distinct approaches to redistribution, based on a broader conceptualiza-
tion of the welfare state which recognizes that the level of social expenditure does not
necessarily provide an accurate indication of a state’s redistributive eVort. This sets
redistributive policy into an institutional context, helping to explain the political and
economic values that underlie diVerent welfare states. In the context of this chapter,
the focus is on the notion of equity that underlies these welfare regimes and how this
is reXected in diVerent approaches to redistributive policy.

Liberal welfare regimes look to the market as their primary source of ‘‘welfare.’’ The
main role of the state is to ensure the smooth operation of the market, implying a
minimalist role for redistributive policy. The state assumes responsibility only when
the family or the market fails and seeks to limit its commitments to providing a safety
net for marginal and deserving groups. Entitlement rules should be strict, and beneWt
levels modest and time limited so as not to crowd out private provision or charity,
whilst guarding against the danger of cultivating a dependency culture.

Social democratic welfare regimes give amuchmore prominent role to redistributive
policy. Unlike the liberal regime, the underlying assumption is that the outcomes of
unfettered capitalism are unfair and, therefore, social democrats are much more
prepared to manipulate the market economy to social ends (e.g. via strong employ-
ment protection and minimum wage legislation) even at some cost to overall prod-
uctivity. Redistribution is also to be achieved by taking certain goods and services,
such as health, education, and housing out of the capitalist realm and ensuring they
are distributed more equally than income or wealth (‘‘decommodiWcation’’). Entitle-
ment to certain state beneWts is seen as part of the ‘‘rights of citizenship’’ and insurance
systems are usually broad and universal. BeneWts are typically graduated in proportion
to accustomed earnings in order to ensure high replacement rates, even for relatively
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high earners. Since state services and beneWts are tailored to the expectations of
middle-income groups, the market is largely crowded out of the welfare sector.
Corporatist welfare regimes seek to preserve the existing order and the patterns of

distribution within it, in contrast to the social democratic state’s explicit attempt to
alter the distribution between rich and poor. The corporatist approach to welfare
relies on mutual aid to take care of those who fall upon hard times. Social programs
are generous, but are funded largely by contributions made over recipients’ own
working lives. Social entitlements derive principally from employment rather than
citizenship (as in the social democratic model) or proven need (as in the classic
liberal model). The primary role of the state is to underwrite and facilitate group-
based schemes of insurance and arrange residual insurance pools for those
who are not part of an established occupational group. The state’s emphasis on
upholding status diVerentials dampens its distributional impact (over complete
lifetimes, at least), though most corporatist systems contain some weakly redistribu-
tive elements.
Such diVerences are not only seen in the structures that emerged between diVerent

nations’ welfare regimes in the third quarter of the twentieth century, but also in their
responses to Wscal pressures at the end of the century. Such pressures—from aging
and slower growth—may have been greater in the more extensive social democratic
or corporatist regimes, but so was their political entrenchment, leading to varied
responses (Pierson 2001).
Esping-Andersen and others have attempted to classify countries into one of these

three regimes, using a whole range of indicators. In practice, few countries match
these descriptions in every respect, though most countries tend towards one or other
of them. The USA is the clearest example of a liberal welfare regime, the Scandinavian
countries come closest to the social democratic model, and the continental European
countries, including France, Germany, and Italy, are commonly cited as examples of
corporatist regimes.

4.1 Universal versus Targeted Welfare

One of the key distinctions between the liberal and social democratic regimes is that
the former favors targeted welfare on the poor, whereas the latter favors universal
provision of welfare. In practice, however, all welfare states contain a mixture of
targeted and universal welfare provision.
‘‘Universalists’’ advance many reasons for regarding the targeting of welfare as bad

policy. Means testing often involves an intrusive enquiry into people’s personal and
Wnancial circumstances; it can stigmatize the recipients and may be socially divisive;
targeted welfare payments may tend to become less generous to the poor over time,
because they generally command less political support than universal programs;
many of those in need may miss out, because need is often diYcult to identify;
non-take-up is a greater problem with means-tested beneWts, in part because of the
stigma or time cost attached to claiming these beneWts; means-tested beneWts are

612 tom sefton



generally more diYcult and expensive to administer; means testing can create a
‘‘poverty trap,’’ because beneWts are withdrawn as incomes rise; and, since means tests
only make sense when applied to the family, they run counter to the desire to have a
social security system that promotes greater independence for women (Atkinson
1983, 1993, 1995, part III; Cornia and Stewart 1995).

Supporters of more targeted welfare argue that it is a more eYcient way of
combating poverty and can be equally eVective. By deWnition, a greater proportion
of any expenditure goes towards helping those below the poverty line. Social transfers
impose costs on the economy, which are minimized through better targeting. They
also dispute or downplay some of the arguments against means testing. Mitchell,
Harding, and Gruen (1994), for example, have argued that a well-designed means test
need not be stigmatizing; that non-take-up is generally greatest among those entitled
to only small amounts; and that the disincentive eVects generated by means testing
may not be as great as might be thought.

4.2 The EYciency–Equity Trade-oV

Another key distinction between liberal and other welfare regimes is that they are
more concerned about the potential trade-oV between equity and economic
eYciency. The principal idea behind the neoclassical critique of the welfare state is
that social programs with high replacement rates constitute a powerful disincentive
for people to work and to save for old age or insure against other adverse events. These
disincentives are expected to reduce employment rates and increase welfare depend-
ency, which are in turn a drag on economic growth (cf. Goodin et al. 1999). At the
same time, greater income inequality is a spur to economic growth, because it rewards
innovation and eVort and increases savings and investment as those with higher
incomes tend to save a larger share of their income (see, for example, Welch 1999).

On the other hand, there are theoretical arguments for why greater equality may be
good for economic growth. Higher tax rates can increase work eVort if there is a large
enough ‘‘incomeeVect,’’ whereby individuals have toworkharder to achieve a given level
ofpost-tax income.Someeconomists also argue thatmore equalpaycanhelp to suppress
unwanted (but unobservable) uncooperative behaviour at work, such as shirking.More
generally, Haveman (1988) argues that the redistribution system reduces economic
insecurity anduncertainty, increases economic stability, and facilitates economic change
and the production of human capital. As he puts it, each of us feels better knowing we
live in a society which protects the weak and moderates the extremes in
income and economic power that accompany the operation of free markets. Though
harder to quantify, these eYciency gains need to be set against the economic losses
generatedbyanyadverse incentivesanddistortionsthat theredistributionsystemcreates.

Whilst it is a commonplace contention that high taxes and generous transfers
produce work disincentives, a comprehensive review of research on Denmark,
Sweden, Germany, and the UK demonstrates that the empirical evidence is much
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more mixed (Atkinson and Mogensen 1993). Generous early retirement pensions do
appear to induce early exit from the labour market; otherwise, the negative eVects on
labour supply are generally small or insigniWcant and positive eVects are not infre-
quent for some subgroups such as prime age men. Moreover, Wndings for one
country do not necessarily hold for another, so it is hard to generalize.
Empirical evidence on the relationship between inequality and growth is also

inconclusive. Some studies Wnd that countries with more inequality tend to have
slower rates of economic growth, whilst others Wnd precisely the opposite, depending
on the countries included in the study, the period covered, and the methodology
used. Kenworthy (2004), for example, carries out a cross-country analysis and a
cross-state analysis (for the USA) and shows that in both cases there is a possible
negative eVect of inequality on growth, but that the association is weak at best and
very sensitive to one or two outliers. He concludes that ‘‘although there is surely a
point at which the distribution of income might be too egalitarian to be compatible
with desirable rates of economic growth, the experience of the past two decades
suggests that such a point has yet to be reached.’’ Particular institutions or policies
may have growth-impeding eVects, but there is no evidence of a general equity–
eYciency trade-oV over this period.
Similarly Atkinson reviews ten econometric studies of the relationship between the

level of social spending in diVerent countries and their economic performance. For
comparability, he takes the results of each study to produce its prediction of what
would be implied for a country’s rate of economic growth if its social spending was
smaller as a share of GDP. Four of the studies Wtted suggestions that a smaller welfare
state would be associated with faster growth. But two found no signiWcant relation-
ship, and four suggested that growth would be slower if social spending were reduced.
He concludes, ‘‘studies of the aggregate relationship between economic performance
and the size of the welfare state do not yield conclusive evidence’’ (Atkinson 1999,
84). The question itself may not be the right one to ask—instead we should be
looking at the structure and design of the components of social spending: some may
have positive eVects on economic performance, for instance education and
training; others may have negative eVects, for instance because of damaging incentive
eVects.

5. Effectiveness of Redistributive
Policy

.......................................................................................................................................................................................

The eVectiveness of redistributive policy can be examined on two levels: macro-level
comparisons of diVerent welfare regimes across countries and micro-level analyses of
individual social policies and programs within countries. These two strands of
literature are discussed in turn.
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5.1 Cross-country Comparisons

The eVectiveness of diVerent welfare regimes is usually judged in terms of their
impact on inequality and poverty, though some of these analyses also take into
account other criteria, such as economic eYciency.

Smeeding (2004) compares the level of inequality before and after taxes and
beneWts in thirteen OECD countries using the most recent data from the Luxem-
bourg Income Study for 2000 (or the mid–late 1990s for some countries). His
analysis shows that the high-spending countries in northern and central Europe
and Scandinavia have the greatest impact on inequality—a reduction of between 40
and 48 per cent in the Gini coeYcient. The Anglo-Saxon nations, excluding the USA,
are next with reductions of 24 to 31 per cent; the USAwith an 18 per cent reduction is
the lowest of the rich OECD nations.

The anti-poverty eVect of taxes and transfers shows a similar pattern. In all
countries, taxes and transfers reduce income poverty, but the reduction is greater
in both absolute and proportional terms in countries with high levels of social
spending (as in Scandinavia and northern Europe) or more careful targeting of
government transfers on the poor (as in Canada, for example). The USA shows the
least anti-poverty eVect of these countries—poverty is reduced by 28 per cent in 2000
(from 23.7 to 17.0 per cent), compared to an average reduction of more than 60 per
cent for the eight countries included in this analysis.

The Dutch welfare regime—used in Goodin et al. (1999) as an ‘‘imperfect’’
example of a social democratic regime—is also more eVective at reducing the length
and recurrence of poverty spells through its public transfer program, as well
as minimizing the number of such spells in the Wrst place. On an annual basis,
around 18 per cent of the US population were poor, whereas it was less than a third
of that in the Netherlands (during the late 1980s and early 1990s). These diVerences
are even greater when looked at over an extended time period. Dutch poverty
rates dropped to around 1 per cent if incomes are averaged over a Wve-year period,
whereas American rates remained at around 15 per cent. The US welfare regime has
no impact (or even a slightly negative one) on working age households. The only sort
of poverty the US regime helps to alleviate is among the elderly—and it removes
only about half of that, compared to around 90 per cent in Germany and the
Netherlands.

Hicks and Kenworthy (2003) use regression analysis to examine the relationship
between the characteristics of welfare regimes and various outcome measures, in-
cluding redistribution. They Wnd that those characteristics associated with ‘‘progres-
sive liberalism’’ (which broadly equates to Esping-Andersen’s social democratic
model) have a strong and positive eVect on inequality and poverty reduction. The
estimates for ‘‘traditional conservatism’’ (which broadly equates to Esping-Ander-
sen’s corporatist model) are also positive in both cases, but the impact on inequality
is not statistically signiWcant and its impact in reducing poverty is weaker than that of
progressive liberalism.
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5.2 Paradox of Redistribution

Contrary to common wisdom, it is now well established that systems which target
narrowly to the most needy generally perform rather badly in terms of redistribution
or poverty alleviation (Esping-Andersen 1996). Korpi and Palme (1998) called this the
‘‘paradox of redistribution:’’ the more beneWts are targeted at the poor, the less likely
this is to reduce poverty and inequality. While a targeted program may have greater
redistributive eVects per unit of money spent, other factors are likely to make
universalistic programs more redistributive.
Korpi and Palme put forward several explanations for this counter-intuitive

Wnding. First, an emphasis on targeting may over time undermine broad-based
support for social security, because it largely beneWts the politically weak poor, and
may therefore lead to lower levels of social security expenditure and ultimately to
more, not less inequality. Second, the institutional welfare state may ‘‘crowd out’’
even more inegalitarian private alternatives. This might explain, for example, why the
lowest inequality in the incomes of older people occurs in the four countries with the
most unequal public pensions—Finland, Sweden, Norway, and Germany. Third,
most earnings-related social insurance programs have some, often a strong element
of redistribution built into them. In a ‘‘pure’’ earnings-related scheme, contributions
and beneWts are both proportional to earnings, but in practice most schemes have a
‘‘Xoor’’ below which beneWts are not allowed to fall and a ‘‘ceiling’’ above which the
percentage of earnings replaced is gradually reduced, favouring lower earners.
Goodin et al. (1999) oVer a slightly diVerent explanation for why liberal welfare

regimes are less eVective at combating poverty. While liberals want their welfare state
to help the poor and only the poor, they also want it to do so eYciently and at least
cost to overall macroeconomic performance. This ‘‘big trade-oV’’ causes them to
temper their pursuit of poverty alleviation. Whereas social democratic welfare
regimes ‘‘err on the side of kindness,’’ the liberal US system is ‘‘lean and mean.’’ US
welfare programmes are over-tightly targeted, so many poor people receive less than
they need and a substantial proportion do not receive any transfer payments.

5.3 Caveats

In summary, the evidence strongly suggests that comprehensive, universalistic, and
more generous welfare states of the Scandinavian type are considerably more egali-
tarian in outcome than others. By contrast, the same studies invariably show that the
USA, and to a lesser extent other more ‘‘liberal’’ regimes, perform relatively poorly in
terms of reducing inequality or poverty compared to other OECD countries. How-
ever, there are several caveats which need to be borne in mind.
First, even in the USA, the tax-transfer system has been a powerful instrument for

reducing poverty and inequality. Absolute poverty (as measured by the oYcial US
poverty line) was between 40 and 60 per cent lower in the mid- to late 1980s than it
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would have been in the absence of government transfers (Haveman 1988; Danziger
1988). Federal taxes are also progressive, though only mildly so (Pechman and Mazur
1984; Haveman 1988). In a historical context, the period 1960–80 saw the US
government transformed from a traditional defense–transportation–natural
resources enterprise to a major engine for poverty reduction. Social policies that
are redistributional by nature grew from about a quarter to nearly half of federal
activities over this period (Haveman 1988). Nevertheless, as he also points out, in
spite of the massive increase in taxes and spending, inequality was no lower in 1988
(and is probably higher now) than it was in 1950, because of rising inequality in
market incomes.

Secondly, as argued by Alesina and Angeletos (2003), redistribution from rich to
poor is more limited in the USA than in continental Europe at least in part because of
diVerences in public attitudes towards the source of income inequality. In a society
like the USA, people are muchmore likely to believe that individual eVorts determine
income and that poverty is due to lack of eVort rather than bad luck or social
injustice. Americans accept a larger measure of inequality and choose less redistri-
bution, because they believe that the distribution of incomes produced by the market
is closer to what they consider to be a fair outcome. Schwabish, Smeeding, and
Osberg (2003) oVer a diVerent perspective on the relationship between income
inequality and social spending. They argue that cross-national diVerences in social
expenditure are associated with and according to their theory, may be driven by the
degree of inequality in the top half of the income distribution, because political
inXuence is concentrated among the rich who stand to beneWt less (or lose more)
from social and welfare programs the more unequal the society.

Thirdly, and related to the previous point, many defenders of American economic
and political institutions argue that inequality plays a crucial role in creating
incentives for people to improve their situations through saving, hard work, and
investment in education and training. According to this line of argument, wide
income disparities may be in the best long-term interest of the poor themselves as
the beneWts of higher economic growth ‘‘trickle down’’ to the poor. However,
Smeeding, Rainwater, and Burtless (2000) conclude that the supposed eYciency
advantages of high inequality do not appear to have accrued to low-income residents
of the USA, at least so far, but rather to those further up the income scale. Kenworthy
(1998) assesses the relationship between the ‘‘extensiveness’’ of social welfare policies
and overall poverty rates in Wfteen developed countries over the period 1960–91,
allowing for the possible impact on long-run economic growth. The results of his
multivariate analysis, though not conclusive, suggest that social welfare policies do
signiWcantly help to reduce absolute and relative poverty, even when possible indir-
ect, dynamic eVects on long-term economic growth are taken into account.

Finally, there are various ways in which the methodology used in comparative
studies may exaggerate the diVerences between countries, making simple compar-
isons of pre- and post-transfer poverty or inequality potentially misleading. This
relates to the problem with establishing incidence discussed at the start. For example,
in countries with generous earnings-related social insurance schemes, older people
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will have had less need to make private provision for their retirement, so they are
more likely to have relatively low pre-transfer incomes. A simple comparison of pre-
and post-transfer poverty rates will show that government transfers are lifting many
older people out of poverty. But, this implicitly assumes that people would not alter
their behavior in the absence of social insurance or other government transfer
schemes. In practice, many of these older people would have made alternative
arrangements and would not in fact have been poor in the absence of government
transfers. Similarly, by deducting taxes and national insurance contributions, but not
private pension contributions, the ‘‘standard approach’’ to the analysis of income
data will exaggerate the disposable incomes of middle- and higher-income groups in
countries where pensions are more private than public (Whiteford and Kennedy
1995).
Studies based solely on cash incomesmay also give a distorted picture of the impact

of social and welfare policies, because governments may seek to achieve their
redistributive goals through programs which provide non-cash beneWts rather
than just through tax-transfer mechanisms. Smeeding et al. (1993) Wnd, however,
that the ranking of countries according to levels of cash and non-cash transfers is
similar (with the exception of Canada whose non-cash ranking is well above its
cash transfer ranking), suggesting that governments have not used cash transfer
and non-cash beneWt programs as substitutable methods of achieving their social
objectives. Non-cash incomes appear to reinforce the distributional impact of con-
ventional tax-transfer mechanisms, rather than acting to oVset them in any major
way.

5.4 Analysis of Individual Programs

Twenty years ago, in his book The Strategy of Equality, Julian Le Grand (1982) reached
the striking conclusion that ‘‘almost all public expenditure on the social services [in
the UK] beneWts the better oV to a greater extent than the poor.’’ Goodin and
Le Grand (1987a) extended this analysis to other countries and to include examples
of cash payments, as well as in-kind services. Their conclusion has been widely,
though not universally accepted. Esping-Andersen (1996), for example, states that ‘‘it
is now well-established that huge areas of welfare state activity, especially in educa-
tion and the other in-kind services, are probably of greatest beneWt to the middle
classes.’’
If this is so, a large part of social policy would have failed in what many would see

as one of its main aims. As we shall see below, this conclusion depends critically on a
series of assumptions about how to analyze the distributive impact of social welfare
programs, and more fundamentally, on the meaning attached to their redistributive
role.
Le Grand (1987) examined the use of various social services in the UK in the 1970s

and found that people from lower social classes used fewer health services per ill
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person, beneWted less from subsidies to owner-occupiers and transport-related
subsidies, and that their children were less likely to stay on in post-compulsory
state education. Of the services he looked at, only subsidies to council tenants and
rent rebates were directed primarily at the poor (though his analysis did not cover
social care or cash transfers, both of which are also pro-poor). Goodin and Le Grand
(1987b) used the example of the Australian social security system to argue that even
programs that are tightly targeted on the poor at their inception may, over time, be
‘‘inWltrated’’ by the non-poor, defeating or at least defusing their redistributive
aims—what they term ‘‘creeping universalism.’’ At the same time, those services
targeted at the poor have a tendency to be cut Wrst when budgets are under pressure.
Hanson (1987) argued that state-funded programs in the USA are particularly
vulnerable to these kinds of pressures because ‘‘footloose’’ businesses lobby them
to keep taxes low. The neglect of social assistance is easily carried out simply by not
adjusting beneWt levels for inXation—as a result, the entry point for social assistance
(i.e. the maximum permissible income to qualify for AFDC payments) fell from 80
per cent of the oYcial US poverty line in 1968 to 57 per cent in 1981. Thus,
governments appear to favor public services that are extensively used by the middle
classes and to neglect spending areas that are targeted at the poor.

The authors oVered several possible explanations for ‘‘middle-class capture.’’ The
better oV, being generally better educated and more articulate, are more able to
manipulate the system to their advantage: to ensure, for example, that their doctor
refers them to a specialist or that their children go to the right schools. They are also
likely to face lower costs in using services and have greater political inXuence.

To some extent at least, therefore, inequality in health care and other services
reXects inequality in society more generally. On this basis, they argue that govern-
ments should intervene directly in the market to ensure it produces the ‘‘right’’
income distribution in the Wrst place, rather than relying on Wscal transfers or in-kind
provision of social services to ‘‘patch up’’ the secondary income distribution.

These conclusions have been challenged on at least two grounds. First, some
have argued that universal programs are a good thing per se, because they foster
social cohesion, whereas targeted programs can be socially divisive. This view seems
to be consistent with the founding principles of the British welfare state. According
to Marshall, ‘‘universal beneWts symbolise the fact of social equality by conferring on
everyone a badge . . . of citizenship.’’ If equality is seen in terms of a common system
of provision for all, then equality of entitlement is more important than equality of
use or equal use for equal need (Powell 1995). Taking measures to reduce the
participation of the middle classes would involve lowering the quality of services to
deter middle-class users and/or tightening the conditions for access and risking
stigmatizing low-income users, neither of which would seem to be of beneWt to the
poor.

Secondly, subsequent analyses of the distributional eVects of welfare programs—
both cash and in-kind—have found that they involve substantial redistribution from
low- to high-income groups. It is important to be careful in specifying the precise
distributional question being asked. For instance, poorer groups may receive fewer
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(or lower-quality) services relative to their needs than higher-income groups, but may
still receive the largest aggregate amounts, simply because their needs are so much
greater. Sefton (2002) examines the UK distribution of what he calls the ‘‘social wage’’
(beneWts in kind from health care, education, social housing, and social care)
between income groups between 1979 and 2000. The results show that the poorest
Wfth of households receive, on average, around twice the value of services that the
richest Wfth of households receive. Part of this pro-poor bias is accounted for by the
demographic composition of income groups: older people and children, who are the
most intensive users of welfare services, are disproportionately represented among
lower-income groups. But, a signiWcant pro-poor bias remains even after controlling
for demographic factors, because certain services are targeted at poorer households,
some services are strongly needs related (which skews them towards lower-income
groups), and higher-income groups are much more likely to use private education
and health care. Calero (2002) comes to very similar conclusion using Spanish data
for 1994. He Wnds that age determines a considerable part of the distribution of
spending on cash beneWts and beneWts in kind, but that social spending also leads to
signiWcant reductions in inequalities between social classes.
Furthermore, neither of these studies takes into account the distributional eVects

of taxation. Most social spending is Wnanced from general taxation so it is diYcult to
say deWnitively which taxes are used to pay for which services. However, on plausible
assumptions, allowing for taxation will substantially strengthen the redistributive
impact of welfare policies. This is because most forms of taxation are proportional to
incomes or progressive. Thus, even if spending on welfare programs were equal
across income groups, those on lower incomes would still be net gainers, simply
because they pay less tax into the system.
Having said this, some studies of individual policies or programs have shown

these are less redistributive than they may appear at Wrst. Gustman and Steinmeier
(2000), for example, show that the US social security beneWt system is not nearly as
progressive as a point-in-time examination of the beneWt formula would
suggest. Replacement rates are considerably lower for those with relatively high
average annual earnings over their lifetime than for those with low average earnings
(ranging from 15 up to 90 per cent in 2000), implying substantial redistribution from
high to low earners—and indeed this is the case at the level of the individual.
However, about half of this redistribution is within families—from men to their
spouses, especially those who have spent large amounts of time out of the labor
market. There is much less redistribution from high- to low-income families. Simi-
larly, Liebman (2002) Wnds that the extent of income-based redistribution is fairly
modest compared to the beneWts paid out by the social security system—only
between 5 and 9 per cent of the total. Much of the intra-cohort redistribution is
related to factors other than income, including from people with low to people with
high life expectancies and from single workers and two-earner couples to one-earner
couples. Since high-income families tend to have higher life expectancies and receive
larger spouse beneWts, a substantial part of the progressivity implicit in the basic
beneWt formula is oVset.
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6. Conclusions
.......................................................................................................................................................................................

Whilst nearly all acts of government have redistributive eVects, most are not primar-
ily about ‘‘traditional’’ redistribution from rich to poor. Even redistributive policies
are often concerned with diVerent forms of redistribution and have other objectives
besides redistribution. Nonetheless, government tax and transfer policies substan-
tially reduce inequality and poverty in all rich OECD countries, though with varying
degrees of success. The outcomes in diVerent countries are shaped by diVerences in
political and economic values, including judgements about the trade-oVs between
equity and eYciency and the merits of targeted versus universal support, as well as
considerations of political economy.

In a broader context, the politics of important areas of public policy may depend as
muchonwho gains fromgovernment’s activities and theirWnancing as on their success
against other, often primaryobjectives. This is not only true of cash transfer or taxation
policies, but applies across most areas of government. When reform is proposed,
debate often focuses on who are the losers from any transition from the status quo,
rather than on assessing any new structure in its entirety. However, determining who
the losers and gainers are usually depends on particular and contestable assumptions
about how the world would be in the absence of policy change, as well as the time
period over which comparisons are made. Empirical studies in the last twenty or so
years have helped to shed light not only on what the redistributive impact of govern-
ment is, but also on the most appropriate ways of framing the questions.
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c h a p t e r 3 1
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MARKET AND
NON-MARKET FAILURES

...................................................................................................................................................

mark a. r. kleiman
steven m. teles

1. Introduction
.......................................................................................................................................................................................

All government action involves coercion, if only the coercive use of the taxing power.
Liberal principles therefore dictate that the state should intervene only where volun-
tary action produces suboptimal results. Such situations are sometimes identiWed
with the ‘‘market failures’’ of the economics textbooks. But not every case where the
results of individual choice and voluntary coordination fall short of some ideal
involves a market failure as economists use the term: there are also failures of other
voluntary institutions, and of the mechanisms of individual choice. These might be
called ‘‘failures of private choice’’ or ‘‘failures of voluntary action.’’ Simply Wnding a
market (or other private) failure does not, without further analysis, justify govern-
ment intervention. The costs and risks of coercion are often serious enough to justify
tolerating the imperfect voluntary outcomes of private choices.
This chapter explores the implications of these three ideas: deference to voluntary

action as a ‘‘default option,’’ recognition of the scope of departures from the
optimal in private choice, and acknowledgement of the pervasiveness of government
failure. Combined, they provide the template for responsible policy analysis, taking
account of all consequences foreseeably arising from a recommended course of
action.



2. Departures from Optimality under
Voluntary Action and State

Intervention
.......................................................................................................................................................................................

Markets mediate cooperation for mutual beneWt. Under certain highly restrictive
assumptions, the market equilibrium can be shown to be a Pareto optimum, a state
in which the well-being of any individual cannot be enhanced without worsening the
position of at least one other individual (Bator 1959). Where those assumptions do
not hold markets are said to ‘‘fail:’’ fail, that is, to produce Pareto-optimal results.

One doctrine of public decision making holds that the state’s coercive power
should be brought to bear only against such ‘‘market failures,’’ and to create the
conditions, such as enforceable contracts and property rights, that allow markets to
function. (An exception is usually made for ‘‘distributional’’ questions.) But this
doctrine is surely too narrow. Markets do indeed mediate cooperation, but so do the
non-market institutions sometimes lumped together as ‘‘civil society:’’ families,
neighborhoods, professional societies, not-for-proWt enterprises, churches, volun-
tary associations, and less easily pictured phenomena such as norms, practices, and
values. These, too, can fail to secure optimal cooperation. It would be perverse,
though possible, to use the language of market failure to analyze a litter-strewn
neighborhood, a neglected child, dangerously aggressive driving, an ethos hostile to
learning, or a culture wanting in altruism or inclined to violence. It would be equally
perverse to insist on such an analysis as a prerequisite for treating those conditions as
possible targets of public intervention.

The economic analysis underlying the doctrine of market failure assumes an
individual capable of maximizing expected subjective utility, subject to constraint:
a good steward of his own well-being. That assumption is obviously false for children
and the insane. But it is also false for many decisions made by ordinarily competent
people about, for example, time management, saving, Wnancial risk taking, diet,
exercise, and the use of psychoactive chemicals. And it is not obviously true of the
processes by which individuals change their own preferences, by investing in their
capacities to appreciate or contribute to music, literature, or painting, or by attempt-
ing to increase their self-command or altruism. Nor is it fully consistent with the
observed relationships between expenditure and well-being studied by the develop-
ing discipline of hedonics (Easterlin 2002; Layard 2005). Thus the scope of subopti-
mal performance in voluntary individual choice and spontaneous organization is
substantially larger than orthodox welfare-economics approaches suggest.

Yet if the scope of potentially justiWable state actions should be broadened to take
account of failures of civil society institutions and of individual rationality as well as
market failures, it remains true that the scope of actually justiWed state actions will
turn out to be a good deal narrower. Government is not, after all, a frictionless device
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for correcting for market or other failures. No one claims that it is. But applying this
insight demands a step most policy analysts shy away from: comparing the eYciency
of the institutions of voluntary choice, left to their own devices, with the eYciency of
state action, or with the eYciency of private action as modiWed by regulation.
We understand government eVectiveness to be a function of institutional incen-

tives, material resources, and the sophistication of personnel, mediated by the
transaction costs imposed by the institutional and cultural context (in particular
the citizenry’s willingness to cooperate with government objectives without extensive
surveillance or threat). Understanding these constraints on government eVectiveness
is essential to policy analysis, since analysts have a professional obligation to hold
themselves responsible for all of the predictable consequences of their recommenda-
tions, and these include both the way that other actors will respond to actual or
possible government intervention and the way that governments will, over time,
respond to the demand for intervention.
In essence, we accept the basic formulation of the problem of public choice

proposed by James Buchanan: ‘‘Under what circumstances will collective-govern-
mental supply be more eYcient than private or non-collective supply?’’ This ques-
tion, Buchanan adds, ‘‘the economist must answer on the basis of some comparative
analysis of alternative institutions. The results that may be predicted to emerge from
publicly organized supply must, in each case, be compared with those that may be
predicted to emerge from non-collective, voluntarily organized, market supply’’
(Buchanan 1999).1 So Wnding a hypothetical failure of private action is not suYcient
to show that some choice ought to be made publicly rather than privately: the eVects
of individual choice and voluntary cooperation must be compared with those of
government intervention before concluding that identiWed imperfections need some-
thing other than the policy Burke called ‘‘salutary neglect’’ (Burke 1974).
To accept Buchanan’s formulation does not dictate accepting his rubric, shared

with most other public choice theorists (notably William Riker), for the analysis of
the quality of public intervention. The claim that actors in the public arena invariably
act entirely for private beneWt—that political man is simply economic man acting
under diVerent incentives—is neither empirically well supported nor theoretically
demonstrable without making untenably restrictive assumptions.
Relaxing the assumption that oYcials are invariably predatory makes it conceiv-

able that intervention by admittedly Xawed government institutions will sometimes
yield better results than letting things be. Once we take seriously both sides of the
problem—the failures of markets, other means of voluntary cooperation and indi-
vidual choice on the one hand and, on the other hand, government failures—the
optimal scope of government action comes to depend crucially on government
competence. The greater the prevalence and degree of suboptimal decision making
in administration, the higher ought to be the threshold beyond which the powers of
the state are mobilized against market and other private failure. The more competent
the government, the greater the scope of interventions with which it can be trusted.

1 But see O’Hare 1989 for an argument that ‘‘supply’’ is only one category of governmental action.
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Those whowould advise policymakersmust take seriously the institutional context
of their recommendations. A policy might be desirable in the context of eYcient
government, low corruption, and informed decision making but disastrous in the
absence of these conditions. If the quality of intervention suVers as its scale increases,
due to competing demands for the attention of decision makers, the diminished
performance on other tasks that would result from adding a new program to the
governmental repertoire (Rose and Peters 1975; Douglas 1976; Crozier, Huntington,
and Watanuki 1975) may prove as important as the budgetary cost of the new
program. In many situations the most pressing agenda for policy analysts will be to
alter the context of decision making and administration to expand the scope for
eYcient government correction of private failures. The likely eVect of a given policy
choice on the quality of future public decision making and implementation may be
among its most important consequences.

3. The Classical Market Failures
.......................................................................................................................................................................................

Markets can be said to ‘‘fail’’ whenever an exchange that would be a Pareto improve-
ment—one that would improve the well-being (as the participants understand it) of
all those aVected—will not be made by self-interested agents (Bator 1958). A mon-
opolist, for example, sets his price where marginal revenue equals marginal cost,
rather than where price equals marginal cost, as a competitive market would require.
The proWt gain to the monopolist from the higher price is less than the sum of the
consumers’ surpluses lost due to the combination of higher price and smaller
volume: the potential consumers’ surpluses from the units not sold at the monopoly
price, but which would have been sold at the competitive marginal-cost price, are a
deadweight loss. The consumers, if they could costlessly organize without free-rider
problems to buy the monopoly from the monopolist, could pay the monopolist a
sum greater than the monopoly proWt and still increase the welfare of each consumer.
But they cannot, and therefore the monopoly price remains in place. The market thus
fails to maximize consumers’-plus-producers’ surpluses. Here regulation can, in
principle, help matters, either by Wxing a price for the monopoly good nearer the
marginal-cost price or by forcing competition.2

However, a good with increasing returns to scale in production—whose marginal
cost is falling throughout the relevant range—cannot be eYciently produced by more
than one producer. Such a good is therefore a ‘‘natural monopoly,’’ and thus a
candidate for price regulation or public provision.

The extreme of ‘‘natural monopoly’’ is a situation in which the marginal cost is
zero. Zero marginal cost is characteristic of goods that are non-rival in consumption

2 As William Baumol (2002) has argued, actual competition may not be necessary as long as the
market remains ‘‘contestable,’’ that is, the possibility of new entry is maintained.
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(i.e. use by any one individual does not compete with or interfere with use by others).
Knowledge and information, such as in the form of digitally stored text, music, or
video, are non-rival in that sense. Other goods, such as pharmaceuticals, have
physical embodiments that are rival in consumption, but those physical embodi-
ments are so inexpensive, compared to the development eVort required to make the
Wrst unit, as to make such goods primarily non-rival ‘‘information goods.’’ As
the share of total economic activity involving information goods rises, so does the
importance of this version of the public goods market failure.
If the marginal cost of production is zero or negligible, then any positive price will

create a market distortion. But a price at or near zero will not allow the producer to
recoup the cost of development. Thus the market result will not be a Pareto
optimum.
It is possible to imagine the potential consumers of a non-rival consumption good

forming a cooperative enterprise to develop and produce that good (if we assume away
the problem of identifying potential consumers in advance), but again a Pareto
optimum will not be achieved. If the good is made available only to those who
contribute their pro rata share of the development cost, then there will be lost con-
sumers’ surpluses among those who would derive some beneWt from consuming the
good but not enough beneWt to cover their share of the development cost. If the good is
made available to all comers, then no self-interested individual will volunteer to pay his
share of the costs, preferring to get a ‘‘free ride’’ on the contributions of others.
Non-rival consumption goods share some of the characteristics of what economists

call ‘‘pure public goods.’’ The market will fail to achieve a Pareto optimum when, for
technical or institutional reasons, those who do not pay for some good cannot be
prevented from consuming it: when, in economic jargon, the good is ‘‘non-excludable.’’
Ambient air quality is a classic public good. Everyone in a given area necessarily

breathes the same outdoor air. If it is polluted, all suVer alike. Rationally self-
interested individuals interacting in markets will not in general generate the optimal
level of actions to clean the air because whoever initiates such action cannot collect
from others the value his eVorts create for them. If some potential level of clean-up
action would produce more beneWt than cost—if the sum of the willingness-to-pay
for the improvement of all who breathe the air in question exceeds the cost of the
clean-up—then there must be some distribution of those costs would leave every
person in the area better oV. But, absent coercion, it will not be in the interest of any
individual to contribute to the cost of the clean-up. The temptation to ‘‘free-ride’’
tends to defeat the project of voluntary action and by the same token, the project of
securing universal agreement for each to pay his or her share conditional on all others
doing the same.
Common property resources pose analogous problems. Common property

resources are goods that are rival in consumption beyond some point—use by any
one consumer interferes with the quantity or quality available for others—but
non-excludable for technical or institutional reasons. Thus a common property
resource can be thought of as something scarce—or alternatively, subject to crowd-
ing—but unowned. On one analysis, the resulting market failure reXects a failure to
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allocate property rights in the scarce resource. Hardin’s example, from which the
‘‘commons’’ problem derives its familiar label, is of villagers with rights to pasture
sheep on common pastureland, where the alternative is pasturing the sheep on open
wasteland (Hardin 1968). The more sheep that share the common, the worse the
pasturage. But as long as the pasturage is even marginally better on the common than
on the waste, a selWshly rational villager will continue to move his sheep from the
waste to the common. Thus in equilibrium the common will provide no better
pasturage than the wasteland, and its aggregate value will be zero. Only if the resource
is privately appropriated will the owner have the incentive to ration its use down to
the level where the aggregate gain is maximized. OverWshing and traYc congestion
provide important contemporary examples of commons problems.

External cost was the Wrst market failure to be identiWed in the literature. The
original doctrine, going back to Pigou, was that whenever the production or con-
sumption of an item imposed costs on (or created beneWts for) third parties, markets
would fail to produce optimal outcomes: there would be overproduction and over-
consumption (Pigou 1912). The reverse would be true for external beneWt, as when
the beneWt that bees produce by pollinating fruit trees accrues to the orchard owner
rather than to the beehive owner. In each case, it was assumed that market partici-
pants would act solely on their own immediate interests, ignoring the interests of
those ‘‘external’’ to the transaction.

Pigou’s proposed solution was a set of taxes and subsidies designed to internalize
external costs by charging or paying to each external-cost imposer or external-beneWt
provider a sum equal to that cost or beneWt. Pigouvian taxation appears most
prominently in contemporary policy making in the ‘‘polluter pays’’ principle.

Coase’s essay on ‘‘The problem of social cost’’ (Coase 1960) complicated this
analysis by pointing out that externalities could be internalized if those indirectly
interested in transactions oVered inducements to those directly involved to engage in
(desist from) beneWcial (harmful) actions, as empirical orchardists hire empirical
beekeepers to provide pollination services.

According to Coase, whether the markets for external cost and beneWt will Wnd the
Pareto optimum depends entirely on the transactions costs involved. If they are
small, an externality poses no problem, no matter who has the original property
right. But if they are large, as they will be when the number of non-excludable
beneWciaries is great enough to create free-rider problems, or the number of potential
inXictors of external harm (each of whom may need to be paid for refraining from
doing so) is great enough to create a problem of ‘‘paying the Danegeld,’’ then the
market is less reliable. In such cases, the eYciency of the outcome will depend
either on Wnding the optimal initial allocation of rights—not in itself something
the market can be relied on to accomplish—or on interventions such as regulation or
Pigouvian taxation. Thus external cost or beneWt creates a market failure justifying
coercive intervention only in the presence of free riding or other transactional
complexity.

The ‘‘free ridership’’ problem thus turns out to be central to the policy analysis of
almost any form of market failure; without it, the parties who would beneWt from
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curing such a failure would just contract around whatever institutional problem
keeps markets from generating a Pareto-optimal outcome.
Another set of potential market failures arises from uncertainty and imperfect

information (and especially asymmetric information, where some participants are
known by others to have knowledge not generally available). Diminishing marginal
utility (itself implied, absent important ‘‘lumpiness,’’ by the capacity to budget
rationally) implies risk aversion. Risk aversion, in turn, implies the existence of
potential utility gains from risk sharing. Thus an insurance contract, although it
seems, if analyzed ex post, to be a set of transfers beneWcial to those insured who have
made claims exceeding their premiums and costly to the rest, can improve the
expected utility of every participant (as analyzed ex ante), even allowing for the
overhead costs of underwriting, marketing, and claims administration. In eVect,
insurance allows participants to transfer resources from possible future worlds in
which they have not suVered losses (and in which their marginal utility of wealth is
lower) to possible future worlds in which they have (and their marginal utility of
income correspondingly higher).
But contingent-claims markets are subject to two special classes of market failure,

known in the specialized vocabulary of underwriting as ‘‘adverse selection’’ and
‘‘moral hazard.’’ When, as a result, contingent-claims markets do not work perfectly,
those Pareto-improving opportunities are not, in practice, fully available through
voluntary cooperation.3
Adverse selection results from information asymmetry. If, as is usually true, those

who might buy insurance know more about their risks than the underwriter knows,
then among any group oVered insurance at a given rate the worse risks will tend to
buy insurance and the better risks to self-insure. The result may be that those who
face comparatively low risks may be unable to buy insurance at anything resembling
an actuarially fair premium, and will forgo the beneWts of risk spreading. Their
departure from the market leaves everyone else, and in particular the next-lowest-
risk group, facing higher premiums. If members of that group start to leave in turn,
those at slightly higher risk may leave as well, in what has been called the ‘‘insurance
death spiral.’’
Moral hazard—the tendency of the insured to be less careful, given that they will

not bear the full costs of their losses—can be thought of as a pecuniary version of the
external-cost problem. But it too rests on asymmetric information: moral hazard
could not exist if the underwriter could perfectly and costlessly observe risky
behavior. The ineYciency implicit in moral hazard—people taking risks they
wouldn’t take except for the fact that other people will help pay for their losses—
always reduces the beneWts from risk-spreading institutions, and when the losses are
great enough compared to the utility gained from risk spreading, makes insurance
altogether unavailable
In addition, some risks for which rational consumers would purchase insurance

from behind a ‘‘veil of ignorance’’ cannot be insured against by the market because

3 See Zeckhauser 1993.
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the outcomes are already known: e.g. being born in socially disadvantaged circum-
stances or born with disabilities, congenital diseases, or (increasingly) with detectable
genetic risk factors for expensive-to-treat diseases.

Information asymmetries also exist, and create losses, outside the contingent-
claims markets. Goods whose qualities are better known to their sellers than to
their buyers are subject to what Akerlof called ‘‘lemons problems’’ (Akerlof 1970).
The market price reXects the lowest-quality variety of the good, because no buyer will
pay more knowing that the lowest quality is what he may receive. And therefore only
lowest-quality items are in fact sold, because no seller will sell better-quality mer-
chandise at a bad-quality price.4

Another information asymmetry, that between principals and their agents, creates
‘‘agency losses’’ (Arrow 1985). Here the problem is that a principal cannot costlessly
observe behavior of his agent, as a result of which the principalwillmake costly eVorts to
ensure diligence (and perhaps the agent will make costly eVorts to seem more diligent
than is the case) and full advantage will not be taken of the potential beneWts of shifting
the risk of bad outcomes from the (presumably more risk-averse) agent to the (pre-
sumably less risk-averse) principal. Both sides could beneWt from greater transparency,
but the principal cannot ensure it and the agent cannot credibly promise it.

Information asymmetry also creates another market failure: costly signaling be-
havior, such as the acquisition of credentials. A college diploma is statistically
correlated with intelligence and diligence, qualities that employers value. So employ-
ers prefer to hire college graduates, other things being equal. This gives each job
seeker an incentive to seek such a credential, even if the educational activity required
to achieve the diploma has (non-signaling) beneWts less than its costs.5

The private beneWt of an activity that generates a market-valued signal will
therefore tend to be higher than its social beneWt. This might be thought of as an
example of an externality; my educational attainment imposes a cost on all my
competitors, as theirs does on me. We could, in principle, all be better oV if
we could agree to limit the arms race in credentials, but the problem of free

4 In many markets, of course, the beneWt to sellers of maintaining good reputations will induce at least
some of them to make honest revelation of their private information. But the market valuation of E-bay,
attributed primarily to its system of reputational ratings, testiWes to the large potential losses from
information asymmetry, as reXected in the gains from overcoming it.

5 This intrinsic problem is partially exacerbated, rather than alleviated, by government, in particular
by most democratic governments’ preference for increasing the number of individuals in higher
education. In some cases, it might be eYcient for government to create a negative incentive to attend
higher education (for example by making the entire subsidy attach to the individual rather than the
institution of higher learning, and allowing those individuals to convert their subsidy into other
investment goods, such as down payments on a house or start-up investment in a small business).
Government could also deal with at least part of the problem by directly capping numbers, although this
is only possible in systems (such as that in the United Kingdom) that are almost wholly centralized.
Whether the external beneWts from education (such as better citizenship) oVset the losses due to
signaling is a separate enquiry; so is the question whether other market or individual-choice failures
(e.g. capital market imperfections making education hard to Wnance or underappreciation of the value of
increased ‘‘consumption capital’’) might tend to lead to underconsumption in education. The general
point is that there is no a priori reason to expect private choice to generate an optimal level of investment
in higher education or of other goods and services with signaling value.
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riding complicates any attempt at voluntary cooperation on that Pareto-improving
result.
The ‘‘conspicuous waste’’ that Veblen theorized as emerging from ‘‘pecuniary

emulation’’ (Veblen 1899) can be thought of as a market failure due to the signaling
value of wealth display. If so, then it is possible (as Robert Frank suggests) that
welfare could be improved by inducing everyone to choose, for example, shorter
commutes and smaller houses, but that no individual could improve his own well-
being by making that choice (Frank 1999).
Any of these market failures can, in principle, create a case for public intervention.

On the other hand, public intervention itself, or even its threat can also createmarket
failure, as when the moral hazard incident to publicly supplied disaster insurance
induces home building in Xoodplains or on eroding beach fronts, or when the threat
of price controls or public food distribution in a food shortage discourages the
holding of private inventories. It is not enough, therefore, to show the existence of
a market failure by comparison with some imaginary optimum; public intervention
will be justiWed only when the intervention—which implicitly is a decision to treat
situations like the one under discussion as matters of public decision for the future—
will, on balance, do more good than harm. Intervention that Wxes one market failure
at the cost of making markets work less well in the future is likely to be more trouble
than it is worth.

4. Beyond Market Failure
.......................................................................................................................................................................................

The classical market failures, even as expanded by contingent-claims and informa-
tion issues, do not exhaust the set of circumstances in which voluntary individual
action fails to lead to an optimal outcome. There are other failures of spontaneous
cooperation—less well catalogued, if not less widely recognized. In addition, a more
realistic model of individual decision making and cognition than those found in the
elementary economics textbooks implies the possibility of losses from imperfect
individual foresight or self-command and thus gains from paternalistic intervention.
After all, the perfectly rational consumer—self-interested, self-controlled, and

therefore capable of acting to maximize subjective expected utility subject to con-
straint—is no more to be met with in real life than the geometer’s straight line. Actual
human beings report that they have bad habits, succumb to temptations, procras-
tinate and favor the very near over the slightly more distant future, act badly under
pressure, and regret actions motivated by appetites for food, sex, and mood-altering
chemicals, aversion to pain, Wnancial loss, or embarrassment (Ainslie 2001). They
regard self-control not as an axiom but as a constant struggle. Anticipating actions
they know they will later regret, they try sometimes to avoid being put in those
situations by creating external constraints on their own choices, as Odysseus had
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himself tied to the mast.6 Experimental economists and allied psychologists have
made an industry of cataloguing the heuristics and biases that create behavioral gaps
between homo economicus and homo sapiens (Kahneman, Slovic, and Tversky 1990).

The consumer we know from the introductory microeconomics textbook typically
gains some consumer surplus from everything he buys; at worst, for the marginal
consumer or the marginal unit consumed, that surplus is reduced to zero. But real
consumers sometimes make predictably regrettable purchases: purchases that might
be thought of as creating consumer’s deWcits. (The resulting losses have been called
‘‘internalities.’’) In such cases, constraints on choice can be welfare increasing even in
the absence of externalities or strategic interactions.

The possibility of beneWcial paternalistic intervention is readily agreed to in the
cases of children, the insane, and the mentally deWcient. Since neither adulthood nor
sanity nor normal intelligence comes with a natural bright-line demarcation, it
would be surprising if normal healthy adults showed no tendencies for suboptimal
action, even evaluated from a purely selWsh viewpoint. However, in contrast to the
well-worked-out accounts of how to deal with market failures, there is little theor-
etical discussion of how to deal with failures of individual rationality. That constraint
may increase welfare does not imply that constraint will always increase welfare, even
when internalities are present. High cigarette taxes may well improve the welfare of
those whom they cause to stop, or not to start smoking but they will hurt those who
maintain the habit despite the higher price. As Jonathan Caulkins has remarked,
making smokers pay through the nose does not cure the damage smoking does to
their lungs.7 The additional harm done by drug prohibitions to those who become
addicted despite them is merely a more dramatic example of the same problem.

Drug addiction lies toward one end of a continuum, rather than being a problem
sui generis (Kleiman 1992, ch. 2). Some commodities and activities generate relatively
little in the way of internalities; others generate more, in patterns that vary across
time, age, geography, and ethnicity as well as apparently randomly, from individual
to individual. That a particular practice is harmless, or even beneWcial to most of its
habitués does not ensure that it will not create great misery in others. Of the major
drugs of abuse, only nicotine in the form of cigarettes creates more dependent than
casual users. Constraints that beneWt some actual or potential addicts will impinge
on the harmless pleasure of non-addicted users; a war against obesity or compulsive
gambling will necessarily inconvenience and annoy those with controlled appetites
for food or games of chance. Compulsory saving for old age will help the majority
who struggle to curb their spending but complicate the Wnancial planning of the
more self-disciplined minority.

As any parent knows, successful paternalistic action is harder than it looks.
Constraining choice today to deal with a self-command problem in one domain
may have the unwanted side eVect of damaging self-command for the future, or in
other areas. That is one advantage of non-coercive governmental strategies of

6 For important extrapolations of this insight, see Schelling 1984 and Elster 1979.
7 The argument, though not the quoted phrase, appears in Kleiman and Caulkins 2001.
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information, and persuasion over more directly coercive measures such as prohib-
itions, regulations, and taxes (O’Hare 1989). The drug wars have provided ample
evidence of the risks of paternalistic intervention, including the risk of making those
who resist such intervention into social enemies.
But the diYculty of dealing with failures of individual choice through public

policy does not make the failures themselves disappear. Sounder policy might arise
from a recognition of that fact in theory as well as in practice. Admitting that there
are cases where paternalistic intervention is justiWed might even help the project of
creating norms of public action that can constrain the excesses of paternalism.8
Behind and alongside the markets stand the institutions of civil society: both

observable ones, such as families, neighborhoods, professional organizations, and
voluntary civic associations, and less observable ones, such as norms of cooperation
and fair dealing. Like markets, they involve the interactions of many people, acting, if
not in every case in their own interests, at least from their own viewpoints. Unlike
markets, there is not even a prima facie reason to expect them to perform optimally,
because civil society lacks anything resembling the price mechanism as a lubricant of
interactions, a binding force making it in the interest of each to consider the desires
of others, and a readily available source of objective, quantiWed information about
what those desires are. Conscience and reputation can motivate pro-social behavior,
and motivate the actions of private approbation and disapprobation, reward and
punishment, that motivate pro-social behavior in others.9 But the mechanisms by
which self-reinforcing expectations of good behavior are created and maintained are
poorly understood (Fehr and Gächter 2000).
Perhaps as a consequence, no one has catalogued the failures of non-market volun-

tary cooperative mechanisms, and there exists no set of ready-made solutions for such
failures, analogous to Pigouvian taxation as a remedy for external-cost problems or
appropriation as a remedy for the overuse of common-property resources. To say that a
society with low levels of interpersonal trust would beneWt from an increase in its social
capital (BanWeld 1965; Putnam 2002) is not to describe how such an increase is to be
brought about. After all, social capital is a public good, beneWting alike those who
contribute to it and those who do not; the eVort to create a society whose members are
averse to free riding must itself overcome the free-rider problem.
Like interventions to cure market failure, interventions to remedy failures of

voluntary cooperation risk side eVects. Symptomatic cures can exacerbate underlying
conditions. There may be a tension between relieving the distress caused by failures
of voluntary cooperation and stimulating the exercise of voluntary cooperation for
the future.10
Consider the case of a neglected child. To try to state the problem in terms of

market failure would be absurd: the situation is hardly illuminated by observing that
capital-market imperfections make it impossible for the child to borrow against its

8 For an attempt at an analysis based on this principle, see Kleiman 1992.
9 As classically argued by Adam Smith (2002).
10 The clearest statement of this point is by Nathan Glazer (1988).
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future earnings to hire appropriate guardianship services, or that agency losses in
contracts for such services are likely to be large. But it would be equally absurd to
assert that there is, therefore, no failure to be remedied. The rule that assigns
guardianship of a child to its parents involves an assumption that the parents will
act in its interests. Where that assumption proves inaccurate, the liberal maxim that
allows parents wide discretion in its upbringing needs to be modiWed.11 The courts
and the social welfare agencies can attempt to pressure and help the parents to do a
more adequate job; or they can terminate parental custody (in favor of other
relatives, of adoptive parents, or of foster parents who take temporary custody on
behalf of the state and receive a subsidy); or—in sheer desperation—they can send
the child to an orphanage or even a juvenile corrections facility.

As in market failure, dealing with ‘‘family failure’’ requires careful analysis not only
of the failure to be remedied but also of the capacities and characteristic failures of the
remedial machinery. An intervention that improves the child’s immediate condition
may be worse than none if it weakens the parents’ capacity or inclination to perform
their role in the future, or reduces the propensity of other kin or neighbors to
encourage parental performance or act as substitute nurturers. The worse the alter-
natives, the higher the state’s tolerance will have to be for poor parental performance.
Even if the alternatives were better than they are, the decision to suspend or terminate
parental rights is among the most intrusive state actions, raising the question of how
much ‘‘due process’’ the natural parents ought to receive before losing custody.

Neighborhoods, too, can fail. In a well-functioning neighborhood, neighbors fulWll
both negative and positive duties: not being noisy, not littering, not engaging in assault
or theft, acting with ordinary politeness, rendering neighborly services and assistance.
But ‘‘neighborliness’’ is not an inevitable outcome of spontaneous, individual behavior.
Some neighborhoods develop norms that, while functional at the individual level, are
collectively destructive. Elijah Anderson has described how, in some poor neighbor-
hoods, norms of pre-emptive and aggressive violence once established, become diYcult
even for reluctant inhabitants to resist (Anderson 2000). Starting with a small minority,
they can quickly become close to universal in a chain reaction of self-defence. While
most people in the neighborhoodmay wish tomove away from a norm of violence and
low sociability to one of greater sociability and cooperation, it would be irrational (and
possibly suicidal) for any individual to make the Wrst move. Thus neighborhoods,
without some exogenous shock (or some terribly brave individual), may continue
indeWnitely at a low-level equilibrium of collective dysfunction (Platt 1973) or they
may just depopulate as whoever can move out does so.

The more dysfunctional the neighborhood, the greater its need for intervention by
organs of the state (if only to reconstruct its capacity for spontaneous action). But of
course the state’s capacity to intervene depends in part on the neighborhood’s
capacity to express its needs through formal or informal political interactions.
Typically, a neighborhood where norms of sociability have broken down will also
be handicapped by damaged channels of communication to the state. Precisely where

11 This was accepted even by John Locke (1988).
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interventions to overcome failures are most needed they may be least likely to
succeed. This is the paradox that plagues eVorts at ‘‘community policing:’’ where
the police are most needed, the ‘‘community’’ may be hardest to Wnd; heavy-handed
enforcement, uninformed by a nuanced understanding of the situation, can make
matters worse rather than better.12
Beyond families and neighborhoods, norms and expectations shape other behav-

iors: honesty or its reverse in paying taxes; politeness or its opposite on the highway;
love or contempt for learning and the arts; an appetite for, or aversion to violence;
respect or disrespect for received moral codes and religious doctrines; acceptance of
or hostility to ethnic heterogeneity; attitudes about the proper role and status of
women; sexual and reproductive practices; willingness or unwillingness to provide
private voluntary support for public goods and the relief of private misfortune; and
so on almost without limit.
No sensible person could deny the limits on our knowledge of how such norms

change spontaneously or can be changed deliberately. But it would be equally fatuous to
deny that the happiness of the people who constitute a society may rise and fall asmuch
with such as with changes in material well-being, or that material well-being itself
depends in part on the norm structure and its supporting institutions. Does anyone
argue that the divorce rate among couples with young children is a matter of purely
private concern or that public policy is incapable of inXuencing that rate?
If this is right, then one possible justiWcation for government action is that it will

tend to move the norms and institutions that support civil society and economic
activity in desirable directions, or slow their movement in undesirable directions.
That not everyone agrees about what the desirable directions might be gives the
politics of virtue much of its hard edge. But it would take a very stubborn brand of
liberal agnosticism to deny that some norms are more consistent with well-being
than others, or that state intervention can move norms, if only by stating authori-
tatively which norms are choice-worthy.

5. Suboptimal Governance
.......................................................................................................................................................................................

The foregoing analysis supports an ambitious public agenda. But an analysis that
begins and ends with a description of private failures is incomplete. There is no deus
in the form of an infallible government that can deal with every failure of voluntary
behavior in unproblematic fashion, and no machina from which to hang it. Just as a
serious analysis of market failure expands the governing agenda, often in surprising
ways, an analysis of government failures shrinks it back to size. Such expansion and

12 Price (1992) provides a compelling Wctional account. There are cases, however, where changes in
policing have gone hand in hand with eVorts to remedy the relationship between poor communities and
the state. See, for example, Fung 2004 and Winship 1999.
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contraction do not, however, take us back to where we started, but to very diVerent
conclusions about what government should do, where, and how.

Government failure is pervasive (Wolf 1988), but not constant: while many of its
causes are intrinsic to government, some vary with the institutional structure,
political culture, and level of political and economic development. Even the illustra-
tive list of seven of the causes of government failure presented below suYces to show
that government failure is more extensive than most analyses assume: pervasive
enough to make us want to move the analysis of the limits of government compe-
tence into the core of policy analysis rather than leave it on the periphery.

5.1 Cause One: Inadequate Penetrative Capacity

Government agents must learn about the society they want to inXuence. At the most
basic level, they need to know who their citizens are, where they live, and some basic
facts about them, such as income and occupation. For more ambitious endeavors,
governments may need much more extensive information concerning patterns of
social and economic interaction. To regulate companies’ environmental impacts,
governments need to understand Wrms’ production processes and decision-making
structures. To control crime, they need information about the character of criminal
enterprises, the social structure of unstable communities, and the interactions
between citizens and the formal and informal sources of order. To make old-age
policy eVective, they must understand how decisions to retire are made, how citizens
will respond to incentives to save or policies that make them pay taxes for future
beneWts, and how the management of private pension systems by corporations,
unions, and future retirees will respond to public intervention. In each case, eVective
intervention requires both extensive information about individuals and a sophisti-
cated understanding of how diVerent social institutions operate and how they will
react to government action. ‘‘Penetrative capacity’’ can be deWned as the degree to
which government is capable of seeing into society and understanding its dynamics.

Penetrative capacity is one of the most important features that make governments
‘‘modern.’’ Resistance to government information gathering is among the oldest
forms of resistance to modernization (Scott 1985). Shortfalls in penetrative capacity
are most likely to lead to government failures in less developed contexts. But while
more developed countries are rich in certain penetrative capacities, such as
well-developed statistical databases on population and incomes, they may be sorely
lacking in less formalized ways of knowing. For example, taking police oYcers oV the
sidewalks and putting them in automobiles—undertaken under Progressive inXu-
ence as a ‘‘modernizing’’ move—may cost them detailed knowledge of neighborhood
personalities and dynamics (Kelling and Moore 1988).

Modernized governments, despite plentiful data, may lack nuance, especially as
applied to marginalized subgroups: recent immigrants, for example, who often
hesitate to share information with outsiders and whose patterns of response may
be diYcult for outsiders to model accurately. In short, governments in more and less
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developed countries face diVerent kinds of problems with penetrative capacity, but in
both cases they are likely to commit errors arising from inadequate information
about societies they seek to govern.
In order to penetrate and reshape societies, governments must have the legitimacy

and eYciency to acquire information and mobilize consent, while simultaneously
resisting capture by private interests. This trick is not easily pulled oV: success in
creating what Peter Evans has called ‘‘embedded autonomy’’ is probably the excep-
tion rather than the rule (Evans 1995). Where this does not exist, or cannot be
generated, the agenda for the state must correspondingly shrink. The importance
of penetrative capacity is one reason to take political and institutional context
seriously in making policy recommendations. Thus developing countries with sim-
ultaneously embedded and autonomous states may successfully manage market-
directing policies that would, where those qualities of governance are lacking, lead
to results considerably worse than could be achieved by laissez-faire (Wade 1990).

5.2 Cause Two: Inadequate Voluntary Cooperation

As many conquerors have found, it can be very diYcult to govern eVectively a society
that does not voluntarily cooperate with its government. Penetrative capacity depends
upon citizens’ willingness to share information. In its absence, governments have to
learn what they need to know by coercion, or by oVering expensive incentives. At the
least, governments need citizens to Wll out census forms, companies to supply infor-
mation on sales, and sublevel governments to share information about performance. At
a more complex level, police forces need citizens to report crimes and provide leads,
courts need to count on the veracity of testimony given under oath, and regulators need
whistle-blowers to report their employers’ violations of securities and environmental
laws. Without voluntary cooperation, the costs of penetration can be prohibitive.
Governments also need other forms of voluntary cooperation. Any system of

income taxation depends upon citizens accurately to report their income, and to,
in the main, pay the taxes they owe without the immediate threat of punishment. The
criminal justice system needs to be able to count on most citizens’ obeying the law
most of the time without calculating the risk of apprehension. Welfare systems need
most recipients to be honest in reporting their earnings and family composition. If
employers do not internalize the norms of non-discrimination, the diYculty of
detecting violators will make equal-opportunity laws nearly unenforceable. In soci-
eties where trust in government and moral strictures against non-cooperation are
low, government failure will be more pervasive and the scope of market and non-
market failures that governments can eYciently correct will be narrow.
Few governments have enough legitimacy among their citizens to generate as much

penetrative capacity and voluntary cooperation as oYcials want. Citizens and
wielders of informal power often resist attempts to make society ‘‘legible’’ from the
center (Scott 1998). Such resistance is not always bad for the citizenry: higher
government penetrative capacity and voluntary cooperation can expand the range

638 mark a. r. kleiman & steven m. teles



ofmarket failures that states can correct, but they can be used also for purely extractive
purposes. Where government is fundamentally extractive rather than developmental,
keeping its agents in the darkmay actually increase overall social wealth by preventing
the redistribution of resources fromproductive to unproductive activities. Sowhether
improvements in government capacity in these areas lead to overall social improve-
ment depends crucially on the honesty of those who operate the state machinery.

5.3 Cause Three: Institutional Overhead

Even where society is cooperative and social information plentiful, governments Wnd
other ways to fail. Instead of or alongside Wxing private failures, oYcials can choose to
serve themselves at the expense of public purposes by pursuing their own agendas
without mobilizing consent (which we will call ‘‘subversion’’), refusing to apply them-
selves (‘‘shirking’’), or using governmental power to enrich themselves or their cronies
(‘‘graft’’). Awell-designed government can reduce some of these problems but it cannot
eliminate them all, and its attempts to limit them will likely cause other pathologies.

Typically, economists think of the relationship between higher and lower levels
of organizations, such as governments, in terms of principal–agent relationships.
Information asymmetrymakes it hard for principals (the citizenswith respect to elected
leaders, or the elected leadershipwith respect to the bureaucracy, or higher-level oYcials
with respect to lower-level oYcials) to ensure that their agents will comply with
instructions: agents will tend to subvert, shirk, or indulge in graft. Principals thus
need to develop mechanisms of enforcement or of incentive, which requires them to
have the means to observe their agents’ behavior or measure its results.

But those mechanisms are certain to have costs of their own. Making and enforcing
detailed rules imposes costs and saps agents’ energy and morale. ‘‘Red tape’’ is the
other side of the coin of ‘‘corruption.’’ Civil service personnel policies, low-bidder
procurement regulations, and excessive audit requirements all make the jobs of public
managers harder, and often cost much more than they save (Anechiarico and Jacobs
1996). Incentive-based systems encourage deception and performance simulation, in
accord with DukenWeld’s Law: ‘‘Anything worth winning is worth cheating for.’’

The higher the cost of these mechanisms to check agent misbehavior, the greater
the agency losses. The higher the agency losses in government, the smaller the range
of failures of voluntary action it can eYciently correct. Societies in which shirking,
subversion, and graft are morally acceptable, or at least not highly stigmatized, will
Wnd the cost of government very high, and the desirable scope of government activity
correspondingly limited.

IneYciency also arises at the level of decision making. DiVerent systems of
government have diVerent numbers of ‘‘veto points:’’ positions from which action
can be blocked. Each veto point creates an opportunity for some constituency to ask
for some consideration for not using its veto. Where nothing is demanded but
appropriate side payments to convert a potential Pareto improvement into an actual
Pareto improvement by redistributing some of the gains from the change to those
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who would otherwise be hurt by it—as in the familiar case of compensation for
houses taken to build highways—this process is unproblematic; it can even help
forestall projects whose costs in fact exceed their beneWts. The problem arises when
those who would not lose, and might even gain from the proposed policy use their
veto-point position as a mere bargaining tool. At some point, the cost of paying oV
veto holders or their agents may make a project valuable in itself unfeasible, leaving
the private failure it was to Wx unremedied. Avinash Dixit refers to these payments as
‘‘political transaction costs’’ (Dixit 1998). Other things being equal, therefore, com-
plex institutions, especially those with separation of powers or multilevel bargaining
in government, should have larger political transaction costs.
On the other hand, systems with large numbers of veto points may also be

characterized by more extensive deliberation. Every point where change may be
stopped or compensation required is also a ‘‘deliberation point,’’ where additional
facts may be considered, arguments heard, consequences predicted. Systems that
attempt to lower the cost of compensating veto players through centralization may be
likelier to make big, costly mistakes due to haste, a cramped set of options, and
insuYcient foresight (Butler, Adonis, and Travers 1994). Thus centralized systems
with fewer veto players are likely to have signiWcant costs of decision making as well,
but these will be large and relatively infrequent, while in decentralized systems the
costs will be relatively small but marbled throughout most decisions. Either way, the
process of decision making raises the cost of government intervention to correct
private choice failures.

5.4 Cause Four: Voter Attention and Inattention

Voting, and related electioneering activity can be thought of as both information-
gathering processes and decision processes. But there is no compelling reason to
expect that voters will act in the public interest, or even in the interest of the smaller
groups with which they identify. The outcome of an election is a public good, and
eVorts to inXuence it therefore suVer from free-rider problems.
A purely rational citizen would not even voluntarily vote—let alone engage in

more costly political activity—unless under the dictates of conscience or reputation,
because his private gain from having his candidate win the election, multiplied by the
(vanishingly small) probability of his vote proving decisive, is smaller than his private
cost of voting. The public choice literature considers it a paradox that people vote at
all (Fiorina 1990).
Even if someone decides to vote, the private return to studying the candidates and

issues is so small that a rationally selWsh voter would remain ‘‘rationally ignorant’’
and so be unable to cast an informed vote (Downs 1957). If voters are usually
uninformed, then elected oYcials have no strong incentive to serve voters’ interests.
Olson (1971) theorized that groups that are comparatively successful in politically

mobilizing their members—according to Olson by oVering private rewards for
participation—tend to overcome their less well-mobilized, even if larger competitors
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(Olson 1971). That might not be true of voting, but it is a powerful insight into other
forms of electoral activity, including Wnancial contributions. ‘‘Private rewards’’ in
Olson’s sense need not be pecuniary: someone who attends a political fundraising
event in part to meet the other attendees, and to be seen by them, derives a private
beneWt from attendance, a beneWt from which non-contributors are excluded. Those
private beneWts, which James Q. Wilson calls ‘‘solidary beneWts,’’ can help overcome
the free-riding problem (Wilson 1995). By the same token, the collective interests
being pursued can be what Weber called ‘‘ideal interests’’ as well as material interests;
the problem of whale lovers organizing to save the whales is analytically similar to the
problem of veterans organizing to increase veterans’ pensions.

Actual election turnouts disconWrm theories that predict turnouts close to zero, so
the equation of homo politicus with homo economicus seems not to be a correct model
of gross voting behavior. But that does not prove that free riding, in the form of
rational ignorance, is not a substantial problem in democratic systems. And concern
about the nature of the private beneWts oVered for political contributions is at the
center of the ongoing debates about campaign Wnance reform. Thus there is reason to
doubt that any decision-making process with mass voting at its base will produce
consistently optimal decisions, or create strong incentives for elected or appointed
oYcials to serve the public interest.

But the consequences of this argument for speciWc policies are perhaps less
sweeping than they might seem. The fact that imbalances of attention frequently
lead to policy biased toward the attentive does not mean that policy changes are
never made in the interests of large, diVuse groups and against concentrated interests.
They often are, as a quite substantial political science literature demonstrates.13 These
analyses demonstrate that what concentrated interests get from their attentiveness—
and often their Wnancial contributions—is reduced scrutiny from policy makers
(Hall and Wayman 1990). However, when some focusing event or factor leads to
heightened scrutiny, many of their advantages disappear.

That suggests that heightened public scrutiny improves decision making on a
particular issue. Yet the public (under the spell of rational ignorance) will not attend
to everything at once, or to any one thing (a few perennial issues excepted) for very
long (Baumgartner and Jones 2005). So what happens after reform happens?

Other things being equal, the answer is that as attention shifts, the underlying,
inherent imbalance of power reasserts itself, and the reform is slowly undermined.
Eric Patashnik has demonstrated this pattern with such signal ‘‘public interest
breakthroughs’’ as the 1986 Tax Reform Act and the 1996 Freedom to Farm Act
(Patashnik 2003). Policy remains durable only where institutions or rules are put in
place that make reversal diYcult, or where exceptionally creative bureaucracies are
established to act as policy guardians. Absent these factors, policy-making ‘‘regres-
sion to the mean’’ due to systematic inequality in attention should be factored into
analysts’ recommendations.

13 Among the most important contributions are Arnold 1992, Landy and Levin 1995, and Baumgartner
and Jones 1993.

market and non-market failures 641



5.5 Cause Five: The Path Dependence of Political Decision

Making

The calculation that, given their relative defects, government decision making on
some topic would produce better results than purely private choice does not exhaust
the room for comparative analysis. The decision to prefer government decision
making in the present may make reverting to voluntary decision making diYcult
in the future, if the original calculation proves incorrect or if the relative eYciency of
markets and governments changes. If the recalibration of government response is
more sluggish than the private response, and if the character or intensity of the
problem varies over time, a policy choice that looks rational in the present may prove
suboptimal over the long term. As a general matter, political decision making tends
to be more path dependent than market-based decision making, because of the
higher costs of mobilizing consent in political—especially democratic—systems.
The extent to which political decision making is path dependent (Pierson 2000,

2004) is largely determined by the design of institutions. Systems with large numbers
of veto points usually make it relatively diYcult to re-evaluate existing commitments,
although they may make it easier to create new, and in some cases competing
governmental responses.14 Systems with fewer veto points generally make it easier
to re-evaluate existing commitments, but the limited carrying capacity of the polit-
ical agenda makes it harder for alternatives to get sustained policy attention.
‘‘Corporatist’’ systems where decision making occurs largely at the top levels of

relatively few organizations may Wnd it easier to engage in incremental adjustment of
existing commitments but because of the size of the organized units, diYcult to
generate support for major reassessment that imposes large costs.15 Interest group
systems, by contrast, may Wnd it hard to adjust incrementally to problems, but
because of the relatively small size of their organized units, easier to impose large
costs when entrenched interests lose control of the agenda.16
Geographically centralized systems that encompass substantial diversity are likely

to Wnd it hard to mobilize consent to re-evaluate existing commitments. But where
they do, they can impose that choice over a large scale. Geographically decentralized
systems need to mobilize less consent to introduce alternative solutions in some
locales, and in some cases competition in the market for policies (Wittman 1989) can
lead to optimal solutions, but multiple policies in a single national jurisdiction can
also lead to redundancy or destructive competition.17Moreover, widespread reforms
under decentralized systems require political battles across a number of venues,

14 On the character of decision making in systems with multiple entry points, see Baumgartner and
Jones 1993.
15 This is one account of both the spectacular, and highly government-directed Japanese economic

success in the period up to the Asian currency crises of 1987 and the extreme diYculty Japan has had in
reacting to the resulting banking crisis.
16 On the relative characteristics of corporatist and interest group systems, see Scheingate 2001.
17 An argument for the superior decision making of decentralized systems is made by Michael Greve

(1999). For an argument about the limits of decentralization, see Teles and Landy 2001.
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making it diYcult to focus public attention suYciently to overcome concentrated
interests. Systems that delegate a great deal of decision-making authority to bureau-
crats tend to have greater Xexibility in adapting policies to changing circumstances
than those that tightly circumscribe bureaucratic autonomy, but this advantage
comes at the risk of bureaucrats’ wresting eVective agenda control from their political
masters and the voters who choose them.

So while some institutional designs may improve the Xexibility and reduce the
path dependence of governmental responses to private choice failures, all carry risks
of their own. While the institutional form matters, and in some cases matters a great
deal, almost any form of political decision making involves quite substantial trans-
action costs in moving from one set of responses to another. But these macro-
institutional factors are not the only considerations in explaining the relative sticki-
ness of government solutions. Policies themselves create rules, institutions, and
incentives that make them more or less easy to change, and may make reform
more or less eYcient and timely (Pierson 1994). These factors are, to some degree,
under the control of the persons making the original decisions about whether to
choose government or private control, though of course their evolution over time is
only imperfectly predictable (Volokh 2003). Some decisions that increase adaptabil-
ity may impose other costs, including diYculty in assembling the coalition necessary
to enact the new policy in the Wrst place.

5.6 Cause Six: Competition for Technical Expertise

While some public goals can be achieved through means that require only limited
sophistication among public employees, others are intrinsically complex and require
professionally informed judgement. In any society, at any moment, there is a Wxed set
of such skilled personnel, distributed between government and the private sector.
The range of market failures that a government can eVectively remedy will depend, in
the Wrst instance, on attracting individuals competent to carry out the task at hand.
In other cases, government must attract workers who are not just competent but are
competitive with their private sector counterparts. (Regulators must not be too far
inferior in skill to those they regulate, or investigators to the crooks they try to catch.)

Attracting skilled individuals to public service becomes a more signiWcant chal-
lenge as the scale of modernization increases. As societies become more complex,
regulating them becomes harder, increasing the need for highly trained public
servants. Yet increased social and economic complexity is also accompanied by
increasing premiums for skill in the private sector (Frank and Cook 1995). Where
egalitarian impulses, or concerns about the corruption that can result from placing
large numbers of high-paying jobs in the gift of elected oYcials, make it diYcult for
the public sector to pay competitively, there will be a tendency for skilled personnel
to leach out of the public sector, leaving government to select among the least
competent or most risk-averse personnel. The result can be a downward spiral,
where low salaries lead to poor performance by public agencies, poor performance
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to public disdain, and public disdain to low salaries. Norms making politicians and
‘‘bureaucrats’’ the bearers of stigma and the butt of jokes make the problem worse
and can act as one mechanism of the downward spiral.
Government could respond to this competition by deregulating its own determin-

ation of professional salaries: it could empower managers to hire fewer but more
highly compensated individuals or to spend more money on salaries and less on
other things. While such deregulation almost always creates some risk of encouraging
destructive forms of public job seeking, those risks need to be judged against the less
visible eVects of low overall civil service quality (DiIulio 1994).
The degree to which government is able to organize itself to compete for these

highly trained and compensated individuals will substantially determine its ability to
correct private choice failures in these areas. Such reforms are almost always diYcult
for governments to achieve, and competing with the private sector will tend to
become more problematic as the level of development increases, sending the top
end of private compensation ever higher.
What this suggests is that governments may have to consider the possibility that

certain forms of regulation that could potentially correct signiWcant private choice
failures are unlikely to be eVective given the competition for skilled personnel. What
is more, where the regulators are signiWcantly less talented than those they regulate,
the presence of any government intervention at all may be worse than a completely
unregulated environment. Governments may be better oV with a clear, unambiguous
policy of laissez-faire than with clumsy attempts to regulate processes that their civil
servants cannot understand.

5.7 Cause Seven: Weak Administrative Culture

The quality of administrative agencies is not only a function of competition with the
private sector for skilled individuals, because agencies are not simply aggregates
of individual agents. Agencies are structured in particular ways through a process
of historical inheritance that produces a relatively stable administrative culture.
Moreover, agencies are embedded in a larger political culture that establishes expect-
ations about how those agencies should operate, their scope for entrepreneurship
and leadership within a system of separated powers, the degree to which they
focus on problem solving as opposed to distributive politics or patronage, and the
degree to which public service is considered an honorable or even respectable
occupation.
Both the quality of an agency’s administrative culture, and the orientation of the

larger political culture that it is embedded in and draws upon, limit the interventions
that a political system can contemplate. Lawrence Mead (2004) observes that Wis-
consin was as successful as it has been with highly directive welfare reform in large
part because it could draw upon a progressive political culture: one with a low
tolerance for uncivil behavior, an orientation toward disinterested examination of
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social problems, and a legacy of eYcient and entrepreneurial administrative agencies,
connected to high-quality educational institutions designed to produced analytically
skilled administrators. This set of inherited attitudes and institutions allowed the
state to set ambitious goals for welfare reform, to work through the administrative
consequences of those goals, and to make them a reality at the level of the street-level
bureaucrat.

Mead shows that a culture of administrative quality is a precondition to making
complex policy changes work. Motivating welfare clients actively to seek work and
organize other parts of their lives requires that welfare administrators themselves be
trained, equipped, and motivated. It requires that outcomes be closely tracked, and
those outcomes fed back into an ongoing process of policy and administrative reform.
Finally, it requires that the overall political system recognize major policy reform as a
long-term process, which depends upon being willing to use bad news to make
incremental changes rather than using it to score political or partisan points.

These requirements exceed the administrative and cultural inheritance that most
states are able to draw upon. As a consequence most states have settled for less,
counting upon changes in the larger economy to do most of the job of driving down
welfare rolls, or imposing beneWt cut-oVs without the beneWt of close supervision.
Some states have recognized that their administrative culture fell short of their
ambitions to replicate Wisconsin-style welfare reform, and have attempted to build
up such a culture on the Xy. While they have had some success, they have also been
pushing against their administrative inheritance, requiring them to engage in ‘‘state
building’’ at the same time as they were putting in place a new policy, but without the
supportive cultural background that Wisconsin could count on. Their results have
been correspondingly modest.

This suggests that policy makers need to recognize that administrative quality, and
the cultural background that it rests upon, cannot be assumed, and can be created
ad hoc only to a limited degree. Where the inherited administrative culture is weak,
policy aspiration must be scaled down correspondingly.

That being so, the impact of a proposed policy change on the administrative
culture may be more important, in the long run, than its immediate costs and
beneWts. A good public manager is not merely a skilled administrator of current
policies, but a good steward of his or her agency’s capacity to produce public beneWt
into the future.

6. Putting it Together: Policy Making
in a World of Imperfect Alternatives

.......................................................................................................................................................................................

Human beings and the social groups they form are astoundingly self-regulating,
capable of remarkable feats of optimization without external direction, especially if
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the market is allowed to exert its power of making every participant’s wants a motive
for others to satisfy those wants. That insight remains the key to the fundamentally
liberal form of social and political organization that has enjoyed such spectacular
success over the past three centuries.
But neither individual nor social self-regulation is perfect. Economists have

assembled a growing catalog of market failures; when markets fail (fail, that is, to
reach Pareto-optimal outcomes) there may be scope for the coercive powers of
government to improve matters. There exists no comparable catalog of the failures
of individual self-command, or of the failures of non-market forms of voluntary
cooperation, but their existence is hard to deny. Once such failures are recognized,
both paternalistic intervention to protect individuals from themselves and interven-
tions designed to rectify the failures of the institutions of civil society appear as
justiWcations for government action on a par with the classical market failures.
Still, no situation is so bad that it can’t be made worse. To say that a condition is

suboptimal is not to say that coercive intervention by the state will improve matters.
State action is subject to its own list of suboptimalities, known in the public choice
literature as ‘‘government failures.’’ Moreover, coercive intervention can if not care-
fully designed, worsen the individual and institutional failures whose consequences it
sets out to correct. A comprehensive policy analysis therefore requires an analysis of
both sets of failures, with an eye not merely to the best resolution of the current
controversy but to the ‘‘constitutional’’ consequences of a decision to act, or to let be.
If the foregoing argument is correct, it has important consequences for policy

areas beyond the scope of our analysis, and in particular to the problem of
distribution.
On the one hand, there are some powerful arguments for increased equality: the

diminishing marginal utility of income, the measured impacts on individuals’
physical and psychological health of having low relative (as opposed to absolute)
income or wealth, the diYculty of maintaining equality of opportunity when chil-
dren grow up with very diVerent levels of family advantage, the incompatibility of
democracy as a political ideal with the diVerences in political power created by
extreme economic stratiWcation, the destructive social tensions extreme stratiWcation
can create, and the prospect that reduced stratiWcation might lead to reduced wealth-
signaling behavior and thus welfare-enhancing shifts of energy from material acqui-
sition to living well.
But the analytical leverage to be had by a wider recognition of areas where the

results of private choice may be suboptimal needs to be accompanied by an assess-
ment of the likely governmental response to the demand for a wider scope of
redistribution. Enforcement of a collective decision to reduce working hours,
for example, depends upon the supervisory and coercive powers of government,
and also perhaps, on the ability of government to hire staV sophisticated enough to
detect cheating. Such policies might also be subject to the attention disequilibrium
described above—while the public may be highly aroused to create such a policy,
those who most immediately feel its costs (such as employers) are likely to sustain
their interests in undermining its impact in practice. Unless a means is discovered to
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maintain the public ardor that created the pressure for the income–leisure swap in
the Wrst place, its impact may be severely degraded over time, while imposing
administrative costs that could, in the aggregate, make the policy worse in practice
than no policy at all.

This analysis touches the very core of political theory. The inheritors of Rawlsian
political philosophy rarely consider the shape and character of the political institu-
tions that will be created to bring into practice the distributive preferences deduced
from behind the veil of ignorance. But those reasoning about justice in ways intended
to connect to the real world need knowledge of the predictable eVects of the
operation of actual political institutions. (An important exception to the absence
of sophisticated analyses connecting political theory and institutional design is
Rothstein 1998.)The shape of desirable redistribution may be altered by a recognition
not only of what actual political institutions will do with the demand for extensive
redistribution, but also what institutions so empowered will be able to do to (and
perhaps for) citizens when their scope has been increased. Ultimately, normative
political economy must grapple with institutional and political questions.

Public policy, institutional analysis, and political philosophy do not deal with
three distinct subject matters; rather, they are three diVerent attempts to deal with the
problem of how human beings ought to govern themselves. The world will not be
well governed until the statesmen learn to pay attention to the results of careful
thought and the thinkers take the problems of statesmanship seriously.
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c h a p t e r 3 2
...................................................................................................................................................

PRIVATIZATION AND
REGULATORY REGIMES

...................................................................................................................................................

colin scott

1. Introduction
.......................................................................................................................................................................................

Regulation, both as public policy instrument and as field of investigation, was
apparently an area of dramatic growth in the last quarter of the twentieth century.
The policy boom may be explained in part by a loss of confidence in traditional
mechanisms of public ownership in many fields of public service delivery in OECD
countries. This disenchantment was combined with a perception that public owner-
ship was a drag on fiscally constrained economies, whereas selling off assets provided
positive fiscal benefits. Policies of privatization (defined narrowly in this chapter as
transfer of ownership of state assets—see the analytical discussion of wider concep-
tions of privatization by Feigenbaum, Henig, and Hamnett 1999, 8–11) were accom-
panied by processes of public management reform within bureaucracies. These
reform processes have, in many countries, liberalized some aspects of central public
management, while at the same time being accompanied by the creation of new
layers of regulation over public sector activities, frequently in new or remodeled free-
standing agencies (Hood et al. 2004).

The focus on regulation as the problem of control for sectors where ownership was
transferred from public to private sector stimulated the identification of other, long-
established policy processes (for example in financial services and health care sectors
and over economy-wide issues such as occupational health and safety, consumer
protection, and the environment) as also belonging to the set of regulatory activities.
Consequently there has been much for scholars in the relatively new field of regula-
tion to examine, even though many of the phenomena were not exactly new.

* I am grateful to Martin Lodge for comments on an earlier version of this chapter.



The central concerns of the public policy literature in understanding this trans-
formation in governance have been with the emergence of the regulatory state
(Braithwaite 2000; Majone 1994b; Moran 2002, 2003; Sunstein 1990), and with the
qualities and problems associated with regulatory agencies (Macey 1992; Thatcher
2002; Thatcher and Sweet 2002). This focus within the political science literature may
partly be explained by the interest within the discipline in formal state institutions,
which generates a concern to map an apparent shift in power from government
departments to autonomous agencies, linked to privatization policies which have
swept through the OECD since the early 1980s.
The risk faced by the discipline in focusing on these two linked dimensions of

regulation, the regulatory state and agencies, is that this model of regulation as an
instrument of governancemay obscure asmuch as it illuminates. More specifically the
approach is open to the criticism that it assumes too strongly the transfer and adoption
of public policy institutions and processes which it may be argued, are peculiar to the
United States and unlikely to be replicated elsewhere. It is ironic that the policy boom
in regulation occurred at a time when the agenda in the USA was geared towards
attempting to dismantle a good part of its regulatory heritage through programmes of
deregulation. Even before regulation as an instrument of government had matured
elsewhere, the OECD was calling for extensive regulatory reform (OECD 1997b).
One way to reconceptualize the field, developed in this chapter, is to conceive of

the institutions, norms, and processes of regulation in a somewhat broader way than
is suggested by the American model of public regulation of business by agencies.
According to this reconceptualization regulation occurs within ‘‘regimes’’ character-
ized by diffuse populations of actors and considerable diversity in the norms and
mechanisms of control. The concept of regimes facilitates us in making a link
between regulation, with its traditional narrow conception of state institutions and
laws, and contemporary analysis of governance. A governance narrative emphasizes
the fragmentation of regulatory power in contemporary policy processes. This
approach is skeptical about the possibility of wholesale delegation of regulatory
power to agencies and is more open to the possibility that power may be shared
and diffused. As regards state organizations and power, this critique notes that
outside the United States delegation to agencies commonly involves the substantial
retention of power by ministerial departments (Hall, Scott, and Hood 2000). Second
it notes an OECD-wide trend towards exerting a substantial degree of oversight over
agencies, not just through the courts, but also through central agencies concerned
with the promotion of regulatory efficiency.
The ‘‘intra-state diffusion of regulatory power’’ (Daintith 1997) is accompanied

and magnified by further diffusion of key regulatory capacities both to supranational
governance organizations (Braithwaite and Drahos 2000) and to a variety of non-
state actors (Grabosky 1994). This organizational diffusion is coupled with diversity
in mechanisms of control to embrace not only conventional hierarchical methods
and official non-legal alternatives (such as soft law), but also modalities rooted in the
capacities of both community and competitive processes to exert control. Viewed
from this perspective the focus on public regulatory agencies exerting control
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through legal authority appears incomplete at best, and perhaps seriously misleading
for those seeking to understand ideas about regulatory regimes.

2. Regulatory Regimes and
Interdependence

.......................................................................................................................................................................................

There is no consensus in policy or academic circles as to what exactly is connoted by
the term regulation. Selznick’s classic definition—‘‘sustained and focused control
exercised by a public agency over activities that are socially valued’’ (Selznick 1985,
363–7)—is often cited with approval (Majone 1994b ; Ogus 1994). But the exclusive
focus on public agencies, common within American studies of regulation, is prob-
lematic when so much regulatory activity is ‘‘decentred’’ (Black 2001a). Many
regulatory regimes do not focus on a public agency (whether a government depart-
ment or independent agency) as regulator, and even where they do such agencies may
not have a monopoly over regulatory power (Francis 1993, 43–8).

A strength of Selznick’s definition is that it comprehends not only oversight by
reference to rules (consistent with the OED definition of regulation) but also other
forms of control. Empirical analyses of regulatory activities within particular domains
do, in many cases, point to a diffusion of regulatory capacities among a range of state,
non-state, and supranational actors. Resources relevant to the exercise of power
within regulatory regimes include legal authority, wealth, organizational capacity,
information, and the capacity to bestow legitimacy (cf. Daintith 1997; Hood 1984).

It has often been observed in empirical studies that regulators rarely use their
formal powers of enforcement, and are more likely to use strategies based on educa-
tion, advice, and persuasion to secure some form of compliance (Grabosky and
Braithwaite 1986). Such observations have been used to ground a prescriptive theory
which suggests that regulators should generally seek to rely on such low-level strat-
egies, at the base of a pyramid of regulatory enforcement, and only escalate to more
formal and coercive measures where lower-level strategies have failed (Ayres and
Braithwaite 1992). Even in the case of legal authority, power is liable to be fragmen-
ted—a factor which creates problems for the rational and instrumental deployment of
regulatory pyramids by agencies (Scott 2004). For example, a regulatory agency may
have powers to monitor sectors of the market, to collect information, and to initiate
enforcement actions. But it is not unusual to find that legislatures or government
departments reserve to themselves powers to make or change regulatory rules, in
addition to the wider power to change the regime as a whole. Furthermore it is
quite common to find that formal sanctions can only be applied with the consent
or decision of a tribunal or a court. Within most systems regulatees may wield
formal legal power, for example to consent to rule changes, to make enforceable
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undertakings, or through standing to challenge regulatory decisions by means of
litigation. Indeed, the formalization of norms within regulatory regimes, a hallmark
characteristic of the transition to the regulatory state (Loughlin and Scott 1997),
carries with it the risk of juridification and the displacement of effective social
norms by a dependence on legal rules which are incapable of grounding such effective
control (Teubner 1998/1987). This kind of challenge in the use of law for regulatory
purposes has led both to critiques of inherent ‘‘fuzzy legality’’ (Cohn 2001) and
prescriptions for ‘‘regulation of self-regulation’’ (Teubner 1984) and proceduralization
as mechanisms for escaping from the adverse effects of legalization (Black 2000,
2001b).
In many regimes formal legal authority is shared between national and supra-

national governmental organizations, particularly in respect of standard setting.
States are key players within ‘‘webs of influence’’ through which supranational
regulatory regimes emerge and develop (Braithwaite and Drahos 2000). But that
significance does not lie in the capacity of any individual state to determine the
direction taken by a regime; rather there is a range of strategies by which govern-
ments may respond to forces over which they exert little control.
In some regimes the legal authority component is constituted not by legislation but

by contracts, giving regulatory relations more of the flavour of agreements than
hierarchical instruments. Some of these instances of ‘‘contractual regulation’’ are
individuated in character—taking the form of agreements between two parties, one
of whom, for example a major public or private purchaser, is likely to exert greater
power in setting the contractual rules of the game (Scott 2002). In other cases the
contractual basis is collective. Thus, while some self-regulation (for example as it applies
to legal and medical professions) may be authorized by statute, many self-regulatory
regimes are underpinned by contracts between the members of a trade association
which empower the association to make and enforce rules against their members. An
apparent paradox, never fully taken on board by self-regulation skeptics, is that self-
regulatory associations typically wield the full array of regulatory powers—rulemaking,
monitoring, and enforcement—within a single organization, untroubled by the kind of
regulatory fragmentation more common in public regulatory regimes. Not all self-
regulation is characterized by such monopolistic power, and for Ogus (1995) the
potential for competition between self-regulatory organizations offers a means of
control over their activities. Such competition is liable to be magnified at the inter-
national level where national or regional self-regulatory associations find themselves
competing both for credibility and for members with other similar bodies.
The other resources relevant to the exercise of power within regulatory regimes are

typically more widely distributed than legal authority. It has long been observed by
economists that firms are liable to possess more information than consumers and
also regulators (defined as ‘‘information asymmetry’’ (Arrow 1963)), pointing up a
particular form of weakness in the capacity of agencies to regulate. In sectors
characterized by small numbers of large firms regulatees are also likely to have greater
wealth and organizational capacity than agencies, giving them greater capacity to
participate effectively in regulatory proceedings or to interpret regulatory rules.
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It is not straightforward to offer an a priori suggestion as to which actors are likely
to have the capacity to bestow legitimacy on a regime. Under different conditions
it may be any of government, agencies, regulatees, supranational organization, or
NGOs.

Taken together, the observations that resources relevant to the exercise of power
within regulatory regimes are typically widely dispersed, and that much regulatory
control is not effected through the application of formal legal authority, suggest the
‘‘regulatory regime’’ may be a more appropriate unit of analysis than the regulatory
agency. Regime is a concept borrowed from the study of international relations
(Krasner 1983) which highlights the ‘‘historically specific configuration of policies
and institutions which structures the relationship between social interests, the state,
and economic actors in multiple sectors of the economy’’ (Eisner 2000, 1).

Eisner’s regimes analysis, rooted in the context of US regulatory policy in the
twentieth century, does focus on the regulatory agency as the basic unit of analysis
(Eisner 2000, 15). But he shows that the ‘‘market regimes’’ established during the
Progressive era (for example for regulation of competition and interstate commerce)
have been followed by further waves of regulation, promoting the role of interest
groups in ‘‘associational regimes’’ in the New Deal era and ‘‘societal regimes’’ in the
postwar period. Eisner characterizes the emergence of controls over regulation and
the deregulation movement which developed from the 1970s as an ‘‘efficiency re-
gime’’ (Eisner 2000, 8–9).

The dynamics within the US polity generating these different structures and
rationales for regulation have been interpreted as a product of complex interactions
between changing environment, interests, ideas, and institutional histories (Hood
1994). The economic theory of regulation (ETR) developed in the work of George
Stigler (Stigler 1971) and Samuel Peltzman (Peltzman 1976) in the 1970s, has been
highly influential in the development of a somewhat jaundiced explanation for the
development of regulatory regimes by reference to the pursuit of interests. The ETR
conceives of regulation as a service provided by government for which there is supply
and demand akin to a market. Behaviour for firms, bureaucrats, politicians, and
others is explained by reference to the standard economic assumption that individ-
uals are in the rational pursuit of their own utility. These actors all seek ‘‘rents’’ as the
rewards for their actions. Though hardly tested empirically (or arguably, capable of
being tested) the hypothesis that regulation was likely to be supplied by government
to favor those interests willing to pay the most (by means of contributions to election
funds, and perhaps also bribes) and would thus nearly always favor large firms rather
than serve any conception of the public interest has been influential.

It was something of a problem for the economic theory that it struggled to explain
the emergence of social regulation in the postwar period which appeared to favor less
wealthy and more diffuse interests such as employees and consumers. The interests-
based theory was considerably sharpened by political scientist James Q. Wilson in his
coalitional theory. Wilson (1980) suggests that political preferences are more complex
than simply the aggregate of society’s utility functions, and liable to be shaped
through political processes which may yield coalitions on particular issues. Thus, it
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is more than narrowly concentrated interests which shape the initiation and devel-
opment of regulatory regimes.
Proponents of ETR faced another challenge when, rather against the expectations of

their hypotheses, the US federal government began dismantling regulation in such
industries as trucking, airlines, and telecommunications in the 1970s. One possible
response is to suggest that the political system somehow managed to produce a set of
outcomes which heroically challenge the apparent inevitability that public policies will
be provided to support wealthy interests. A second possibility, perhaps linked to the
first, is that ideas of the kind being developed by proponents of ETR and others had
themselves become factors shaping the behaviour of actors in developing deregulatory
policies (Derthick and Quirk 1985). Peltzman (1989), however, attempted a bold
application of ETR to explain the apparent paradox of deregulation. He suggested
that the industries which had been subject to deregulation had each experienced
reductions in the rents available to the service providers. Consequently major industry
players had less to offer politicians and bureaucrats to reward this behaviour and
consequently, at some point, the bias of the regime towards favoring industry incum-
bents tipped to favour others. Put briefly, ‘‘[t]he rents supporting the political equilib-
rium eroded’’ (Peltzman 1989). He recognizes that this revised account does not appear
to provide a universal explanation for what happened. In telecommunications, in
particular, he suggests that regulators could have protectedmonopoly rents for a longer
period than they did, and that deregulation is better explained by reference to changing
ideas about the performance of the public function by regulatory officials (Peltzman
1989). The strength of the ETR appears to lie in the influence it has had in causing
widespread questioning, in both policy and academic circles, of assumptions that
regulation serves the public interest. The case for its capacity to explain dynamic
processes of regulatory change is, at best, unproven.
European scholarship on the dynamics of regulatory regimes cannot ignore the

powerful influence of the literature which has emerged from the context of American
regulatory policies and procedures. Some, such as Giandomenico Majone, embrace
the American model and doctrines, advocating, for example, substantial adoption of
the US model of independent regulatory agencies and suggesting that a process of
convergence is already occurring (Majone and Everson 2001). Others are more
skeptical. Leigh Hancher and Michael Moran (Hancher and Moran 1989) challenge
assumptions about the risk of regulatory capture, showing that within European
political systems the diffusion of power within ‘‘regulatory space’’ reduces the applic-
ability of ideas about either ex ante capture of the ETR variety or ex post capture of the
type posited in Bernstein’s life-cycle theory of regulation (Bernstein 1951). The concept
of regulatory space provides a powerful metaphor for encouraging closer attention to
the attributes, ideas, interests, and capacities of the variety of actors found within
regulatory regimes (Hancher andMoran 1989; Lange 2003; Scott 2001; Shearing 1993).
The approach also encourages us to think beyond state organizations as regulators.

Thus we can incorporate in models of regulation both professional and industry
self-regulation, regulation by contract (by both state and non-state bodies), and the
work of private standard-setting organizations such as the national standards organ-
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izations established in Germany (DIN), France (AFNOR), the UK (BSI), and the
United States (ANSI) in the first quarter of the twentieth century, together with their
more recent supranational counterpart, the International Standard Organization
(ISO, established in 1946). The tendency to treat international regulatory bodies,
whether governmental or non-governmental, as somehow ‘‘external’’ can also be
countered by linking the regimes approach to ideas of regulatory space.

3. Modalities of Control
.......................................................................................................................................................................................

It is a weakness within the political science literature on regulation generally that it
has paid closer attention to the emergence of regulatory regimes and the policy-
making processes surrounding them, at the expense of investigating day-to-day
processes of implementation which have largely been the preserve of sociolegal
scholarship. In support of closer investigation of how regulatory regimes are imple-
mented, the idea of regulatory space can be given greater analytical clarity by
introducing conceptions of control which have been read across from cybernetics.
This approach suggests that any viable regulatory regime should have each of the
three identifiable components of a system of control (Hood, Rothstein, and Baldwin
2001). Within this analysis any control systemmust have some rule, goal, standard, or
norm (director in cybernetics speak), a mechanism for monitoring or feeding back
information about compliance with the rule, goal, standard, or norm (detector), and
a means by which deviational performance is realigned (effector). In a classical
regulatory analysis these components map onto rules, monitoring, and enforcement.
This approach has two particular strengths. First it promotes an analysis which
precisely identifies the dispersal of the three components of a regulatory regime
around the various actors within the regulatory space. Secondly it encourages us to
recognize modalities of control which either supplement hierarchical control (in
hybrid forms) or wholly substitute for it. Thus community-based control operates
through the emergence of norms in social settings with monitoring through mutual
observation of actors within a community and realignment of deviant conduct
through the application of social sanctions such as disapproval and ostracization.
Within competition-based control, standards emerge through the rivalry of actors
jockeying for position in markets or in other settings, information about compliance
with the standards is fed back into the system through the implicit monitoring of
performance, for example by buyers in markets, and deviant behaviour is realigned
by the aggregated decisions of diffuse actors who use information about performance
(for example buyers choosing to buy elsewhere, or parents choosing to send their
children to different schools).

While the first three modalities of control, hierarchy, competitition, and commu-
nity, are well established in the literature, albeit with a variety of labels, there is no
consensus on the existence of a fourth modality, labelled ‘‘contrived randomness’’ in
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the work of Christopher Hood (Hood 1998; Hood et al. 1999) and ‘‘architecture’’ by
Lawrence Lessig (Lessig 1999). The former concept refers to the deliberate building
into regulatory systems of uncertainty as to what the payoffs of regulatee conduct
may be, for example by randomly rotating regulatory staff to different positions, or
using unannounced inspection visits to detect infractions. Lessig’s architecture cat-
egory traces its lineage back to Bentham’s proposals to increase the effectiveness and
reduce the cost of incarceration through the design of a prison in the form of a
Panopticon in which guards located in a central tower are able to carry out surveil-
lance of all parts of the prison from a single location. More recent applications of the
idea have sought to develop architectural solutions to the problem of crime control
(Newman 1972) and in Lessig’s own work (1999), the design of software code by
manufacturers as a means to prevent users from engaging in certain forms of
behavior. In each case randomness and architecture are self-enforcing mechanisms
rooted in design. Randomness self-enforces through behavioral responses to uncer-
tainty, whereas architecture self-enforces through physical inhibition—the classic
example contrasts the efficacy of the concrete parking bollard with the uncertainty as
to whether a parking attendant will show up and issue a ticket for an illegally parked
car. The weakness of the concrete bollard is that it prevents parking at all times,
whereas policy may only require parking restrictions during certain times of the day
(the problem of over-inclusiveness).
In practice the ‘‘modalities of control’’ are often found in hybrid forms in particular

regulatory regimes. Thus competition policy employs a combination of hierarchy and
competition as a means to control the behaviour of market actors. Enforced self-
regulation combines hierarchy with the capacities of businesses to regulate them-
selves. Mandatory product rules which require the implementation of design-based
controls over user behaviour, such as automatic cut-out devices, combine hierarchy
with architecture. A challenge for regulation scholars is to identify and incorporate
into their analyses mechanisms of control which combine the modalities other than
hierarchy and by doing so move beyond the preoccupation with hierarchical control
within state-centric approaches to regulatory governance (Scott 2004).

4. Varieties of Regulatory
Organization and Style

.......................................................................................................................................................................................

The emergence of regulation as an international field of public policy and scholarly
enquiry carries with it the risk that regulation will be conceived of as a homogeneous
and uniform policy instrument involving particular organizational forms and styles.
There is much work to be done in building on the pioneering scholarship which has
emphasized the nature and extent of variety in these dimensions of regulation. David
Vogel’s classic comparative study of environmental regulation in the United States
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contrasted the characteristics of ‘‘secrecy, informality, and voluntary compliance’’ of
the British regime with ‘‘the more open, legalistic, and adversarial styles of regulation
adopted in the United States’’ (Vogel 1986, 146). Notwithstanding the striking
variation in styles, Vogel was not able to detect much difference in the effectiveness
of the two regimes, despite the observation that American standards appeared much
stricter (Vogel 1986, 161–2).

Though the first of the great federal independent commissions, the Interstate
Commerce Commission, was established in the 1880s it was the proliferation of
agencies in the New Deal period which gave regulation a central position in Ameri-
can public management and spawned the early classic studies (Bernstein 1951; Cush-
man 1941; Landis 1938). The 1930s can perhaps be seen as a period of maturing of the
regulatory form of governance. By the 1950s most European countries had assigned
many of the activities operated through regulated private enterprise in the United
States to government-owned enterprises of one kind or another. This was the
position in respect of provision of telephone, telegraph, energy, railways, and airlines,
for example. This observation was behind contrasting characterizations of the United
States as a regulatory state and European countries, by and large, as welfare or
provider states (Majone 1994b).

But this distinction between modes of governance is over-simple. The United
States Interstate Commerce Commission was modelled on a British organization,
the Railways Commission, which when created in 1873, was a landmark institu-
tional reform because of the shift it represented from regulation by government
departments and boards and the emergence of a doctrine of independence for
regulatory agencies somewhat akin to the doctrine of the independence of the
judiciary (Dimock 1933). The Railways Commision was, in essence, a tribunal
applying legislative rules through processes of adjudication. But the British had
developed other regulatory techniques earlier in the nineteenth century, introdu-
cing inspection into many areas of economic life, as with the factories inspect-
orate, as a means to promoting compliance with statutory norms. Some
European countries had traditions of government inspectorates dating back to
the eighteenth century—as with the well-known case of the Prussian Polizei
(Raeff 1983). Viewed from the vantage point of the twenty-first century, European
experimentation with public ownership as a distinctive form of provision may
look like a relatively long blip in a history of state–industry relations in which the
norm is regulated private provision. For example, the divergent policies and
structures of France, Britain, and the USA for the pursuit of railways policy in
the nineteenth century were each based on regulated private ownership (Dobbin
1994). The observation that European countries have long traditions of state
regulation, and distinct ‘‘varieties of regulatory capitalism’’ (Levi-Faur 2005),
suggests that any shift towards regulatory forms of governance is likely to be
towards distinctively European forms rather than wholesale adoption of American
models. The same arguments might be deployed for other countries such as those
of north Asia. Kagan has characterized the American style of regulation in terms
of ‘‘adversarial legalism’’ and suggests that Japanese regimes in domains such as
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pollution control, occupational health and safety, and financial services have a
deserved reputation for informality and flexibility in their implementation (Kagan
2000; but cf. Schaede 2000).
Taking one example of regulatory reform, it is easy to represent privatization as

a withdrawal of the state from determining key issues of public service provision
through transfer of ownership into private hands. But in many cases the central
state exerted little control over public enterprises, which were frequently free to
develop and execute their own policies. Policies of privatization pursued diverse
motivations for governments. The UK government stumbled upon a policy which
was initially ‘‘pragmatic’’ (and largely concerned with reducing debt) but became
‘‘systemic’’ in the sense of promoting a long-term shift in the balance of power
from government to the private sector (Feigenbaum et al. 1999, 54). A central
paradox of privatization is that where the policy has been accompanied by the
creation of new regulatory apparatus, as with the utilities sectors in most coun-
tries, government may have more information about, and greater practical cap-
acity for control over, privatized enterprises than it did over their public
predecessors (Majone 1994a). Thus, Vogel’s comparative study of regulatory
reform found that privatization and liberalization processes in both Japan and
France exhibited tendencies for central government to attempt reinforcement of
its capacity for control over the applicable sectors (Vogel 1996, 257). This finding,
and the contrast it provides with the disengagement strategies of the United
States and (controversially) the United Kingdom, suggests that ‘‘the evidence
does in fact contradict the popular wisdom that the overwhelming power of
international markets has forced national regulators in a common direction’’
(Vogel 1996, 261–2).
The choice of institutional form for regulation over privatized industries has

been a major public policy question. The general arguments in favor of independ-
ent regulatory agencies (IRAs) include the following: they reduce the capacity for
dominant firms to exploit their de facto regulatory capacities to inhibit or reduce
competition, a major factor behind the EU legislative policy which requires
separation of regulation and operation of services in the telecoms, postal, and
energy sectors; they tend to insulate regulatory decision making to some extent
from the agendas of elected politicians. The rise of such ‘‘non-majoritarian’’
institutions for regulation has been a central theme of contemporary public policy
approaches to regulation, offering as they do for some, a superior form of
economic government for addressing highly complex issues in domains such as
utilities regulation, financial services, and biotechnology (Majone and Everson
2001; Thatcher and Sweet 2002). Less attention has been paid to alternative
organizational choices, such as the use of government departments or courts as
regulators. Contemporary discussions of self-regulation, and in particular of co-
regulation, suggest greater attention is now being paid to the question as to how
the self-regulatory capacity of industry can be harnessed for public regulatory
purposes (Steinberg 2001).
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5. Regulatory Legitimacy
.......................................................................................................................................................................................

A focus on regulatory agencies as the main delivery point for regulatory policies has
generated a substantial literature on how this organizational form can be rendered
legitimate. A central problem is that of delegation from legislatures and/or from the
executive. In some systems, notably that of the United States, delegations may be wide,
including powers tomake regulatory rules and to enforce penalties for breach. It ismore
common in the OECD to find agencies with more limited delegations, for example of
monitoring and investigatory powers, with the application of formal sanctions reserved
to courts and tribunals and rule-making powers reserved to ministers and/or the
legislature. Given this variation in the extent of delegation it is unsurprising to find
that the American literature is particularly concerned with the delegation problem.

A central concern of the new institutional economics literature as applied to
regulatory policy has been to find ways to structure delegations to agencies in such
a way as to reduce the potential for ‘‘bureaucratic drift’’ (Horn 1995). In other
systems, such as the Westminster-type regimes of the UK and Jamaica, there is a
pronounced risk of legislative drift, as changes in government create the potential for
the rules of a regulatory regime to be changed (Levy and Spiller 1996). Within this
literature the central problem of regulatory delegation is not so much the democratic
one of how to hold agencies to the will of the elected politicians, but rather the more
technocratic issue of creating the ‘‘credible commitment’’ to stability in a regulatory
regime that firms proposing to invest can depend on. The point here is that
governments cannot rely on coercion to secure their objectives, but rather need to
create an environment in which investors are willing to take risks (Gilardi 2002, 875).

Credible commitment is a particular issue for developing countries seeking inward
investment in their newly privatized utilities sectors, under conditions where the
‘‘institutional endowments’’ (the courts and the rule of law, stock exchange, markets)
may appear to lack stability or reliability (Levy and Spiller 1996). Thatcher’s study of
delegation to agencies within the UK, Germany, France, and Italy notes the functional
reasons for such delegation—permitting politicians to transfer responsibility for
politically unpopular decisions, enhancing the credibility of decisions, and enhancing
the technical capacity of decision makers in complex areas (Thatcher 2002 , 130). But,
he suggests that the institutional form chosen for such agencies in each country is the
one best calculated to reduce ‘‘agency costs’’—the risks that agencies will ‘‘shirk’’ or
deviate from their missions. The precise patterns were shaped both by institutional
learning, but also by the peculiar state traditions of each country. Credible commit-
ment has also been identified as a problem for EU regulation, subject to a degree of
supervision by the European Commission, under conditions where that organization
is becoming increasingly politicized (Majone 2000).Majone suggests that the solution
to this threat is to tackle the substantial political and legal obstacles to create
independent agencies at the level of the European Union.
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There is a potential for tension between conceptions of legitimacy which empha-
size procedural matters and the structures for democratic and fair regulatory deci-
sion making, on the one hand, and newer movements which measure the legitimacy
of regulation according to substantive measures of effectiveness and efficiency. The
tensions are well illustrated by the Australian National Competition Policy (NCP),
introduced in the mid-1990s (Morgan 1999). The policy involves a series of reviews by
state, territory, and federal governments of all existing legislative instruments having
regulatory effects for business, and is complementary to policies of regulatory impact
assessment (RIA) for new policy instruments, common to most OECD countries.
The NCP significantly cuts across the capacity of state and territory governments to
maintain in force regulatory regimes for social and other purposes, by mandating
that regulation of business may only be sustained where it addresses market failures.
The turn towards efficiency can, of course, be seen as a ratcheting up of the

procedural accountability required within regulatory regimes. Most OECD govern-
ments have established central units of some kind charged with overseeing the review
by initiators of new regulatory instruments, and this, it is suggested, complements
the more traditional political and legal accountability of regulators to legislature and
courts for their actions (OECD 1997a). Many find that these traditional accountabil-
ity mechanisms are insufficiently robust to address the wide powers granted to
regulatory agencies (Graham 2000, 85)
An alternative to the approaches which either suggest that formal accountability

mechanisms are always likely to be impossibly weak, or that they should be ratcheted
up, is to identify alternative mechanisms which are at least equivalent to formal
accountability processes, embedded within relations of interdependence within
regulatory regimes (Scott 2000; cf. Stirton and Lodge 2001; Wilks 1998, 140). An
advantage of thinking in this broader way about accountability, so as to incorporate
the day-to-day constraints on decision making and action which derive from inter-
dependence, is that it provides a more ready means through which to consider the
legitimacy of non-state and supranational actors who exercise regulatory power.
Thus companies, though not subject to parliamentary and judicial oversight in the
same form as public agencies, may nevertheless be subject to equivalent constraints
through corporate governance regimes or market positioning. Onora O’Neill has
introduced the concept of ‘‘intelligent accountability’’ to embrace the idea that
institutions might be ‘‘allowed some margin for self-governance of a form appropri-
ate to their particular tasks, within a framework of financial and other reporting’’
(O’Neill 2002, 58) This approach is the antithesis of the assumption that organiza-
tions, whether public or private, can be subjected to ‘‘total control’’ by regulation.
Regulation in public policy is defined in part by reference to its instrumental

qualities. Regulatory regimes, organizations, and norms are targeted at delivering
particular outcomes. The instrumental character of regulation is often contrasted
with classical legal norms which are applied universally and lack the quality of being
targeted (Parker et al. 2004). The claims to instrumentalism of regulation have
come under sustained attack from a variety of different disciplinary sources. As
noted above, the Economic Theory of Regulation has retained an assumption that
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regulation can deliver intended outcomes, but suggested that it is instrumental for
private rather than public purposes. Within the sociology of law, adherents to the
legal theory of autopoiesis suggest that communications between the differentiated
subsystems of politics, law, and economics are so problematic that it would be
surprising if we often found sufficient alignment (or ‘‘structural coupling’’) between
rules set by politicians as they are implemented in the legal system and understood in
the economy for regulation ever to be coherent (Teubner 1984). Many variations have
been offered on this central problem of control. Some studies focus on the inevitable
fiascos and catastrophes associated with some aspects of regulatory policy (Moran
2001, 2003, ch. 7). Classic studies of unintended effects in regulation use the terms
‘‘fatal remedies’’ (Sieber 1981) and ‘‘counterproductive regulation’’ (Grabosky 1995).

One possible response to the problem of instrumentalism is to think of abandon-
ing or scaling down the commitment to regulation, in the manner of the deregula-
tion movement of the 1970s and 1980s. An alternative approach has been to suggest
that regulation need not be inherently problematic, but rather that more attention
needs to be paid to the difficulties of securing control, with a wider array of more
imaginative solutions to the problems presented. Ayres and Braithwaite’s theory of
responsive regulation (Ayres and Braithwaite 1992) offers an agenda for ‘‘transcend-
ing the deregulation debate,’’ invoking game theory to show how regulatory re-
sponses can be better targeted to the behaviour of regulatees. Other recipes are
available for making state agencies more efficient and responsive in carrying out
their tasks, invoking the popular public management language of reinvention (Pildes
and Sunstein 1995; Sparrow 2000). Other approaches to the development of a ‘‘new
instrumentalism’’ look beyond the state, examining the role of firms and trade
associations in developing and implementing ‘‘smart regulation’’ (Gunningham
and Grabosky 1998) and the potential for building on the compliance function
such as to make firms the principal bearers of responsibility for regulatory imple-
mentation with an emphasis on ‘‘meta-regulation’’ (Parker 2002).

6. Conclusions
.......................................................................................................................................................................................

Where should the public policy literature on regulatory regimes go next? For some
a central concern is to stimulate more empirical work so as to develop better data to
test and inform the building of theories. Such empirical development would likely
yield better understanding of the conditions under which regulatory regimes deliver
the effects which are intended, but also give a better understanding of regulatory
variety and the conditions under which regulatory forms might be effectively
transplanted (or not) from one context (whether a domain or a country) to
another. In pursuit of regulatory regimes this research should focus not only, and
perhaps not mainly on national regulatory agencies, but seek also to encompass
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government departments, non-state regulatory organizations, and the increasingly
significant supranational regulatory organizations, both governmental and non-
governmental.
Even if there were some consensus amongst scholars and policy analysts that the

broad reconceptualization of regulation as a field of study set out in this chapter is
desirable, it is difficult to imagine how institutions and decision makers might
respond to a new agenda. On the one hand there is ample evidence of experimen-
tation and innovation in regulatory governance in many OECD countries—the
deployment of new instruments, the stimulation of co-regulation, innovative mech-
anisms for applying sanctions and rewards—some of which appear cognizant of the
kind of capacities for regulatory governance which are located outside state organ-
izations. On the other hand it appears to be the case that where issues reach high
levels of political salience, often due to crises or scandals (such as the internationally
important BSE crisis and Enron scandal), governmental responses frequently (or
perhaps invariably?) involve the assertion or reassertion of traditional state regula-
tory power and the implicit claim that if the matter at hand is very important then it
can be tackled only through traditional public regulation of some form—exempli-
fying the claim that the regulatory state in Britain is a reflection of ‘‘high modernism’’
in contemporary public policy (Moran 2003). Such responses fail to ask the question
at to where the capacity to address the target problem might lie.
What kind of narrative can be constructed which might be effective in shifting the

conception of regulation at the coalface of public policy closer to the image of
effective and legitimate regulation offered in this chapter? One possibility lies in
the development of the discourse of ‘‘meta-regulation.’’ Meta-regulation is the
process of regulating regulatory regimes and it is what governments are doing
when they attempt to stimulate or steer self-regulatory regimes towards public
ends (as with co-regulation) or when they seek to develop general instruments of
control over public regulation (as with regulatory impact analysis and other pro-
cesses of regulatory review). If the shift from public ownership towards regulation
witnessed in many OECD countries exemplifies a shift from rowing to steering, then
perhaps the next step in regulatory reform would be to adopt the idea that, as with
rowing, some or much of the steering should be left to actors outwith the central
state, and for important and politically salient problems and not just trivial ones.
This would leave state actors to new modes for engaging in steering of steering, or
meta-regulation.
It is not desirable or credible to propagate ‘‘the myth of the powerless state’’ (Weiss

1998), but rather to recognize the power of other key actors. A critical question is
whether we should conceive the state as the intelligent and purposive core for any
regulatory regime, delegating power (implicitly or explicitly) and continuing to steer
other actors, whether non-state, supranational, or both, through processes of meta-
regulation for public purposes. Or does the reconception of regulation argued for in
this chapter remove the state from a special position, dooming it to compete with
others for position and influence within regulatory space? Further thought and
research are required to resolve this outstanding question.
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c h a p t e r 3 3
...................................................................................................................................................

DEMOCRATIZING THE
POLICY PROCESS

...................................................................................................................................................

archon fung

The danger of modern liberty is that, absorbed in the enjoyment of our
private independence, and in pursuit of our particular interests, we should
surrender our right to share in political power too easily.

The holders of authority are only too anxious to encourage us to do so.
They are so ready to spare us all sort of troubles, except those of obeying
and paying! They will say to us: what, in the end, is the aim of your eVorts,
the motive of your labours, the object of all your hopes? Is it not happiness?
Well, leave this happiness to us and we shall give it to you. No, Sirs, we
must not leave it to them.

(Benjamin Constant, 1816)

What is the role of citizen participation and deliberation in modern governance and
policy making? The tension between expertise and popular voice in contemporary
polities remains unresolved by students of politics, policy, and administration. Direct
democracy strikes many as both undesirable and unfeasible. It is not desirable
because the public virtues of political engagement have no special place in modern
values and conceptions of the good life.1 Even if it were desirable, it is not feasible

* This chapter emerged from discussions held in a workshop on novel forms of representation organized
by Nancy Rosenblum at the RadcliVe Institute for Advanced Study, 21May 2004 . I thank Joshua Cohen,
Jane Mansbridge, Martha Minow, Nancy Rosenblum, Richard Tuck, Sidney Verba, and the other
participants for their insights during and after that discussion. I would also like to thank Elena Fagotto,
Joseph Goldman, and Abigail Williamson for their comments on a previous draft. Their diligent research
never fails to spark new ideas, and their enthusiasm and commitment always inspires. I am grateful to
Robert Goodin and Michael Moran for very helpful responses to earlier drafts.

1 See Constant 1995/1816; Kateb 1981; Hibbing and Theiss-Morse 2002; Posner 2003.



because the challenges of complexity and scale rule out familiar kinds of participa-
tory democracy such as the New England town meeting (Bryan 2004; Mansbridge
1980) and the ancient Athenian ekklēsia (Sinclair 1988; Ober 1991).
There are grounds for thinking that the Wrst claim is overdrawn—that there are

many contexts in which modern citizens desire greater voice over decisions that aVect
them or are made in their name because that inXuence is the essence of democracy
(Pitkin and Shumer 1982). In the pages that follow, however, I concede this claim
arguendo. Everything that follows supposes that most citizens of modern industrial
democracies do not value political participation for its own sake. The experiences
discussed below illustrate, however, that citizens do participate in substantial num-
bers given motive and opportunity. Nevertheless, participation requires time and
energy that might be better devoted to private aspirations and enjoyments. Citizens’
energies should not be consumed by the potentially extravagant demands of partici-
patory governance when public business can be delegated to a class of professional
representatives and administrators who reliably advance their interests. But the
vision of a responsive and just government run by elites for the beneWt of citizens
is as utopian as full-blown participatory democracy (Cohen and Fung 2004). In
many contexts, the policy-making apparatus of political representation and expert
administration—the very machinery developed over the past two centuries to govern
well without requiring too much from citizens—exhibits certain acute failures. These
failures can be addressed with mechanisms of citizen participation and deliberation.
Belying the second skeptical claim regarding the feasibility of participatory democ-
racy, experiences in local governance have combined representative and participatory
mechanisms in hybrid conWgurations that make government more responsive and
just than either pure form.
These experiences suggest that the historic antagonism between proponents of

representative and participatory democracy confuses more than it illuminates. A
contemporary, pragmatic challenge for democratic theory and practice is to identify
the contexts in which received governance mechanisms exhibit serious and system-
atic democratic deWcits, and then to devise appropriate institutional remedies. This
chapter pursues a part of that challenge by illuminating characteristic deWcits of
the conventional representative and professionalized policy-making process and
then suggesting how novel combinations of representation and administration on
one hand, and participation and deliberation on the other, can and in some
cases have, addressed those deWcits. This exploration surveys several of the ways in
which participation and deliberation can address shortcomings of a minimal repre-
sentative policy process. There are certainly other ways to address those shortcom-
ings that do not involve popular participation; we focus here on the subset of
solutions that deepen democratic engagement. Furthermore, important criticisms
of participation and deliberation that claim, for example, that such processes exclude
particular perspectives or interests, or that they reinforce patterns of domination
and inequality, lie outside the scope of this treatment (Fraser 1992; Sanders 1997;
Young 2000).
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1. Democratic Deficits in the
Policy Process

.......................................................................................................................................................................................

As a basis for the discussion that follows, consider a highly stylized view of the policy
process in capitalist democracies that connects the interests of citizens to the out-
comes of government action. This scheme can be called a minimal representative
policy process; it has no place for direct citizen participation or deliberation. Though
its abstraction begs many important issues, many beginning texts for students of
politics and policy feature some variant of this schematic depiction. Figure 33.1
is modified from the variant that appears in Przeworki, Stokes, and Manin’s volume
on representation and accountability (1999). Briefly, in this scheme citizens have
(1) interests and (2) preferences over policy options that they think will advance
those interests. They (3) signal these preferences to government by voting in periodic
elections for parties and politicians whose programs most closely match their
preferences. These electoral signals generate mandates for representative politicians
to make (5) policies to advance these interests. Under the separation of powers
between legislative and executive functions, (6) agencies staffed by professional
administrators are charged with executing these policies, which generate (7) out-
comes that advance the (1) interests that begin this process.

The discipline of elections is thought to create two dynamics—representation and
accountability—that ensure the integrity of the link between citizens’ interests and
policy outcomes. Prospectively, citizens’ votes select the politicians who they think
will represent them—those who will know and champion their preferences (2) by
advancing appropriate policies (5). Retrospectively, the requirement that politicians
stand periodically for election allows citizens to punish those who have failed to secure
satisfactory outcomes (7) by ejecting them fromoffice (3) in favor of others whomight
do better. These dual mechanisms of representation and accountability may produce
responsive and just government with only modest citizen participation in many
domains of law and policy under favorable circumstances such as competitive elec-
tions, strong parties with clear platforms, vigorous public vetting of contentious
policy alternatives, an informed electorate, sufficient insulation of state from

(1) Interests
    (Citizens)

(2) Preferences
    (Citizens)

 (3) Signals
     (Citizens) 

(4) Mandates (5) Policies
     (Politicians)

(6) Execution
     (Agencies)

(7) Outcomes

(B) Accountability

(A) Representation 

Fig. 33.1. The minimal representative policy process
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economy, and a capable executive. For many public problems and under less
favorable conditions, however, this minimal institution of periodic elections fails to
secure a level of political representation and accountability that makes government
responsive.
Consider four characteristic difficulties, or democratic deficits that prevent elect-

oral institutions from making government responsive. For many public issues,
citizens have unclear preferences regarding the public policies that best advance
their interests. Or, they have preferences that are unstable in the sense they would
change easily upon exposure to new information, arguments, or perspectives (D1).
When popular preferences are underdeveloped in these ways, then the subsequent
consequences of political and policy choice rest on highly unstable foundations. Even
when the rest of the electoral and executive machinery has great integrity, ‘‘garbage in
produces garbage out.’’ When citizens do have stable preferences, electoral mechan-
isms provide only blunt signals to politicians and parties regarding the content of
those preferences (D2).2 Absent a thicker, continuing relationship between political
elites and their constituents than that provided by periodic elections, politicians
often misunderstand their constituents. This kind of misunderstanding is especially
likely on the wide range of issues that do not figure prominently in campaigns
leading up to elections. Politicians who do not understand their constituents cannot
represent them well. Third, electoral mechanisms may prove too weak to hold the
political and administrative machinery of government accountable to citizens when
they have clear preferences (D3). On many state decisions, the interests of politicians
and administrators may differ from those of the majority of citizens. It is difficult for
citizens to use elections to compel politicians to act to advance popular interests
rather than their elite ends when elections are uncompetitive, when narrow interests
oppose diffuse ones, or when outcomes are difficult to monitor and assess. Account-
ability problems are compounded by the fact of widespread delegation of power and
authority to administrative agencies in modern states. Even if citizens can hold
politicians accountable, politicians may not be able to control and monitor the
administrative apparatuses that implement, and often make policy. Finally, even
when electoral devices of representation and accountability allow citizen-principals
to control their political and administrative agents, the state itself may lack the
capacity to produce outcomes that advance citizens’ interests well (D4). In areas
such as economic development, for example, successful outcomes depend not only
upon law and public policy, but also upon the actions of actors in the economic
sphere. In areas such as environment, education, and public safety, outcomes depend
upon engagement and contributions from individual citizens as well as public policy.
These democratic deficits, and their positions in the policy process are depicted in
Fig. 33.2.
The chains between principals (citizens), agents (politicians and administrators),

and outcomes in contemporary democracies are long indeed. The four links

2 See Przeworski, Stokes, and Manin 1999; Goodin 2000.
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described above are particularly weak in many contexts. The next four sections
describe how participatory and deliberative democratic mechanisms can repair
these deficits. Some approaches seek to improve the dynamics of preference forma-
tion, representation, and accountability by supplementing elections with direct
participation and deliberation. Other approaches seek to reduce the role of political
representatives by making agencies and state action more directly responsive to
citizens. The case for participation and deliberation below is a tempered and
pragmatic one. I do not claim that directly democratic strategies are the only, or
best way to address these democratic deficits. Rather, I aim only to articulate the ways
in which they can make government more responsive to citizens’ interests, and to
show how they have been used to do so in actual cases. This analysis suggests that the
optimal configurations of decision-making institutions will vary across policy do-
mains, but in many cases should combine both representative and participatory
mechanisms.

2. Deliberative Preference
Articulation

.......................................................................................................................................................................................

On policy matters for which there are prominent, diverse, and developed perspec-
tives in the public debate—for example legalization of abortion or the distribution of
wealth—citizens may have policy preferences that are clear and stable. On many
other matters—where one or a few perspectives dominate, where misinformation
abounds, those that are remote from the perceived interests, where having a sensible
opinion requires substantial cognitive and informational investments, or issues that
simply fail to capture the attention of many citizens—popular preferences may be
unclear or unstable (see D1 in Fig. 33.2 above). The people can hardly be said to rule
when policies have such fickle foundations. On such matters, institutions that
contribute to the development and stabilization of preferences by making them
more clear, coherent, rational, and reasonable therefore deepen democracy and
potentially make government more responsive to citizens’ interests.

(1) Interests
     (Citizens)

(2) Preferences
     (Citizens)

(3) Signals
     (Citizens)

(4) Mandates (5) Policies
     (Politicians)

(6) Execution
     (Agencies)

(7) Outcomes

D1 D2 D3 D4

Fig. 33.2. Democratic deWcits in the policy process
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The quality of citizen preferences in democracies depends in large measure upon
the quality of the institutions of the public sphere—media and secondary associ-
ations—through which political perspectives and debates reach citizens.3 Beyond
general improvements to the public sphere, which lie beyond the scope of this
chapter, several innovative efforts aim to improve the quality of citizens’ preferences
by convening groups of them to deliberate with representatives, other public officials,
and each other.
Deliberative Polling1 is among the most prominent of these. Its inventor James

Fishkin describes the effort this way:

Select a national probability sample of the citizen voting age population and question them
about some policy domain(s). Send them balanced, accessible briefing materials to help
inform them and get them thinking more seriously about the same subject(s). Transport
them to a single site, where they can spend several days grappling with the issues, discussing
them with one another in randomly assigned, moderated small groups and putting questions
generated by the small group discussions to carefully balanced panels of policy experts and
political leaders. At the end, question the participants again, using the same instruments as at
the beginning. (Luskin, Fishkin, and Jowell 2002)

Fishkin argues that these deliberations often have profound impacts on the opinions
of those that participate. In a 1994 deliberative poll on crime in the UK, for example,
participants became much less likely to think that strong punishments deter crime
and they became more sympathetic to criminal defendants (Luskin, Fishkin, and
Jowell 2002). He shows similar opinion shifts for deliberative polls on issues such as
energy utility policy, adoption of the euro in Denmark, and metropolitan govern-
ance. These changes may be the result of participants adopting more informed,
coherent, and reasonable positions out of their deliberations with one another.
It should be noted that Deliberative Polling is not itself a form of deliberative

democracy when that term is understood as a method of making social choices.
Deliberative democracy is often defined as a system in which citizens make collective
decisions by offering reasons that others can accept, or perhaps to illuminate
conflicts, rather than, say, simply voting for proposals that best advance their
interests. In Deliberative Polling, participants discuss the merits of various positions,
but there is no effort to reach consensus or reach a collective choice. Its designers fear
that requiring consensus would distort individual preference formation by introdu-
cing pressures to conform. This absence of collective decision perhaps makes Delib-
erative Polling best suited to address the unstable preference deficit of many policy
processes.
Deliberative Polling is one member of a family of civic and policy interventions

that convene citizens to deliberate with one another in the effort to improve public
opinion and action. Its siblings share a commitment to participation and deliber-
ation, but differ in the design of their processes. Citizen Juries for example, also use
random selection, but typically convene smaller groups than deliberative polls and
meet for several days rather than just a weekend. Citizen Juries also issue collective

3 Treatment of the public sphere generally lies beyond the scope of this article.
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findings and recommendations (Smith and Wales 2000; Gastil 2000; Leib 2004).
Twenty First Century Town Meetings, invented by an organization called AmericaS-
peaks, convene thousands of citizens and organize deliberations through an inventive
use of technology and facilitation.4 They dispense with random selection in favor of
open meetings and heavy recruitment from subgroups that are likely to be under-
represented otherwise. The Study Circles sponsored by the Topsfield Foundation are
community-wide deliberations on specific issues that occur over several months.5
Among these efforts, pre- and post-deliberation surveys exist only for Deliberative
Polling and so little is known about the extent of changes in participants’ preferences
and views in other processes. Even the careful research on Deliberative Polling has
focused upon the magnitude of opinion change, rather than impact upon the
stability, coherence, rationality, or reasonableness of preferences.6 Though these
intentional projects in preference articulation are promising additions to electoral
mechanisms, many dimensions of the micro-dynamics of political deliberation
remain uncharted.

Efforts such as Deliberative Polling and Citizen Juries typically aim to improve the
quality of public opinion on issues that emerge within conventional policy-making
institutions. In this way, the agenda of issues that they consider usually comes from
policy makers themselves. But the schedule of issues for which citizens have articu-
lated preferences, and those for which they do not, is itself a source of democratic
concern. In particular, citizens are more likely to have articulate preferences in areas
where they perceive that they have real choices, but less so in areas that they perceive
to be outside of their influence. For example, many residents of neighborhoods in
urban and suburban America have quite articulated preferences regarding the char-
acter of their residence, the school to which they send their children, choice of
grocery, and the like. But in other areas, where outcomes are important but depend
upon the choices of remote agencies or the market decisions of developers or
others—such as whether there is a park in their neighborhood and what it is like,
the character of nearby businesses, and how the neighborhood relates to its city or
town—residents may have less clear views while those other public and private actors
have well-developed preferences. When the actions of those external forces become
threatening—gentrification or the construction of ‘‘locally undesirable land uses’’
(LULUs) such as shelters for the homeless or hazardous waste facilities—reactionary
‘‘preferences’’ of rejection commonly emerge.

But the areas of life over which citizens exercise control—and so the depth of
citizens’ preferences—is itself determined by prior institutional choices. In 1990, the
city of Minneapolis, Minnesota initiated a Neighborhood Revitalization Program
(NRP) under which $400 million were allocated to some sixty neighborhood asso-
ciations. In order to spend these funds, neighborhood groups had to develop
priorities, plans, and projects, and many did so in a deliberative way that engaged

4 See www.americaspeaks.org. 5 See www.studycircles.org.
6 For a more skeptical view about the eVects of deliberation upon preference formation, see Cass

Sunstein (2002).
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many residents. In some neighborhoods, the planning requirement and the resources
associated with successful planning encouraged residents to develop much clearer,
sometimes shared preferences regarding the character of their neighborhoods. One
Minneapolis neighborhood association, for example, developed a comprehensive,
professionally executed, long-term plan for the neighborhood that incorporated all
major aspects of neighborhood development. Deliberations around the use of NRP
funds triggered the desire to articulate neighborhood preferences more clearly:

This area is undergoing major redevelopment right now. People wanted not just to react to
proposals [for redevelopment] that will be coming down the pike. They wanted to have a
professional set of guidelines that express what the neighbors want, so that when a developer
comes along, hopefully at a very early stage before the developer gets too far along, we can
hand them this master plan and say to him ‘‘this is what we’re looking for architecturally and
with respect to land use, where we want the green space, where we want residential [units].’’ It
gives a nice vision.7

In order to contribute to the articulation of popular preferences, deliberative and
participatory efforts should seek to involve as many citizens as possible. One sub-
stantial limitation of efforts such as Deliberative Polling and neighborhood associ-
ations is that they directly involve only a tiny fraction of relevant constituencies.
These efforts all aim to involve others through indirect means such as media
coverage, but citizens who participate directly in deliberations—for which preference
development may be quite profound—are in all of these cases only tenuously
connected to other citizens and the broader public sphere.

3. Communicative Reauthorization
.......................................................................................................................................................................................

Participatory democrats have criticized representative government on the ground
that it relegates most citizens, most of the time, to passive roles of spectator and
subject.8 But other democratic theorists argue that representation should be concep-
tualized as a relationship in which both parties—constituents and professional
politicians—are active participants. It is a mistake to think of those who are repre-
sented as passive or dominated. Plotke analogizes political to market representation.
‘‘My representative in the market is authorized to make certain agreements. In turn
I am obligated by his or her actions. I communicate with my representative, and I can
replace him or her . . . If x represents y, y is guiding and constraining x, enabling and
authorizing him’’ (Plotke 1997, 28). Similarly, Iris Marion Young argues that
‘‘A representative process is worse, then, to the extent that the separation tends

7 Interview with Minneapolis neighborhood association staV member, 7 Apr. 2004.
8 Introducing a similar line of thought, Rousseau wrote famously that ‘‘The people of England regards

itself as free; but it is grossly mistaken; it is free only during the election of members of parliament. As
soon as they are elected, slavery overtakes it, and it is nothing’’ (Social Contract, book III, ch. 15).
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toward severance, and better to the extent that it establishes and renews connections
between constituents and representatives, and among members of the constituency’’
(Young 2000, 130). Jane Mansbridge suggests that political representatives often act
in anticipation of what the responses of their constituents will be in the next election,
rather than being instructed by the prior one. Such ‘‘anticipatory representation,’’ she
argues, works better when elections are joined with mutually educative interactions
that enable citizens develop their preferences and representatives to gauge them
(Mansbridge 2003).

These conceptions of representation provide a contingent argument for direct
participation and deliberation. Campaigns and elections provide quite thin, and infre-
quent signals about citizens’ preferences and interests (see D2 in Fig. 33.2 above).
Elections fail to give the people voice on new issues that arise between campaign
seasons, that lack public salience, or when major decisions have been delegated to
independent administrators rather than politicians. When elections fail to articulate
citizens’ voices, participation and deliberation before and between elections canwork to
thicken communication between constituents and representatives.

In the United States, common mechanisms to gauge the public temperament
include public hearings, notice and comment requirements, focus groups, and
surveys. These devices often produce discussion and argument that fails to elicit a
rich sense of public sentiments and educates neither citizens nor officials. Public
hearings and meetings, for example, typically are organized in ways that allow well-
organized opposing sides to testify before decision makers without facilitating
exchange (Kemmis 1990). Deliberative practitioners in civil society organizations
have responded to the shortcomings of deliberative and participatory techniques for
reconnecting constituents to representatives by applying insights from the fields such
as alternative dispute resolution, organizational design, and group process facilita-
tion. In some cases, politicians and administrators have adopted their methods to
create non-electoral, participatory, and deliberative mechanisms that inform and
reauthorize their policy choices.

A small community in Idaho called Kuna, for example, has adopted a kind of two-
track policy process.9 On the minimally participatory electoral track, representatives
and administrators dispose of routine matters without elaborate communication or
reauthorization from citizens. Where public sentiments are unclear and on issues
that are likely to prove controversial, officials and community organizations fre-
quently convene a process of Study Circles in which citizens are invited to learn about
the issue in more detail and deliberate with one another and with officials about the
merits and costs of various options over the course of several days. Following the
national study circles model, participants in these events are given briefing materials
and organized into small, facilitated discussion groups. In these groups and in large
group discussions composed of the whole, members develop opinions about the
issues and options at stake and prepare questions and recommendations for policy
makers. These popular deliberations sometimes validate decision makers’ views and

9 Information in this paragraph is drawn from the Weld research of Joseph Goldman, unpublished.
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galvanize community members in favor of certain policy positions. Sometimes,
however, the deliberations reveal objections and latent preferences that cause repre-
sentatives and other officials to modify their proposals. Citizens often come to
understand and appreciate the reasons that favor various proposals and positions
in their deliberations with officials. Between one and several hundred residents
typically participate in these study circles. Over the past five years, Kuna has con-
vened study circles on issues ranging from multimillion-dollar school bonds to
student drug testing, local tax policy, and town planning.
A popular deliberative track was also deployed to the very different challenge of

rebuilding the area of lower Manhattan destroyed in the 11 September 2001 attacks on
New York City (Kennedy School of Government 2003). Two regional agencies—the
Port Authority and the Lower Manhattan Development Corporation (LMDC)—
were charged with leading the effort to rebuild the World Trade Center site. But
multiple and conflicting goals and visions—such as commercial versus residential
interests, speedy reconstruction versus deliberate and inclusive consultation, and the
desires of the families and friends for the victims to be appropriately honored—
would make it impossible for these agencies to meet these challenges through
technocratic approaches alone. The regional authorities agreed to join with several
civic organizations and convene a series of large-scale public discussions on the site’s
fate. These public engagement efforts culminated in a large meeting, drawing more
than 4,000 participants, held at the Jacob Javitz Convention Center in July 2002
called ‘‘Listening to the City.’’ The event was organized by AmericaSpeaks according
to their ‘‘Twenty First Century Town Meeting’’ methodology. Instead of the conven-
tional talking heads or public hearing format, the event created hundreds of more
intimate, yet focused conversations. The main floor of the convention center con-
tained 500 tables of ten seats each. On each table was a computer that was in turn
hooked to a central bank of computers. Throughout the day, discussions from each
table were relayed to a central ‘‘theme team’’ that attempted to pick out views and
themes recurring for the large group as a whole. In addition to recording table
conversations, each participant had his or her own ‘‘polling keypad’’ through
which votes and straw polls would be recorded throughout the day. The aim of all
of this technology was to create a form of public deliberation that combined the
benefits of small group discussion with the power of large group consensus. The
consensus of this particular group rejected key elements of the plans that the LMDC
and Port Authority had prepared in favor of bolder architecture, greater priority on a
memorial for the fallen, reduced emphasis on commercial priorities, and greater
attention to affordability and the quality of residential life. The event received
substantial media coverage—forty-nine articles in northeast regional newspapers,
eighteen of those in the New York Times—almost all of it highly favorable.10 The
combination of public feedback and communicative pressure from media and civic

10 Author’s Lexis-Nexis search on 25 June 2004 of articles published in 2002 containing ‘‘Listening to
the City’’ in northeast regional news sources.
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organizations compelled the two agencies to begin the planning process anew and
adopt many of the values and preferences articulated at ‘‘Listening to the City’’.

4. Popular Accountability
.......................................................................................................................................................................................

The democratic policy process is more seriously threatened still when the interests of
professional representatives depart systematically from that of their constituency and
when the electoral mechanism is too weak to compel representatives to respond to
the interests of citizens rather than using political power to advance their own ends
(see D3 in Fig. 33.2 above). The problem of harnessing the energies of political elites
to popular interests is perhaps the central challenge of democratic institutional
design. In many sociopolitical contexts, the mechanism of regular elections has
been only partly successful in meeting that challenge. Consider two common and
systematic obstacles to electoral accountability: administrative delegation and polit-
ical patronage relationships.

Public bureaucracies conduct much of the business of modern government. The
growth in the size, complexity, and insulation of these administrative agencies ‘‘poses
important problems in a democracy because it creates the possibility that unelected
officials can decisively impact policy, potentially in ways that disregard public
preferences’’ (Dunn 1999). Career administrators may enjoy substantial advantages
over elected officials and civic organizations in information, capability, and energy
(see Friedrich 1940; Stewart 1975; Lowi 1979). Such agencies, furthermore, may have
agendas—rooted in organizational needs or professional habits and discourse—that
depart from public interests and preferences (see Fischer 2003; Hajer and Wagenaar
2003). Reforms in administrative law, in particular the Administrative Procedures
Act regulating federal rule making, create opportunities for affected parties to engage
directly with federal agencies in ways that bypass structures of political representa-
tion (Stewart 1975; Sunstein 1990).

Participatory and deliberative forums in which citizens engage with each other and
with officials can strengthen popular accountability and so address the dilemmas of
administrative delegation. The ‘‘Listening to the City’’ case of reconstructing lower
Manhattan, discussed above, illustrates this possibility. In the course of the recon-
struction planning, the authorized public agencies developed particular policy pref-
erences that seemed related to their organizational priorities. For example, the Port
Authority derived revenue from the economic activity at the site, and its directives to
planners stressed reconstruction of commercial space. If the results of the deliber-
ations at the public participation events in the summer of 2002 reflected broader
sentiments, the Port Authority’s agenda and initial plans failed to respond to popular
desires. Whereas many public meetings fail to discipline officials, ‘‘Listening to
the City’’ did seem to impose accountability upon these agencies. The agencies
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subsequently altered the guidelines for reconstruction in ways that incorporated the
public preferences articulated at the event, and they initiated a public competition
for design concepts. The participatory-deliberative event increased official account-
ability because it was embedded in larger, highly visible debates about lower Man-
hattan occurring in popular media. ‘‘Listening to the City’’ was a large-scale
discussion, open to all citizens, without a carefully controlled agenda, and transpar-
ent to anyone who cared to report on it. It was not a report from a special agency or
press release from particular interest groups. These participatory democratic features
of the process endowed its conclusions with a distinctive legitimacy that journalists
and their readers found highly compelling. Subsequently, agency officials and their
political masters could not ignore them. Political elites could, however, avoid making
the same mistake twice. They notably declined to sponsor similar events in later parts
of the planning and reconstruction, and subsequent decision making was substan-
tially less participatory.
‘‘Listening to the City’’ illustrates how occasional public deliberation can supple-

ment the pre-existing structure of electoral-cum-administrative accountability in
episodes where popular accountability is especially threatened. In more challenging
contexts, however, electoral mechanisms reproduce and reinforce elite domination
rather than checking it, and so popular accountability can only be achieved through
thorough-going reforms of a corrupted policy process. The experience of popular
participation in public budget decisions in the Brazilian city of Porto Alegre illus-
trates this trajectory (Baiocchi 2003; Abers 2000; Avritzer 2002a). In 1989, the left-
wing Workers’ Party (Partido dos Trabalhadores, or PT) was elected to the mayoralty
in part on a platform of empowering the city’s community and social movements.
Over the next two years, this promise was transformed into policy through a highly
innovative mechanism called the Participatory Budget (Orçamento Participativo, or
OP). Fundamentally, the policy shifts decision making regarding use of the capital
portion of the city’s budget from the city council to a system of neighborhood and
city-wide popular assemblies. Through a complex annual cycle of open meetings,
citizens and civic associations meet to determine local investment priorities. These
priorities are aggregated into an overall city budget. The budget must be ratified by
the elected city council, but ratification is largely a formality due to the enormous
legitimacy generated by the popular process that produces it each year. The rate of
participation in the OP has grown substantially since its initiation. By some esti-
mates, some 10 per cent of the adult population participates in the formal and
informal gatherings that constitute the process. Furthermore, participants are
drawn disproportionately from the poorer segments of the population.
One major accomplishment of the OP has been to replace a system of political

patronage and clientelism with popular decision-making institutions that make
public investments more responsive to citizens’ interests. In surveys, the number of
civic leaders who admit client–patron exchanges of benefits for political support
declined from 18 per cent prior to the OP (Baiocchi 2005, 45–6). Another study by
Leonardo Avritzer found that 41 per cent of associations secured benefits by directly
contacting politicians prior to the OP, but none relied on such unmediated channels
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after its establishment (Avritzer 2002b). The substantive results of reduced clientelism
and enhanced political accountability are striking. Poor residents of Porto Alegre
enjoy much better public services and goods as a result of the OP. The percentage of
neighborhoods with running water has increased from 75 to 98 per cent, sewer
coverage has grown from 45 to 98 per cent, and the number of families offered housing
assistance grew sixteenfold since the initiation of the OP (Baiocchi 2003).

To develop participatory institutions that circumvent the representative process
may seem an extreme solution to the problem of electoral accountability. For the vast
majority of cities in developed countries, where corruption and clientelism are
exceptions rather than the norm, such an extravagant participatory reform may be
disproportional to the extent of deficits of political accountability that it would
address. Where patron–client exchanges are highly stable, entrenched, and reinfor-
cing dynamics of a policy-making process, however, thoroughgoing participatory
reform may be an effective corrective.

5. Alternative Governance and Public
Problem-solving Capacity

.......................................................................................................................................................................................

A fourth characteristic deficit of the representative policy process grows out of the
inability of state mechanisms to solve certain kinds of public problems (see D4 in Fig.
33.2 above). State-centered solutions are limited for some kinds of problems that
require cooperation and even collaboration with non-state actors. Some observers
have coined the term ‘‘governance,’’ in contrast to ‘‘government,’’ to mark this
decentering of public decision making and action away from the boundaries of
formal state institutions. Addressing issues such as public safety in violent neighbor-
hoods, the education of children, and many social services, for example, requires not
only the active consent, but sometimes positive contributions (co-production) and
even joint decision making (co-governance) by beneficiaries and other affected
citizens. More broadly, problems that involve interdependent actors who have
diverse interests, values, and experiences, such as in many kinds of natural resource
management and economic development problems, have often proven resistant to
traditional top-down, state-centered mechanisms and methods (Booher and Innes
2002). Furthermore, the complexity of some social problems, stemming from the
multiplicity of causes that span conventional divisions of expertise, the volatility of
their manifestations across time, or their diversity across space, can make them
intractable to traditional state bureaucracies that organize themselves into separate
policy disciplines and that presume a certain stability in their problem environments
(Cohen and Sabel 1997).

Direct participation and deliberation can help to transcend these limitations on
state capacity. Opening channels of participation to public decision making can
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bring the energies, resources, and ideas of citizens and stakeholders to bear on
complex public problems. Appropriate kinds of deliberation can trigger a search
for innovative strategies and solutions (Booher and Innes 1999) and create normative
pressure to make collective decisions that are fair and reasonable. Elsewhere, I have
characterized such reforms as Empowered Participatory Governance. Such reforms
invite citizens to deliberate with each other and with officials to solve concrete,
urgent problems (Fung and Wright 2003). To illustrate how Empowered Participa-
tory Governance can expand collective capacities to solve public problems, consider
transformations to the Chicago police department (Fung 2004; Skogan et al. 1999;
Skogan and Hartnett 1997) in the 1990s. In 1994, the Chicago police department
adopted a deep form of community policing. Every month in each of the 280
neighborhood police beats in the city, residents meet with police to deliberate
about how to make their neighborhoods safer. They decide which of many local
problems should receive concentrated attention and they formulate strategies to
address those problems. These neighborhood deliberations produce plans that in-
volve not just police action, but also contributions from other city departments, from
private organizations, and from citizens themselves. Such participatory problem
solving and cross-agency action marks a substantial departure from traditional,
hierarchical police methods that have proven ineffective against problems of chronic
crime and disorder. Similar participatory and deliberative governance reforms have
also emerged in diverse policy areas such as primary and secondary education,
environmental regulation, local economic development, neighborhood planning,
and natural resource management (Weber 2003; Sabel, Fung, and Karkkainen
2000). In all of these policy domains, traditionally organized regulatory or service
delivery state bureaucracies faced acute performance crises. In some contexts, those
crises were addressed through participatory and deliberative reforms that joined the
distinctive capacities of citizens and stakeholders to state authority.
Several important differences should be noted, however, in the character of public

participation and deliberation that addresses limitations of state capacity. This fourth
category of engagement is likely to require more intensive, and therefore less exten-
sive kinds of participation than public engagement to clarify preferences, commu-
nicate with officials, or occasionally bolster mechanisms of accountability. In cases
like Chicago community policing, residents join with officials in detailed discussions
and planning, often over extended periods of time. Citizens who become deeply
involved acquire a level of expertise that enables them to interact on a par with
professionals. It is unrealistic to expect that a large portion of citizens will invest so
deeply in such matters. Furthermore, the particular democratic deficit at issue here is
public capacity rather than representation. In such cases, the involvement of a
small percentage of citizens or stakeholders—whose involvement generates public
goods for the rest—can often make a large difference with respect to problem-solving
capacities. Similarly, deliberation in such cases often focuses more upon identifying
and inventing effective courses of action rather than upon resolving deep-set
conflicts of value that occupy much of the analysis of deliberation in democratic
theory.
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6. Conclusion
.......................................................................................................................................................................................

Should public decision making in modern democracies be organized in participatory
and deliberative ways or though political representatives selected through periodic
elections? This chapter’s answer lacks finality: it depends. It depends first of all upon
the nature of a particular public issue that a democratic process addresses. Is that
issue one on which citizens have informed and stable preferences, communication
between representatives and constituents creates mutual knowledge, representatives’
actions are aligned with citizen preferences, and for which public bureaucracies
possess sufficient capabilities? If all these questions are answered affirmatively, then
the minimal democratic mechanism of elections to select representatives may be
sufficient to ensure that the state is responsive to popular interests. There are many
other issues, however, for which one or more of these conditions fail to hold.
Institutions of citizen deliberation and participation can help to repair such broken
links in the minimal representative policy process. Rather than conceiving deliber-
ation and participation as alternatives to representation, it is perhaps more fruitful to
explore which combinations of institutions and procedures best advance democratic
values such as state responsiveness for various issues and political contexts. The pages
above have offered several experiences that illustrate such synergies as a first step
toward that fuller exploration.
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james g. march
johan p. olsen

The logic of appropriateness is a perspective on how human action is to be inter-
preted. Action, policy making included, is seen as driven by rules of appropriate or
exemplary behavior, organized into institutions. The appropriateness of rules in-
cludes both cognitive and normative components (March and Olsen 1995, 30–1).
Rules are followed because they are seen as natural, rightful, expected, and legitimate.
Actors seek to fulWll the obligations encapsulated in a role, an identity, a membership
in a political community or group, and the ethos, practices, and expectations of its
institutions. Embedded in a social collectivity, they do what they see as appropriate
for themselves in a speciWc type of situation.

Thepresent chapter focuses particularlyon rules of appropriateness in the context of
formally organized political institutions and democratic political orders. We ask how
an understanding of the role of rule-driven behavior in life might illuminate thinking
about political life, how the codiWcation of experience into rules, institutional mem-
ories, and information processing is shaped in, and shapes a democratic political
system. First, we sketch the basic ideas of rule-based action. Second, we describe
some characteristics of contemporary democratic settings. Third, we attend to the
relations between rules and action, the elements of slippage in executing rules. Fourth,
we examine the dynamics of rules and standards of appropriateness. And, Wfth, we
discuss a possible reconciliation of diVerent logics of action, as part of a future
research agenda for students of democratic politics and policy making.

* We thank JeVrey T. Checkel, Robert E. Goodin, Anne-Mette Magnussen, Michael Moran, and Ulf I.
Sverdrup for constructive comments.



1. The Basic Ideas
.......................................................................................................................................................................................

A vision of actors following internalized prescriptions of what is socially deWned as
normal, true, right, or good, without, or in spite of calculation of consequences and
expected utility, is of ancient origin. The idea was, for example, dramatized by
Sophocles more than 2,000 years ago in Antigone’s confrontation with King Creon
and by Martin Luther facing the Diet of Worms in 1521: ‘‘Here I stand, I can do no
other.’’ The tendency to develop rules, codes, and principles of conduct to justify and
prescribe action in terms of something more than expected consequences seems to be
fairly universal (Elias 1982/1939), and echoes of the ancient perspectives are found in
many modern discussions of the importance of rules and identities in guiding
human life.
The exact formulation of the ideas varies somewhat from one disciplinary domain

to the other, but the core intuition is that humans maintain a repertoire of roles and
identities, each providing rules of appropriate behavior in situations for which they
are relevant. Following rules of a role or identity is a relatively complicated cognitive
process involving thoughtful, reasoning behavior; but the processes of reasoning are
not primarily connected to the anticipation of future consequences as they are in
most contemporary conceptions of rationality. Actors use criteria of similarity and
congruence, rather than likelihood and value. To act appropriately is to proceed
according to the institutionalized practices of a collectivity, based on mutual, and
often tacit understandings of what is true, reasonable, natural, right, and good. The
term ‘‘logic of appropriateness’’ has overtones of morality, but rules of appropriate-
ness underlie atrocities of action, such as ethnic cleansing and blood feuds, as well as
moral heroism. The fact that a rule of action is deWned as appropriate by an
individual or a collectivity may reXect learning of some sort from history, but it
does not guarantee technical eYciency or moral acceptability.
The matching of identities, situations, and behavioral rules may be based on

experience, expert knowledge, or intuition, in which case it is often called ‘‘recogni-
tion’’ to emphasize the cognitive process of pairing problem-solving action correctly
to a problem situation (March and Simon 1993, 10–13). The match may be based on
role expectations (Sarbin and Allen 1968, 550). The match may also carry with it a
connotation of essence, so that appropriate attitudes, behaviors, feelings, or prefer-
ences for a citizen, oYcial, or expert are those that are essential to being a citizen,
oYcial, or expert—essential not in the instrumental sense of being necessary to
perform a task or socially expected, nor in the sense of being an arbitrary deWnitional
convention, but in the sense of that without which one cannot claim to be a proper
citizen, oYcial, or expert (MacIntyre 1988).
The simple behavioral proposition is that, most of the time humans take reasoned

action by trying to answer three elementary questions: What kind of a situation is
this? What kind of a person am I? What does a person such as I do in a situation such
as this (March and Olsen 1989; March 1994)?
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2. The Setting: Institutions of
Democratic Governance

.......................................................................................................................................................................................

Democratic political life is ordered by institutions. The polity is a conWguration of
formally organized institutions that deWnes the setting within which governance and
policy making take place. An institution is a relatively stable collection of rules and
practices, embedded in structures of resources that make action possible—organiza-
tional, Wnancial and staV capabilities, and structures of meaning that explain and
justify behavior—roles, identities and belongings, common purposes, and causal and
normative beliefs (March and Olsen 1989, 1995).

Institutions are organizational arrangements that link roles/identities, accounts of
situations, resources, and prescriptive rules and practices. They create actors and
meeting places and organize the relations and interactions among actors. They guide
behavior and stabilize expectations. SpeciWc institutional settings also provide vo-
cabularies that frame thought and understandings and deWne what are legitimate
arguments and standards of justiWcation and criticism in diVerent situations (Mills
1940). Institutions, furthermore, allocate resources and empower and constrain
actors diVerently and make them more or less capable of acting according to
prescribed rules. They aVect whose justice and what rationality has primacy (MacIn-
tyre 1988) and who becomes winners and losers. Political institutionalization signiWes
the development of distinct political rules, practices, and procedures partly inde-
pendent of other institutions and social groupings (Huntington 1965). Political
orders are, however, more or less institutionalized and they are structured according
to diVerent principles (Eisenstadt 1965).

This institutional perspective stands in contrast to current interpretations of
politics that assume self-interested and rationally calculating actors, instrumental-
ism, and consequentialism. In the latter perspective rules simply reXect interests and
powers, or they are irrelevant.1 It can never be better to follow a rule that requires
actions other than those that are optimal under given circumstances (Rowe 1989, vii);
and the idea that society is governed by a written constitution and rules of appro-
priateness is seen as a possible reXection of the naive optimism of the eighteenth
century (Loewenstein 1951). The logic of appropriateness, in contrast, harks back to
an older conception that sees politics as rule driven and brands the use of public
institutions and power for private purposes as the corruption and degeneration of
politics (Viroli 1992, 71).

1 Following the logic of consequentiality implies treating possible rules and interpretations as alter-
natives in a rational choice problem and it is usually assumed that ‘‘man’s natural proclivity is to pursue
his own interests’’ (Brennan and Buchanan 1985, ix). To act on the basis of the logic of consequentiality or
anticipatory action includes the following steps: (a) What are my alternatives? (b) What are my values?
(c) What are the consequences of my alternatives for my values? (d ) Choose the alternative that has the
best expected consequences. To act in conformity with rules that constrain conduct is then based on
rational calculation and contracts, and is motivated by incentives and personal advantage.
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Rules of appropriateness are also embodied in the foundational norms of con-
temporary democracies. Subjecting human conduct to constitutive rules has been
portrayed as part of processes of democratization and civilization; and legitimacy has
come to depend on how things are done, not solely on substantive performance
(Merton 1938; Elias 1982/1939). For example, an important part of the modern
democratic creed is that impersonal, fairly stable, publicly known, and understand-
able rules that are neither contradictory nor retroactive are supposed to shield
citizens from the arbitrary power of authorities and the unaccountable power of
those with exchangeable resources. Self-given laws are assumed to be accepted as
binding for citizens. A spirit of citizenship is seen to imply a willingness to think and
act as members of the community as a whole, not solely as self-interested individuals
or as members of particular interest groups (Arblaster 1987, 77). Judges, bureaucrats,
ministers, and legislators are expected to follow rules and act with integrity and
competence within the democratic spirit. OYcialness is supposed to imply steward-
ship and an aYrmation of the values and norms inherent in oYces and institutions
(Heclo 2002).
In short, actors are expected to behave according to distinct democratic norms and

rules and the democratic quality of a polity depends on properties of its citizens and
oYcials. If they are not law-abiding, enlightened, active, civic-minded, and acting
with self-restraint and a distance from individual interests, passions, and drives,
genuine democratic government is impossible (Mill 1962/1861, 30). Yet, as observed
by Aristotle, humans are not born with such predispositions. They have to be learned
(Aristotle 1980, 299).
Democratic governance, then, is more than an instrument for implementing

predetermined preferences and rights. Identities are assumed to be reXexive and
political, not inherited and pre-political (Habermas 1998), and institutions are
imagined to provide a framework for fashioning democrats by developing and
transmitting democratic beliefs. A democratic identity also includes accepting re-
sponsibility for providing an institutional context within which continuous political
discourse and change can take place and the roles, identities, accounts, rules,
practices, and capabilities that construct political life can be crafted (March and
Olsen 1995).

3. Rules of Appropriateness in Action
.......................................................................................................................................................................................

The impact of rules and standard operating procedures in routine situations is well
known (March and Simon 1958; Cyert and March 1963). The relevance of the logic of
appropriateness, however, is not limited to repetitive, routine worlds, and rule
prescriptions are not necessarily conservative. Civil unrest, demands for comprehen-
sive redistribution of political power and welfare, as well as political revolutions and
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major reforms often follow from identity-driven conceptions of appropriateness
more than conscious calculations of costs and beneWts (Scott 1976; Lefort 1988; Elster
1989).

Rules prescribe, more or less precisely, what is appropriate action. They also, more
or less precisely, tell actors where to look for precedents, who are the authoritative
interpreters of diVerent types of rules, and what the key interpretative traditions are.
Still, the unambiguous authority of rules cannot be taken as given—it cannot be
assumed that rules always dictate or guide behavior. Rather, it is necessary to
understand the processes through which rules are translated into actual behavior
and the factors that may strengthen or weaken the relation between rules and actions.
How do actors discover the lessons of the past through experience and how do they
store, retrieve, and act upon those lessons? How do actors cope with impediments to
learning and resolve ambiguities and conXicts of what the situation is and what
experience is relevant; what the relevant role, identity, and rule are and what they
mean; and what the appropriate match and action are?

Sometimes action reXects in a straightforward way prescriptions embedded in the
rules, habits of thought, ‘‘best practice,’’ and standard operating procedures of a
community, an institution, organization, profession, or group. A socially valid rule
creates an abstraction that applies to a number of concrete situations. Most actors,
most of the time, then, take the rule as a ‘‘fact.’’ There is no felt need to ‘‘go behind it’’
and explain or justify action and discuss its likely consequences (Stinchcombe 2001, 2).

A straightforward and almost automatic relation between rules and action is most
likely in a polity with legitimate, stable, well-deWned, and integrated institutions.
Action is then governed by a dominant institution that provides clear prescriptions
and adequate resources, i.e. prescribes doable action in an unambiguous way. The
system consists of a multitude of institutions, each based on diVerent principles. Yet,
each institution has some degree of autonomy and controls a speciWed action sphere.
The (living) constitution prescribes when, how, and why rules are to be acted upon.
It gives clear principles of division of labor, maintains internal consistency among
rules, prevents collisions between divergent institutional prescriptions, and makes
the political order a coherent whole with predictable outcomes. Together, a variety of
rules give speciWc content in speciWc situations both to such heroic identities as
statesman or patriot and to such everyday identities as those of an accountant, police
oYcer, or citizen (Kaufman 1960; Van Maanen 1973).

In other contexts actors have problems in resolving ambiguities and conXicts
among alternative concepts of the self, accounts of a situation, and prescriptions of
appropriateness. They struggle with how to classify themselves and others—who
they are, and what they are—and what these classiWcations imply in a speciWc
situation. The prescriptive clarity and consistency of identities are variables, and so
are the familiarity with situations and the obviousness of matching rules. FulWlling
an identity through following appropriate rules often involves matching a changing
and ambiguous set of contingent rules to a changing and ambiguous set of situations.

A focus on rules and identities therefore assures neither simplicity nor consistency
(Biddle 1986; Berscheid 1994). It is a non-trivial task to predict behavior from
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knowledge about roles, identities, rules, situations, and institutions, and describing
action as rule following is only the Wrst step in understanding how rules aVect
behavior. As a result, a distinction is made between a rule and its behavioral
realization in a particular situation in the study of formal organizations (Scott
1992, 304; March, Schulz, and Zhou 2000, 23), institutions (Apter 1991), and the
law (Tyler 1990). The possible indeterminacy of roles, identities, rules, and situations
requires detailed observations of the processes through which rules are translated
into actual behavior through constructive interpretation and available resources
(March and Olsen 1995). We need to attend to the interaction between rules and
purposeful behavior and the factors that enhance or counteract rule following and
mediate the impact rules have on behavior (Checkel 2001).
DeWning a role or identity and achieving it require time and energy, thought and

capability. In order to understand the impact of rules upon action, we need to study
such (imperfect) processes as attention directing, interpretation of rules, the valid-
ation of evidence, codiWcation of experiences into rules, memory building and
retrieval, and the mechanisms through which institutions distribute resources and
enable actors to follow rules, across a variety of settings and situations.
For example, individuals have multiple roles and identities and the number and

variety of alternative rules assures that only a fraction of the relevant rules are evoked
in a particular place at a particular time. One of the primary factors aVecting
behavior, therefore, is the process by which some of those rules rather than others,
are attended to in a particular situation, and how identities and situations are
interpreted (March and Olsen 1989, 22). Fitting a rule to a situation is an exercise
in establishing appropriateness, where rules and situations are related by criteria of
similarity or diVerence through reasoning by analogy and metaphor. The process is
mediated by language, by the ways in which participants come to be able to talk
about one situation as similar to or diVerent from another, and assign situations to
rules. The process maintains consistency in action primarily through the creation of
typologies of similarity, rather than through a derivation of action from stable
interests or wants.2
Individuals may also have a diYcult time interpreting which historical experiences

and accounts are relevant for current situations, and situations can be deWned in
diVerent ways that call forth diVerent legitimate rules, actors, and arguments
(Ugland 2002). Where more than one potentially relevant rule or account is evoked,
the problem is to apply criteria of similarity in order to use the most appropriate rule
or account. In some cases, higher-order rules are used to diVerentiate between lower-
order rules, but democratic institutions and orders are not always monolithic,
coordinated, and consistent. Some action spheres are weakly institutionalized. In
others institutionalized rule sets compete. Rules and identities collide routinely

2 Processes of constructive interpretation, criticism, justiWcation, and application of rules and iden-
tities are more familiar to the intellectual traditions of law than economics. Lawyers argue about what
the rules are, what the facts are, and what who have to do when (Dworkin 1986, vii). Law in action—the
realization of law—involves legal institutions and procedures, legal values, and legal concepts and ways of
thought, as well as legal rules (Berman 1983, 4).
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(Orren and Skowronek 1994), making prescriptions less obvious. Actors sometimes
disobey and challenge some rules because they adhere to other rules. Potential
conXict among rules is, however, partly coped with by incomplete attention. For
instance, rules that are more familiar are more likely to be evoked, thus recently used
or recently revised rules come to attention.

In general, actors may Wnd the rules and situations they encounter to be obscure.
What is true and right and therefore what should be done may be ambiguous.
Sometimes they may know what to do but not be able to do it because prescriptive
rules and capabilities are incompatible. Actors are limited by the complexities of the
demands upon them and by the distribution and regulation of resources, competen-
cies, and organizing capacities; that is, by the institutionalized capability for acting
appropriately. A separation between substantive policy making and budgeting is, for
example, likely to create a gap between prescribed policy rules and targets and the
capabilities to implement the rules and reach the targets.

Rules, then, potentially have several types of consequences but it can be diYcult to
say exactly how rules manifest themselves, to isolate their eVects under varying
circumstances and specify when knowledge about rules is decisive for understanding
political behavior. While rules guide behavior and make some actions more likely
than others, they ordinarily do not determine political behavior or policy outcomes
precisely. Rules, laws, identities, and institutions provide parameters for action rather
than dictate a speciWc action, and sometimes actors show considerable ability to
accommodate shifting circumstances by changing behavior without changing core
rules and structures (Olsen 2003).

Over the last decades focus has (again) been on the pathologies and negative
eVects of rule following, in the literature as well as in public debate in many
countries. The ubiquity of rules, precedents, and routines often makes political
institutions appear to be bureaucratic, stupid, insensitive, dogmatic, or rigid. The
simpliWcation provided by rules is clearly imperfect, and the imperfection is often
manifest, especially after the fact. Nevertheless, some of the major capabilities of
modern institutions come from their eVectiveness in substituting rule-bound behav-
ior for individually autonomous behavior.

Rules, for example, increase action capabilities and eYciency—the ability to solve
policy problems and produce services. Yet the consequences of rules go beyond
regulating strategic behavior by providing incentive structures and impacting trans-
action costs. Rules provide codes of meaning that facilitate interpretation of am-
biguous worlds. They embody collective and individual roles, identities, rights,
obligations, interests, values, world-views, and memory, thus constrain the allocation
of attention, standards of evaluation, priorities, perceptions, and resources. Rules
make it possible to coordinate many simultaneous activities in a way that makes
them mutually consistent and reduces uncertainty, for example by creating predict-
able time rhythms through election and budget cycles (Sverdrup 2000). They con-
strain bargaining within comprehensible terms and enforce agreements and help
avoid destructive conXicts. Still, the blessing of rules may be mixed. Detailed rules
and rigid rule following may under some conditions make policy making and
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implementation more eVective, but a well-working system may also need discretion
and Xexibility. Consequently, short-term and long-term consequences of rules may
diVer. Rules may, furthermore, make public debate obligatory, but rule following
may also hamper reason giving and discourse.
A one-sided focus on policy consequences may furthermore hide a broader range

of eVects. Logics of action are used to describe, explain, justify, and criticize behavior
and sometimes the primary reason for rules is to proclaim virtue rather than to
control behavior directly, making the implementation of rules less important (Meyer
and Rowan 1977; Brunsson 1989; March 1994, 76). Rules and institutions of govern-
ment are, in addition, potentially transformative. More or less successfully, they turn
individuals into citizens and oYcials by shaping their identities and mentalities and
making them observe the normative power of rules (Mill 1962/1861; Fuller 1971;
Joerges 1996).
An important aspect of rules, then, is their possible consequences for the devel-

opment of a community of rule, based on a common identity and sense of belonging.
A key issue of political organization is how to combine unity and diversity and craft a
cooperative system out of a conXictual one; and the democratic aspiration has been
to hold society together without eliminating diversity—that is, to develop and
maintain a system of rules, institutions, and identities that makes it possible to
rule a divided society without undue violence (Wheeler 1975, 4; Crick 1983, 25).
The growth and decay of institutions, roles, and identities, with their diVerent

logics of action, are therefore key indicators of political change (Eisenstadt 1965;
Huntington 1965). Rules also help realize Xexibility and adaptiveness as well as order
and stability. This is so because part of the democratic commitment is the institu-
tionalization of self-reXection and procedures through which existing rules can
legitimately be examined, criticized, and changed.

4. The Dynamics of Rules
of Appropriateness

.......................................................................................................................................................................................

Why are the rules of appropriateness what they are? Why are speciWc behavioral
prescriptions believed to be natural or exemplary and why do rules vary across
polities and institutions? Through which processes and why do rules of appropri-
ateness change? A conception of human behavior as rule and identity based invites a
conception of the mechanisms by which rules and identities evolve and become
legitimized, reproduced, modiWed, and replaced. Key behavioral mechanisms are
history-dependent processes of adaptation such as learning or selection. Rules of
appropriateness are seen as carriers of lessons from experience as those lessons are
encoded either by individuals and collectivities drawing inferences from their own
and others’ experiences, or by diVerential survival and reproduction of institutions,
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roles, and identities based on particular rules. Rule-driven behavior associated with
successes or survival is likely to be repeated. Rules associated with failures are not.

A common interpretation of rules, institutions, roles, and identities is that they
exist because they work well and provide better solutions than their alternatives
(Goodin 1996; Hechter, Opp, and Wippler 1990; Stinchcombe 1997, 2001). They are,
at least under some conditions, functional and consistent with people’s values and
moral commitments. In contemporary democracies, this interpretation is reXected in
high learning aspirations. Appropriate rules, in both technical and normative terms,
are assumed to evolve over time as new experiences are interpreted and coded into
rules, or less attractive alternatives are eliminated through competition. Lessons from
experience are assumed to improve the intelligence, eVectiveness, and adaptability of
the polity and be a source of wisdom and progress. The key democratic institution
for ensuring rational adaptation of rules is free debate where actors have to explain
and justify their behavior in public through reason-based argumentation, within a
set of rules deWning appropriate debates and arguments.

In practice, however, the willingness and ability of democracies to learn, adapt
rules, and improve performance on the basis of experience is limited (Neustadt and
May 1986; March 1999). Rules are transmitted from one generation to another or
from one set of identity holders through child rearing, education, training, social-
ization, and habitualization. Rules are maintained and changed through contact with
others and exposure to experiences and information. Rules spread through social
networks and their diVusion is constrained by borders and distances. They compete
for attention. They change in concert with other rules, interfere with or support each
other, and they are transformed while being transferred (Czarniawska and Joerges
1995; March, Schulz, and Zhou 2000). Change also takes place as a result of public
discourse and deliberate interventions. These dynamics reXect both the eVects of
change induced by the environment and endogenous changes produced by the
operation of the rule system itself.

Yet, as is well known from modern investigations, such processes are not perfect.
For example, the encoding of history, either through experiential learning or through
evolutionary selection, does not necessarily imply intelligence, improvement, or
increased adaptive value. There is no guarantee that relevant observations will be
made, correct inferences and lessons derived, proper actions taken, or that imper-
fections will be eliminated. Rules encode history, but the coding procedures and the
processes by which the coded interpretations are themselves decoded are Wlled with
behavioral surprises.3

We assume that new experiences may lead to change in rules, institutions, roles,
and identities and yet we are not committed to a belief in historical eYciency, i.e.
rapid and costless rule adaptation to functional and normative environments and
deliberate political reform attempts, and therefore to the functional or moral neces-
sity of observed rules (March and Olsen 1989, 1995, 1998). Democratic institutions,

3 March and Olsen 1975, 1989, 1995, 1998; Levitt and March 1988; March 1994, 1999; March, Schulz, and
Zhou 2000; Olsen and Peters 1996.
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for example, are arranged to both speed up and slow down learning from experience
and adaptation. Democracies value continuity and predictability as well as Xexibility
and change, and usually there are attempts to balance the desire to keep the basic
rules of governance stable and the desire to adapt rules due to new experience. The
main picture is also one of renewal and continuity, path departures and path
dependencies. DiVerent rules, roles, and identities are evoked in diVerent situations
and when circumstances Xuctuate fast, there may be rapid shifts within existing
repertoires of behavioral rules based on institutionalized switching rules. However,
the basic repertoire of rules and standard operating procedures change more slowly.
Change in constitutive rules usually requires time-consuming processes and a

strong majority, a fact that is likely to slow down change. The same is true when
the basic rules express the historical collective identity of a community and embody
shared understandings of what counts as truth, right, and good. Deliberate reform
then has to be explained and justiWed in value-rational terms; that is, in terms of their
appropriateness and not solely in eYciency terms (Olsen 1997); and change in
entrenched interpretative traditions and who are deWned as the authoritative inter-
preters of diVerent types of rules, are also likely to change relatively slowly.
Core political identities are not primordial and constant. Nevertheless, barring

severe crises, processes of identity formation and reinterpretation are likely to be
slow. All political rulers try to transfer naked power into authority. Civic virtue and
shared internalized principles of rights and obligations4 and identities are to some
degree accessible to political experience, reasoning, and action. They can, for ex-
ample, be aVected through policies of nation building, mass education, and mass
media, even if the causal chains are long and indirect. In democracies, where the
authority of law is well established, identities may also be fashioned through political
and legal debates and decisions (Habermas 1996). Legalization may in some settings
be a prelude to internalization of rules of appropriateness, even if they in other
settings may substitute for internalized rules.
There is, however, modest knowledge about the factors that govern targets of

political identiWcation and codes of appropriate behavior, and where, when, and how
diVerent types of actors obtain their identities and codes—for example the relative
importance of speciWc political ideologies, institutions, professions, and educations,
and belonging to larger social categories such as nation, gender, class, race, religion,
and ethnicity (Herrmann, Risse, and Brewer 2004). Neither is it obvious how well
diVerent institutions today embody and encourage democratic identities and make it
more likely that citizens and oYcials act in accordance with internalized democratic
principles and ideals. Furthermore, an improved understanding of rule dynamics
may require better insight into how the dynamics of change may be related to
normal, new, and extraordinary experience in diVerent institutional settings.

4 As observed by Rousseau: ‘‘the strongest man is never strong enough to be always master unless he
transforms his power into right, and obedience into duty’’ (Rousseau 1967/1762/1755, 10). In modern
society, Weber argued, the belief in legality—the acceptance of the authority of law, legal actors,
reasoning, precedents, and institutions—is the most common form for legitimacy (Weber 1978, 37).
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Consider normal experience and routine learning. Experiences are routinely coded
into rules, rules into principles, and principles into systems of thought in many
spheres of life. Routine reWnement of rules can be imagined to improve their Wt to the
environment, and one study showed that the stability of rules is related positively to
their age at the time of last revision. However, changes in rules can also create
problems that destabilize rules, and the current stability of rules is related negatively
to the number of times they have been revised in the past (March, Schulz, and Zhou
2000).

In some spheres, i.e. Weberian bureaucracies and court systems, these processes
are systematic and institutionalized (Weber 1978; Berman 1983); in other spheres they
are less so. ConXict between competing situational accounts, conceptions of truth
and justice, and interpretations of appropriate behavior is also routine in contem-
porary democracies. Democracies are at best only partly communities of shared
experiences, communication, interpretative traditions, and memory that give direc-
tion and meaning to citizens. They are glued together by shared debates, controver-
sies, and contestations and by fairly broad agreement on some basic rules for coping
with conXicts.

In fragmented, or loosely coupled systems, competing rules of appropriatenessmay
be maintained over long time periods due to their separateness. As long as
rule following meets targets and aspiration levels, rules are unlikely to be challenged,
even if they are not in any sense ‘‘optimal.’’ Reduced slack resources may, however,
call attention to inconsistencies in rules and produce demands for more coordin-
ation and consistency across institutional spheres and social groups (Cyert and
March 1963). Comparison across previously segmented institutional spheres or
groups with diVerent traditions, rules of appropriateness, and taken-for-granted
beliefs, may then trigger processes of search and reconciliation or dominance and
coercion.

Consider new experience and settings. Processes of search and change may also be
triggered when an existing order, its institutions, rules of appropriateness, and
collective self-understandings, are challenged by new experiences that are diYcult
to account for in terms of existing conceptions (Berger and Luckmann 1967, 103).
Entrenched accounts and narratives then do not make sense. They no longer
provide adequate answers to what is true or false, right or wrong, good or bad,
and what is appropriate behavior; and there is search for new conceptions and
legitimizations that can produce a more coherent shared account (Eder 1999,
208–9).

Account and concepts may be challenged because new institutions and meeting
places have developed. An example of a new institutional setting generating increa-
sed contact and challenging national traditions is the integration of sovereign nation-
states into the European Union. Challenges may also follow from institutional
collisions between previously separated or segmented traditions, for example
the invading of market rules of appropriateness into institutional spheres tradition-
ally based on diVerent conceptions, such as democratic politics, science, and sport.
Increased mobility or massive migration across large geographical and cultural
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distances may likewise create collisions that challenge established frames of
reference and institutionalized routines. Such collisions may generate destructive
conXicts, but they may also generate rethinking, search, learning, and adaptation by
changing the participants’ reference groups, aspiration levels, and causal under-
standings.
Consider the unacceptability of the past and institutional emancipation. Actors are

likely to learn from disasters, crises, and system breakdowns—transformative periods
where established orders are delegitimized, are challenged, or collapse. Then, insti-
tutions and their constitutive rules are discredited as unworkable and intolerable and
change initiatives are presented as emancipation from an order that is a dysfunc-
tional, unfair, or tyrannical relic of an unacceptable past, as was, for example, the case
when Communist regimes in central and eastern Europe collapsed (OVe 1996;
Wollmann 2006).
In situations of disorientation, crisis, and search for meaning, actors are in

particular likely to rethink who and what they and others are, and may become;
what communities they belong to, and want to belong to; and how power should be
redistributed. Often the search for legitimate models and accounts is extended far
back to possible glorious periods in own history, or they are copied from political
systems that can be accepted as exemplary. Short of revolution or civil war, there may
be shifts in cognitive and normative frames, in who are deWned as legitimate
interpreters of appropriateness, in interpretative traditions, and in the system for
collecting, communicating, and organizing knowledge (Eder 1999), as well as in
resource distributions and power relations.
In sum, an improved theoretical understanding of the dynamics of rules, institu-

tions, roles, and identities requires attention to several ‘imperfect’ processes of
change, not a focus on a single mechanism. Change is not likely to be governed by
a single coherent and dominant process. Except under special circumstances, rules of
appropriateness develop and change through a myriad of disjointed processes and
experiences in a variety of places and situations, even when the result is normatively
justiWed post hoc by rational accounts (Eder 1999, 203). For example, decrees,
command, and coercion have a limited role in developing and maintaining legitimate
rules, roles, and identities. The internalization of rules and identities is usually not a
case of willful entering into an explicit contract either. In practice, processes such as
learning, socialization, diVusion, regeneration, deliberate design, and competitive
selection all have their imperfections, and an improved understanding of these
imperfections may provide a key to a better understanding of the dynamics of
rules (March 1981).
Required then is the exploration of the scope conditions and interaction of such

processes as purposeful reform, institutional abilities to adapt spontaneously to
changing circumstances, and environmental eVectiveness in eliminating suboptimal
rules, institutions, and identities (Olsen 2001). In the Wnal part, we explore how an
adequate understanding of politics may also require attention to the scope condi-
tions and interaction of diVerent logics of behavior.
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5. Reconciling Logics of Action
.......................................................................................................................................................................................

Action is rule based, but only partly so. There is a great diversity in human
motivation and modes of action. Behavior is driven by habit, emotion, coercion,
and calculated expected utility, as well as interpretation of internalized rules and
principles. Here, focus is on the potential tension, in the Wrst instance, between the
role- or identity-based logic of appropriateness and the preference-based consequen-
tial logic; and in the second instance, between the claims of citizenship and oYcial-
dom and the claims of particularistic roles or identities.

Democratic governance involves balancing the enduring tensions between diVer-
ent logics of action, for instance between the demands and obligations of oYces and
roles and individual calculated interests (Tussman 1960, 18). Political actors are also
likely to be held accountable for both the appropriateness and the consequences of
their actions. A dilemma is that proper behavior sometimes is associated with bad
consequences and improper behavior sometimes is associated with good conse-
quences. From time to time, democratic actors will get ‘dirty hands.’ That is, they
achieve desirable outcomes through methods that they recognize as inappropriate.
Or, they follow prescribed rules and procedures at the cost of producing outcomes
they recognize to be undesirable (Merton 1938; Thompson 1987, 11).

Partly as a result of the tensions between them, there are cycles between logics of
action. Compared to the Rechtsstaat, with its traditions and rhetoric tied to the logic
of appropriateness, twentieth-century democracies (particularly the welfare states of
Europe) embraced practices and rhetoric that were more tied to the logic of conse-
quentiality. Consequence-oriented professions replaced process-oriented ones, and
eVectiveness and substantive results were emphasized more than the principles and
procedures to be followed. Governance came to assume a community of shared
objectives rather than a community of shared rules, principles, and procedures
(March and Olsen 1995).

More recent reforms have continued that trend. Governments in the 1980s gener-
ally tried to change concepts of accountability even more toward emphasis upon
results and away from an emphasis on the rules and procedures (Olsen and Peters
1996). While several reforms were processual in character, rules were often seen as
instrumental rather than having a legitimacy of their own. In particular, they aimed
at binding and controlling elected politicians and experts. One reason for the reforms
was the conviction that individuals needed better protection against political inter-
ventions. A second reason was the conviction that consequence-oriented professions
such as medical doctors and teachers in welfare states were ineVectively subjected to
public accountability and that obligations to report and being subject to audit had to
be expanded (Power 1994).

Nevertheless, there is no uniform and linear trend making rules of appropriateness
outdated. Scandals in both the private and public sector have triggered demands for
legal and ethical rules and an ethos of responsibility. The European Union is to a
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large extent a polity based on rules and legal integration; and in world politics there is
a trend towards legal rules and institutions, including an emphasis on human rights,
even if the trend may be neither even nor irreversible (Goldstein et al. 2000).
Political systems deal with the multitude of behavioral motivations in a variety of

ways and one is separating diVerent logics by locating them in diVerent institutions
and roles (Weber 1978). DiVerent logics of action are also observed within single
institutions. Individual institutions, on the one hand, separate logics by prescribing
diVerent logics for diVerent roles. For instance, in courts of law the judge, the
prosecutor, the attorney, the witness, and the accused legitimately follow diVerent
logics of action. The credence of their arguments, data, and conclusions is also
expected to vary. On the other hand, logics also compete within single institutions.
In public administration, for example, there have been cycles of trust in control of
behavior through manipulation of incentive structures and individual cost–beneWt
calculations, and trust in an ethos of internal-normative responsibility and willing-
ness to act in accordance with rules of appropriateness. Historically, the two have
interacted. Their relative importance, as well as the deWnition of appropriateness,
have changed over time and varied across institutional settings (deLeon 2003).
A theoretical challenge is to Wt diVerent motivations and logics of action into a

single framework. SpeciWc logics, such as following rules of appropriateness and
calculating individual expected utility, can be good approximations under speciWc
conditions. It is diYcult to deny the importance of each of them (and others) and
inadequate to rely exclusively on one of them. Therefore, a theory of purposeful
human behavior must take into consideration the diversity of human motivations
and modes of behavior and account for the relationship and interaction between
diVerent logics in diVerent institutional settings. A beginning is to explore behavioral
logics as complementary, rather than to assume a single dominant behavioral logic
(March and Olsen 1998; Olsen 2001).
If it is assumed that no single model, and the assumptions upon which it is based,

is more fruitful than all the others under all conditions and that diVerent models are
not necessarily mutually exclusive, we can examine their variations, shifting
signiWcance, scope conditions, prerequisites, and interplay, and explore ideas that
can reconcile and synthesize diVerent models. We may enquire how and where
diVerent logics of actions are developed, lost, and redeWned. We may examine the
conditions under which each logic is invoked. We may ask how logics interact, how
they may support or counteract each other, and which logics are reconcilable. We
may also specify through what processes diVerent logics of action may become
dominant.
We may, in particular, explore how diVerent logics of action are formally pre-

scribed, authorized, and allowed, or how they are deWned as illegitimate and pro-
scribed, in diVerent institutional settings, for diVerent actors, under diVerent
circumstances. We may enquire how institutional settings in practice are likely to
prompt individuals to evoke diVerent logics. We may also study which settings in
practice enable the dominance of one logic over all others, for example under what
conditions rules of appropriateness may overpower or redeWne self-interest, or the
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logic of consequentiality may overpower rules and an entrenched deWnition of
appropriateness (March and Olsen 1998; Olsen 2001).5

In the following, focus is on some possible relationships between the logic of
appropriateness and the logic of consequentiality. An unsatisfactory approach is to
subsume one logic as a special case of the other. Within the logic-of-appropriateness
perspective, consequential choice is then seen as one of many possible rules that
actors may come to believe is exemplary for speciWc roles in speciWc settings and
situations. From the logic-of-consequentiality perspective, rules of appropriateness
may be seen as the result of higher-level or prior utility calculations, choice, and
explicit contracts. We see this approach as unsatisfactory because it denies the
distinctiveness of diVerent logics.

An alternative is to assume a hierarchy between logics. The logic of appropriateness
may be used subject to constraints of extreme consequences, or rules of appropri-
ateness are seen as one of several constraints within which the logic of consequen-
tiality operates. One version of the hierarchy notion is that one logic is used for major
decisions and the other for reWnements of those decisions, or one logic governs the
behavior of politically important actors and another the behavior of less important
actors. It is, for example, often suggested that politics follows the logic of conse-
quentiality, while public administrators and judges follow the logic of appropriate-
ness. The suggestion of a stable hierarchy between logics and between types of
decisions and actors is, however, not well supported by empirical Wndings.

A more promising route may be to diVerentiate logics of action in terms of their
prescriptive clarity and hypothesize that a clear logic will dominate a less clear logic.
Rules of appropriateness are deWned with varying precision and provide more or less
clear prescriptions in diVerent settings and situations. For instance, rules are in
varying degrees precise, consistent, obligatory, and legally binding. There are more
or less speciWed exceptions from the rules and varying agreement about who the
authoritative interpreter of a rule is. Likewise, the clarity of (self-)interests, prefer-
ences, choice alternatives, and their consequences varies. Bureaucrats, for example,
are inXuenced by the rules and structural settings in which they act, yet they may face
ambiguous rules as well as situations where no direct personal interest is involved
(Egeberg 1995, 2003). In brief, rules and interests give actors more or less clear
behavioral guidance and make it more or less likely that the logic of appropriateness
or the logic of consequentiality will dominate.

Even when actors are able to Wgure out what to do, a clear logic can only be
followed when available resources make it possible to obey its prescriptions. Follow-
ing rules of appropriateness, compared to predicting the future, clarifying alterna-
tives and their expected utility, partly requires diVerent abilities and resources.
Therefore, variation and change in the relative importance of the two logics may
follow from variation and change in the resources available for acting in accordance
with rules of appropriateness and calculated (self-)interest.

5 Such questions are raised in several disciplines and subdisciplines, for example by Fehr and Gächter
1998, 848; Finnemore and Sikkink 1998, 912; Clayton and Gillman 1999; van den Bergh and Stagl 2003, 26;
Jupille, Caporaso, and Checkel 2003.
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Examples are shifting mixes of public and private resources, budgetary allocations
to institutions that traditionally have promoted diVerent logics, and changes in
recruitment from professions that are carriers of one logic to professions that
promote the other logic. Tight deadlines are also likely to promote rule following
rather than the more time- and resource-demanding calculation of expected utility
(March and Simon 1993, 11). The relation between level of societal conXict and logics
of action is not obvious, however. In democratic settings, confrontations and con-
Xicts usually challenge existing rules and possibly the logic of appropriateness. But
protracted conXicts also tend to generate demands for compromises and constitutive
rules that can dampen the level of conXict.
Lack of resources and understanding may also be one reason why diVerent logics of

action are used for diVerent purposes, such as making policies and justifying policies.
In institutional spheres and societies where policy making is prescribed to follow the
logic of appropriateness, the rule of law, traditions, and precedents, and the pre-
scriptions are diYcult to implement, the logic of appropriateness is likely to be used
to justify decisions also when it is not used to make them. Likewise, in institutional
spheres and societies where policy making is prescribed to follow the logic of
consequentiality, rational calculation, and an orientation towards the future, and
where following the prescription is diYcult, the logic of consequentiality is likely to
be used for justifying decisions, whatever the underlying logic of making them. We
hypothesize, however, that rationality and the logic of consequentiality is more easily
used to justify decisions. This is so because consequentiality is behaviorally more
indeterminate in its implications than rule following and the logic of appropriateness
in situations of even moderate ambiguity and complexity. It is easier to rationalize
behavior in terms of one interest or another, than to interpret behavior as appropri-
ate, simply because rules of appropriateness are collective, publicly known, and fairly
stable.
The time dimension is also important. A polity may institutionalize a sequential

ordering of logics of action, so that diVerent phases follow diVerent logics and the
basis of action changes over time in a predictable way. In democracies, an example is
the vision of an institutionalized demand for expert information and advice as a
precondition for informed political decision, followed by technical-logical imple-
mentation, monitoring, and adjudication of decisions. Another example is the
Habermasian vision of an institutionalized public sphere, providing an ideal speech
situation that makes it necessary even for self-interested, utility-calculating actors to
argue in universal rather than particularistic terms. Over time deliberation and
reasoned arguments become habitualized and normatively accepted, turning egoists
into citizens (Habermas 1989). More generally, Mills (1940: 908) hypothesized that
the long acting out of a role or rule of appropriateness ‘will often induce a man to
become what at Wrst he merely sought to appear.’
Finally, change between logics of action may be the result of speciWc experiences.

Rules of appropriateness are likely to evolve as a result of accumulated experience
with a speciWc situation over extended time periods. Therefore, rules and standard
operating procedures are most likely to dominate when actors have long tenure,
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frequent interaction, and shared experiences and information; when they share
accounts and institutionalized memories; and when environments are fairly stable.
Consequences are fed back into rules and rules are likely to be abandoned and
possibly replaced by the logic of consequentiality, when rule following is deWned as
unsatisfactory in terms of established targets and aspiration levels.

In particular, rules are likely to be abandoned when rule following creates cata-
strophic outcomes, and in periods of radical environmental change, where past
arrangements and rules are deWned as irrelevant or unacceptable. Similarly, recourse
to rules and standard operating procedures is likely when consequential calculations
are seen as having produced catastrophes. In particular, rational calculation of
consequences is easiest when problems are of modest complexity and time perspec-
tives are short. When applied to more complex problems and longer time perspec-
tives they are more likely to create big mistakes, afterwards seen as horror stories
(Neustadt and May 1986).

As these speculations show, the scope conditions and interaction of diVerent logics
of action and types of reason are not well understood. Accomplishments are dwarfed
by the large number of unanswered questions. Nevertheless, the gap may also be seen
as providing a future research agenda for students of democratic politics and policy
making.
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c h a p t e r 3 5
...................................................................................................................................................

ETHICAL DIMENSIONS
OF PUBLIC POLICY
...................................................................................................................................................

henry shue

If one perused the professional backgrounds of the faculties of many of the most
prominent schools of public policy, one could be forgiven for believing that one was
looking at lists of the faculty members of economics departments, leavened to some
degree by other social scientists whose methodologies are nevertheless heavily
inXuenced by various forms of economic analysis. Any specialists on ethics or
normative issues generally tend to be peripheral, served on the side like the wilted
salad that comes whether requested or not, or perhaps sprinkled on top like the
pepper that is entirely optional. I think this helps to explain the superWciality of
much analysis of public policy—not, of course, because individual economists have
particularly superWcial minds and ethics specialists have deep ones, but because the
most fundamental decisions must already be made before economic analysis can be
valuable. And those less easily manageable decisions concern the considerations that
can be systematically weighted only after ethical assessment.

Most important of all is the deceptively simple question of who, and what, counts
(Sneed 1977; Barnett 2002; N. Crawford 2002; Finnemore 2003). This question must
be decided before any useful calculations of costs, beneWts, or risks can be made.
Whose costs shall we count? And whose shall we ignore? Whose count fully, and
whose are to be discounted? Only members of the constituency of the policy maker
or also others who are deeply aVected—sometimes more deeply aVected (ScheZer
2001)? Only those alive today or those alive a century from now too (Barry 1991)?
Only human society or also some or all aspects of the natural world, such as the
pattern of changing seasons that in the temperate zones has guided farmers and
inspired poets but is now being undermined by the climate change being accelerated
by human economic activity (McKibben 1990)?



These are ‘‘messy’’ questions in the sense that they are not amenable to precise
calculation. Any precise calculations, however, will mislead the makers of public
policy to the extent that they omit matters that ought to be included. Not only is it
true that the rule ‘‘garbage in, garbage out’’ prevails, but it is also true that ‘‘arbitrary
features considered, arbitrary decisions made.’’ Obviously the alternative to analyses
that are arbitrarily partial is not analyses that are literally comprehensive—no
analysis could consider everything, and analyses can be arbitrarily inclusive as well
as arbitrarily exclusive. This makes ethical analysis diYcult. Selective judgements
must be made, not least because an analysis that is to be useful in the choice of policy
must focus attention sharply on whatever matters most in the area aVected by the
policy. So, what matters most? And what matters not at all? These selective judge-
ments are ethical judgements.
The beginning of wisdom here is the realization that the most fundamental

judgements, most especially the decisions about who and what to take into consid-
eration in the Wrst place, are judgements about relative importance—‘‘value judge-
ments.’’ However contentious or inconclusive ethical debates may be—and it is not
obvious that they need be any more indecisive than debates among economists
themselves—they are the debates that need to be conducted at the outset of well-
grounded policy analysis. It is worth looking at a few typical instances of the rock-
bottom choice about inclusion/exclusion. The purpose here is not to oVer solutions,
but simply to demonstrate why the choices need to be confronted in the fundamental
ethical terms in which they arise and dealt with as the ethical issues they are.

1. Who’s In? Who’s Out? Across Time
.......................................................................................................................................................................................

Most economists do recognize that decisions about how far forward in time to run
their calculations have enormous consequences; and diVerent choices about how
many generations to consider, and how heavily to consider those more distant in
time, are understood to skew analyses completely. Yet, economists are amazingly
quick to decide that the solution is to use wholesale discounting of total future
welfare. Since most likely the numbers of people yet to live—let us temporarily
indulge the customary arbitrary exclusion of the entire universe apart from hu-
mans—or even the numbers in future generations of one’s own community—now
indulging the customary exclusion of strangers, without worrying just yet about how
to specify relevant communities—will dwarf the number of people currently alive,
consideration of all aspects of the welfare of all of them would overwhelm the welfare
of the current generation. So selectivity of some kind is unavoidable. But indiscrim-
inately discounting all aspects, major and minor, vital and optional, of the welfare of
future generations is only one familiar, and comfortable way to proceed (Cowen and
ParWt 1991; Broome 1994).
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The arbitrariness of discounting as a general technique is a separate issue from the
arbitrariness of the rate of discount selected. Three per cent seems to be highly
popular in practice, and it does have a nice round appeal. Usually some reference
point is used in a gesture at justiWcation of the number chosen, such as some current
interest rate. But why, if some discount rate is to be adopted in our calculations about
the welfare of people in future, should this particular rate be the one?

What is even less adequately discussed is why we ought to reduce the weight
attributed to absolutely everything about future generations and why the extent of
that reduction has any rational relation to any dimension of our economy, like some
current interest rate. It tends simply to be assumed that the only issue is how much
future generations would have to pay to provide for themselves something to
substitute for something else we did not provide for them. This of course assumes
we are always concerned with substitutable, marketable commodities, like the cost of
medical care for adverse health eVects. For instance, it is sometimes argued as
follows. Suppose we plan to leave behind some only temporarily secure hazardous
nuclear waste that can be expected to cause malignancies, some fatal, among
members of a distant future generation. If a public policy resulted in fatal illnesses
among people living today, we would want to compensate their families for the loss
of life. No one is claiming that a human life is worth only so much money and that
the compensation is fully adequate; however, acknowledging the inadequacy and the
incommensurability between life and money, it is still far better than nothing if
compensation is provided, and even an inadequate gesture may symbolically express
our respect. Since, in the case of the hazardous waste, we assume the illnesses will not
occur for several generations, the rational path, it is argued, is to provide not the full
amount of compensation but that amount suitably discounted.

However, in the current generation we compensate people for unavoidable deaths.
We do not, by contrast, adopt a public policy in full knowledge that it is likely to kill a
number of people and then at the same time set aside full (since they are contem-
poraries) compensation. Choosing to cause deaths and at the same time to compen-
sate for the lives lost looks much too much like buying the right to kill the people, or
purchasing their right to life with the amount of the compensation. We take all
reasonable measures to avoid unnecessary deaths; when nevertheless some people
unavoidably die, which may in practice be when the prevention of their deaths would
be prohibitively expensive (e.g. requiring accident-free highways), we compensate
their families for the loss.

It is important to be clear about precisely what is the blind spot in conventional
calculations about future generations, and unfortunately what we do entirely within
the current generation is rather complicated. As indicated by the notorious example
of straightening the curves in highways in order to reduce accidental deaths, it may
be that until all the highways have the ideal amount of curvature, we could save
another life by eliminating, or softening one more curve. Yet at some point, what can
be thought of as the cost of saving an additional life becomes unreasonably high, and
we stop spending money on it. In a sense, this can be described as choosing to allow
the person whose death could have been prevented to die. But if the cost of saving the
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additional life has become astronomical, and especially if the same amount of money
invested in safety elsewhere (say, shoring up the coal mine ceilings; or even better
emergency room care for the people who do run oV the less-than-perfect road)
would save many more lives, we decide that, crudely put, more expenditure on curve
adjustments is ‘‘unreasonable’’ (Sunstein 1996). One implication of its being unrea-
sonable is that we do not judge ourselves bound to compensate those who then die
because we stopped spending on highway safety. So, of course, costs come into it. The
question is how and where costs come into it.
What we do not do within the current generation is simply decide that allowing

people to be killed and compensating their families would be cheaper than saving
their lives, and so choose to let them be killed when their deaths could still be
prevented at a higher but perfectly reasonable cost. We do not stop spending on the
highways as soon as deaths-plus-compensation would be less. In short, we often
decide that death-plus-compensation as an alternative to life is not simply inad-
equate but unacceptable, provided the cost of saving lives, although considerably
more, is still ‘‘reasonable.’’
The issue about the conventional economic approach to future generations is that

it is incapable of even considering a policy toward people in the future analogous to
the policy toward people today that says: it would be cheaper not to spend any more
on saving lives in this policy realm and simply compensate for all the unprevented
deaths, but we cannot do that because these are human lives of more than economic
value—we cannot simply buy, with our compensation, the right to let them be killed.
The analogous policy toward people in future generations would say the following. If
we adopt nuclear power and leave behind only temporarily secure hazardous nuclear
waste (because we do not have a safe disposal technology for any waste we generate),
we can save enough money on energy to compensate members of future generations
who develop fatal cancers from exposure to our waste, even if we discount the
appropriate level of compensation at an extremely low rate. We will, however, not
choose this policy of death-plus-[discounted]compensation because these will be
human lives of more than economic value—we cannot simply buy, with our com-
pensation, the right to kill them with our radioactive waste. Nor, if we avoid nuclear
power by burning coal, can we simply buy the right to inXict the deaths caused by the
more severe climate change produced by the increased carbon emissions. If our
policy should observe a minimal constraint against the inXiction of death and severe
bodily harm, the challenge is not to Wnd the correct rate at which to discount the
compensation for absolutely any avoidable deaths we choose to inXict, but to Wnd a
way not to inXict the deaths, for example, generate neither the deadly waste, as long
as we do not know how to handle it, nor the increased emissions. The fundamental
failure in conventional analyses, then, Xows from the unargued ethical assumption
that in the future, unlike the present, everything can be compensated for, not in the
arbitrariness of particular assumptions about rate of compensation (Shue 1999).
This indicates the need at least to consider approaches other than discounting.

Perhaps at least some of the constraints on what can be done to human beings that
apply to people alive today apply as well to any people who will live, irrespective of
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their identities. If we must not, for example, allow the torture of prisoners now,
perhaps we should not allow the torture of prisoners later either, insofar as we have
anything to say about it. Then we should not sponsor political choices now that make
it highly likely that a succeeding regime will torture its prisoners, at least not if the
costs to us of not sponsoring such choices are not prohibitively high. To put the point
more generally, if all human beings have some basic rights, then human beings in
future generations will then have the rights as fully as humans alive at the moment do
now. Since we do not think that the appropriate policy now toward the right not to be
killed is violation-plus-compensation, no reason is apparent why that would be the
appropriate policy toward humans yet to be born. This means that there are fatality-
producing outcomes that it would be wrong to choose and then compensate for. The
objection is not that the compensation is inadequate; insurance policies today often
pay only inadequate sums to compensate for deaths. Compensation for many human
losses is inadequate. The objection is that one may not purchase an insurance policy
on someone’s life, with her family as beneWciaries, and then kill her because her death
serves some purpose of one’s own. The issue is not the adequacy of the compensa-
tion—it is making speciWc avoidable choices to end human lives. Why should it
matter that the life, and the premature death brought about by our policy choice
now, lie in the future?Matter somuch that not evenminimum standards of treatment
apply? But we must move on to other cases, since our cases are after all intended only
as illustrations of underlying ethical assessments typically left undefended.

2. Who’s In? Who’s Out? Across Space:
Equality of Harm

.......................................................................................................................................................................................

One might call the problem sketched above transgenerational minimization: redu-
cing (often to the vanishing point) the signiWcance of people who will be profoundly
aVected at a distant time by policy choices made now. A somewhat similar, but often
much more extreme form of conventional reasoning might be called transnational
minimization: eVectively ignoring people in a distant place, even while deeply
shaping their fates. In many of the calculations concerning public policy the welfare
of persons outside whatever is taken to be the relevant constituency is not discounted
but completely ignored. And this partiality is not only not always wrong but indeed
sometimes required, which adds fascinating complexity to the policy choices. In the
instance of transgenerational minimization I suggested merely that we should
critically examine the strikingly extreme and simple, but completely standard as-
sumption that absolutely all aspects of the welfare of persons who come to live in
later times may be discounted. I did not even discuss whether on some points we not
only may but ought to favour our contemporaries. In the case of transnational
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minimization we must take very seriously the spatial version of favouring our own
(Goodin 1985; Miller 1995; J. Crawford 2002; Buchanan 2004).
The fundamental tension consists in the following. On the one hand,

there is a global consensus, with very few signiWcant holdouts, on the view
that all human beings are equal in a fundamental dimension, although there are
diVering views about whether to understand the dimension as dignity, worth, value,
fundamental rights, or some combination of the preceding. For our purposes we
can simply call this the consensus on human equality. On the other hand, it is
nonsense to say, as surprisingly many theorists do, that if there are universal rights,
there are universal duties, where ‘‘universal duties’’ are duties that fall upon every
person and are more than a merely negative duty not to violate the rights. If every
person has some fundamental entitlements, then for every person there must be
some other persons who bear the positive duties to protect and if necessary, fulWll the
rights. But those ‘‘other persons’’ certainly need not be all other persons. It is not
even clear what it could mean in operational terms for every person to be carrying
out duties toward every other person—this would not even be physically possible in a
world of six billion people. If, for example, every child’s dignity demands that he not
be left hungry and naked, there must be for every child, one or more persons bound
to step in as long as the child is helpless. But it might be that for every
child with living parents, the relevant other persons are in the Wrst instance at
least, its own parents. This is simply a division of labor in the moral realm—a
division of moral labor. No child is less worthy of food and shelter than any other
child—all have an equal claim. But not all are speciWcally your responsibility. So
even with a universality of rights there is—indeed, there really must be—some
division of responsibility. Naturally, one crucial question is: upon whom does
responsibility fall when those with the primary responsibility fail? But whatever the
correct answer is, an important matter that we cannot pursue here, it is not: everyone
else. Some speciWc assignment must also be made of default, or back-up respon-
sibilities.
Given that a division of moral labor is unavoidable, it is not at all surprising

that the division that arises often takes the form: ‘‘we will look after ours, and
you look after yours.’’ And, to emphasize, for me to believe, for example, that I
ought to feed and clothe my child but not yours, because you ought to do the same
for yours, in no way whatsoever commits me to believing that my child is of greater
worth, or has more rights, than yours. In general, a division of responsibility does
not presuppose a hierarchy of value (Miller 2001; ScheZer 2001; Green 2002; Caney
2005).
When one turns to speciWcs, matters again become richly complex. One might

expect that in war, the ultimate recourse on behalf of the national interest of
sovereign states, and perhaps in security policy generally, the commitment to uni-
versal human equality would play little to no role. Yet the persons on the other side
count, and sometimes count fully, in perhaps surprisingly many respects—at least
four: in the Wrm requirement that only those who have committed a wrong may be
attacked, in the requirement that military force must prevent more harm than it
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causes for all concerned, in the strict equality of non-combatants, and in the strict
equality of combatants.

First, although the decision to go to war is ordinarily made only if doing so
appears to be in the national interest, it is not suYcient justiWcation that war
would be in the interest of the nation that initiates the use of force. It is a legal as
well as a moral requirement that the adversary targeted must have acted wrongly;
more speciWcally, must have committed aggression or otherwise be, in the judgement
of the UN Security Council, an active threat to international peace (Roberts
and GuelV 2000). The simple fact that, if one attacked and defeated a rival,
one would be much better oV than otherwise is not a good enough reason for
launching a war. This clearly presupposes that the interests of the people in the
adversary nation, and of other people who would be aVected by the war, are being
given at least some weight. Otherwise, if war were strongly in the interests of one’s
own people, and only their interests counted, one could simply go ahead and start
the war.

Second, the kind of proportionality that must, again both legally and morally,
be considered as part of any justiWed resort to the use of force internationally
similarly includes the interests, or welfare, of everyone aVected (Henckaerts and
Doswald-Beck 2005). ‘‘Proportionality’’ is used equivocally in norms concerning war
(Shue 2003). What has been called ‘‘micro-proportionality,’’ and might equally well
be termed intra-war proportionality, applies to the conduct of war (in medieval
terms, jus in bello). Since the applications of this version of proportionality are made
when the war is already under way and each side is attempting to defeat, if not
destroy, the forces of the other, it would be ridiculous to suggest that each side should
give weight to the interests of the other. By contrast, what has been called ‘‘macro-
proportionality,’’ and could be termed pre-war proportionality, is the norm applic-
able to the decision whether to resort to war (jus ad bellum). This proportionality
norm is highly universalistic and takes into account all interests aVected, including
the interests of people of neutral nations, the interests of at least the non-combatants
in the potential adversary (and possibly the potential combatants even), the interests
of allies, and the interests of all people who would be aVected by the precedents set
regarding acceptable grounds for the resort to war and by the eVects of the war on the
international system (e.g. encouragement of appeasement or deterrence of aggres-
sion). Resort to war is justiWed only if, all these things considered, it would be a
proportional act (bearing in mind the kinds of military actions that would be
permitted on both sides by intra-war proportionality, which is justiWably not uni-
versalistic in its counting of interests). I believe, although space to go into it is not
available here, that these two points are closely related. One reason why only an
adversary which has acted wrongly—usually, committed aggression—may have
force used against it is that pre-war proportionality can be satisWed only if the war
serves an end like the deterrence of aggression and/or the entrenchment of the
norm against aggression in addition to any national interests it may advance.
These considerations centrally ground the unacceptability of preventive war (Craw-
ford 2003; Luban 2004).
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Both of these Wrst two points indicate that interests of outsiders are to be given
signiWcant weight, but not necessarily equal weight with interests of insiders.
Even more surprisingly, there are two more points in the ethics of war
where equal weight is given to one’s own people and the adversary’s people.
The Wrst of these, and the third point overall about war, is equality of consider-
ation of non-combatants. Non-combatants retain all pre-war—that is, general
human—rights. They are, therefore, like all persons immune to violent assault;
the immunity of non-combatants is the fundamental principle for the conduct of
war. And although less thoughtful commentators sometimes fall into inappropri-
ate terminology like ‘‘enemy non-combatants,’’ a non-combatant is simply a non-
combatant, reXecting what is in principle at least an extraordinary commitment
to equality.
The complementary form of equality, and fourth point about war, is the odd

but real form of equality of combatants. In one respect obviously the combatants
on the two sides could not have more unequal status: the combatants on this side
are allowed to try to kill the combatants on the other side. But of course the
combatants on the other side are allowed to try to kill the combatants on this side.
In vulnerability to attack combatants on both sides are equal. This equality in the
conduct of war is extraordinary in light of the fact that the resort to war can
be justiWed only if one side is taken to be so seriously in the wrong that the other
side is right to use military force against them. How can the combatants on two
sides taken to be so unequal in justiWcation—one in the wrong, one in the right—
have such equal entitlements in the conduct of the conXict? Some moralists Wnd
this troubling: surely, they argue, those Wghting for the unjust cause should not
be allowed to kill those Wghting for the just cause (McMahan 2004). Although
I think this is rather like asking, ‘‘why do guilty defendants receive the same
procedural rights as innocent defendants?’’ in that at the relevant time no one is in
an authoritative position to do the moral sorting, what is important for present
purposes is that in international law and in the generally accepted understanding of
the ethics of war, the interests of people on both sides are counted to some degree in
all four of the ways listed above, and counted equally in at least the last two
ways (Walzer 2000).
Now, one might reasonably contend that since the one kind of duties that are

literally universal are negative duties, supreme among which is the duty not to
harm, and since war is the supreme institution for the inXiction of harm, it is not
surprising that war is hedged about with some strong negative duties—most
obviously perhaps, the prohibition against (intentionally) harming non-combatants.
The positive weight given to the interests of outsiders prior to the resort to war is,
equally unsurprisingly, not equal. It is often assumed that since economic policies
are, broadly speaking, intended positively to beneWt the interests of insiders, or
constituents, national economic policies are free to consider only the interests
of insiders. Let us now as usual look a little more concretely at speciWc illustrative
policy areas.
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3. Who’s In? Who’s Out? Across Space:
Inequality of Benefit

.......................................................................................................................................................................................

The presupposition that inXicting harm is so sharply and signiWcantly distinguishable
from refraining from providing beneWt that the two can be governed by radically
diVerent principles—namely the inXiction of harm is universally prohibited in a
manner that treats all humans equally, while the provision of beneWt may be select-
ively focused on ‘‘one’s own’’—is a major ethical assumption with powerful implica-
tions that is regularly adopted, rarely defended, and usually not even made explicit.
A failure to provide a beneWt can have exactly the same results as the inXiction of a
harm. Yet policy analysts, whose calculations otherwise simply measure results by
whatever process the results are arrived at, here use a diVerence in process—this
diVerence between harming and not helping—-to draw a radical distinction between
what counts regarding outsiders (only harm) and what counts regarding insiders (net
beneWt). Whether this rigid distinction between what counts for outsiders and
insiders is arbitrary is a more foundational ethical issue, however, than we can take
up here, beyond noting its importance, whichwill in the following simply be assumed.

So it is typically assumed that domestic economic policies may properly focus on
promoting the welfare of domestic constituents exclusively. Policy A, which greatly
promotes the welfare of insiders, may be preferred to policy B, which still promotes
the welfare of insiders but not quite as much as policy A does while greatly beneWting
outsiders. Policy A may be preferred to policy B in spite of the fact that the
overall human beneWts of policy B would be much greater. The possible beneWts to
outsiders of policy Bmay thus be discounted totally—ignored. In some cases this may
again be a kind of division of labor—a division concerning the objects of responsi-
bility—that is unobjectionable. If the widely shared political convention is that each
government will promote the economic interests of only its own people, one govern-
ment’s eVorts might be thrown into disarray if some other government arbitrarily
adopted policies also intended to beneWt the Wrst government’s constituents. Of
course, instead of one government’s unexpectedly launching attempts to beneWt
other governments’ constituents, explicit agreements on shared policies can be
made among governments in cases where the cooperative policies would be more
beneWcial to each state considered separately than any uncoordinated eVorts at
mutual beneWt would be likely to be. Presumably this is the underlying idea of a
regime like theWTO: wide agreements in a broad range of areas will enable each state
to do better than it could do if each pursued the interests of its own constituents in
uncoordinated and unrestrained ways. Some shared constraints are thought to be
generally and over the long run beneWcial to all.

The underlying ethical commitment of each state, however, is still taken to be to
its own constituents. Neither the WTO nor other economic regimes represent
commitments by every nation to promote the welfare of humanity generally; they
simply reXect the judgements that cooperative and coordinated policies subject to
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shared constraints are better for each separately than autarkic policies could be,
especially given the broad cooperation of others. A state that thinks it can do better
outside the WTO is free to leave (after due notice and so forth). The point is this: one
ought not to confuse a belief that general cooperation will promote the interest of
each separately with a (non-existent, I believe) commitment by each to promote the
interest of all. It is, of course, imaginable that the cooperative pursuit by each of its
own interest in cooperation with the others will happen in fact also to promote the
interest of all—this would, in eVect, be the Global Invisible Hand at work. But
perhaps one can be forgiven for believing that the greatest beneWt for all, if that
were the proper goal, would be more likely to result from conscious eVorts to design
institutions so that it would result. If, however, individual states have obligations to
promote only the interests of their own constituents, they have no obligation to
design, much less implement such universally beneWcial institutions.
The arrangement just sketched, on which each person belongs to a political unit

like a state, and each state exclusively promotes the interests of its own people, while
abiding by constraints generally beneWcial to people of multiple (if not necessarily of
all) states, will seem familiar and perhaps commonsensical to many. A powerful case
can be made that the primary moral purpose that the contemporary state is generally
assumed to serve, and thus to have its sovereignty justiWed by, is the promotion of the
well-being, especially the economic well-being, of the individual persons who are its
constituents (Reus-Smit 1999). Such an institutional system of self-interest-serving
sovereign states is, however, only one of the imaginable options for the international
arena and may be only one of the feasible options. For we do have some accumulated
knowledge about how social institutions function.
One fact we know is that the promotion of any given aggregate eVect at the national

level is compatible with an extremely wide range of distributive eVects. The clichés
claiming deWnitive reliable connections, like ‘‘a rising tide lifts all boats,’’ are often false;
aggregate gross national product can, and often does rise while the worst-oV individuals
in the aggregate become still worse oV. If there is some reason to attain, or to avoid
certain distributive eVects, the relevant social institutions need to aim at the distributive
goals as Wrmly and explicitly as they aim at the aggregate goals. If we brieXy turn from
abstract theoretical considerations to global reality, it is perfectly evident that the lives of
many humans, especially children, are nasty, brutish, and short. Deaths from starvation
and from cheaply and easily preventable diseases are reliably in the millions annually,
and infant mortality rates in many of the international system’s constituent states are
many multiples of what is regularly attained by best practice (Pogge 2002).
Earlier it was noted that divisions of labor, and allocations of responsibility are

often sensible, so that it was conceivable that the current international system’s
assignments of largely national responsibility for human welfare generally, and for
preventing easily preventable deaths of children and other recurrent human traged-
ies, are a good arrangement or even the best feasible arrangement. Even a cursory
glance at what would once pretentiously have been called the ‘‘human condition,’’
and speciWcally at the chronic death and disease among utterly faultless children in
the poorest states in the system, makes it extraordinarily diYcult to convince oneself
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that our social institutions are the best achievable. It is barely conceivable that every
feasible institutional change would make matters worse, but it would strain credulity
to the breaking point to try to take that possibility seriously. It is reasonable to believe
that we could do better institutionally if we actually tried harder.

We must not, however, lose our grip on the fact noted earlier, that the virtually
universal commitment to human equality is fully compatible with a division of moral
labor: I do not by implication deny the equal worth of your child if I deny primary
responsibility for your child and attribute to you the primary responsibility for its
care, which includes the practical possibility that you will fail in that responsibility
and your child will suVer. It may seem—it is in fact often claimed—that by analogy,
however tragic chronic starvation and the other elements of absolute poverty may be,
it does not follow from the extent of the evil involved that it is the responsibility of
me, or of anyone else in particular, to deal with it; I can recognize that great evil
befalls fellow humans and still believe, without denying that their lives and welfare
are of equal value with mine, that I have no responsibility toward them. My
responsibility stops short of their tragedy, equal in worth and dignity though we
are. It cannot be that all human problems are problems for me to deal with.

One respect in which there is an analogy between the individual case and the
international case is that the options are not limited to the two extremes consisting,
in the individual case, of your doing everything for your child and my doing
everything for your child and in the international case, of each state’s providing
fully for all the children in its territory or a ‘‘world government’’ operating a global
welfare system covering the entire human species. One can apply a little bit of
imagination in order to formulate less extreme alternatives for the international
case, especially if one notices the assumptions about the capacity and desire of parents
in the individual case and the numbers of ‘‘orphans’’ in the international case.

First, the usual view of the individual case tacitly assumes ability or capacity. If one’s
neighbor has lost her money or her mind, or otherwise completely lost her way, one
does not simply insist that ‘‘it is still her child to look after.’’ At the international level
there are undeniable cases of what have come to be called ‘‘failed states;’’ the explan-
ation for the failure may be internal or external, and the explanations and prospects
for improvement vary from case to case. But some states plainly lose control of their
own economies and are in remotely no position to provide for the welfare of their
citizens. It would be pure self-deception to claim that one was turning over to them
responsibilities that are obviously impossible for them to fulWll (Goodin 1985).

Second, the usual view of the individual case tacitly also assumes will or desire.
Parents who have murdered their Wrst child are not simply assigned responsibility for
the care of their second. At the international level, besides failed states, one regularly
Wnds predatory states, such as states engaged in genocide or ethnic cleansing against
segments of their own citizenry. In the case of predatory states one cannot without
self-deception simply claim that it is sensible to leave matters in their hands never-
theless. Consequently, at an absolute minimum the international system needs some
provision for failed states and predatory states, exactly as domestic systems provide
for the children of parents who are unable or unwilling to provide for their own.
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Third, if one thinks of refugees as roughly analogous to orphans—people lacking a
state to be responsible for them—one Wnds millions more children for whom some
provision ought to be made, and for whom in fact some responsibility is already in
practice acknowledged, however inadequate the actual provisions currently are.
Then, in addition to states that have failed generally, there are the many states torn
by civil wars and secessions where only some neutral third party could possibly
provide welfare support. All such provision is groundless without acknowledgement
of some responsibility for fellow humans outside one’s own state.
What is not compatible with a commitment to human equality is a willingness

simply to write oVmillions of children who are unable to provide for themselves. It is
one matter to believe that one need bear no responsibility toward even some
desperate people because, by means of a reliably functioning division of labor,
those people will mostly—one cannot of course demand perfection in social insti-
tutions—be provided for. It would be a totally diVerent matter to know full well that
existing institutions are so grossly inadequate that tens of millions of children
annually and predictably fall through the (gigantic) institutional cracks and then
to do nothing, as if one had compelling evidence that existing international institu-
tions are the best of all possible institutions. This attitude does seem tantamount to a
denial that the millions now neglected matter as much as other people. One can
reasonably say: ‘‘I respect your worth as a human being, but I leave to others the
responsibility, in which I realize they may fail, to provide essentials that you cannot
provide for yourself.’’ But one cannot reasonably maintain: ‘‘I respect your worth as a
human being, but I leave to others the responsibility, in which I know from repeated
experiences they are certain to fail, to provide essentials that you cannot provide for
yourself.’’ The latter level of unconcern bespeaks contempt.
The point might be put more abstractly as follows. A commitment to human

equality is inconsistent with a ready acceptance of social institutions that are demon-
strably inadequate to provide basic necessities for tens of millions of humans unable
to provide for themselves, as demonstrated by chronic annual failures over decades,
when adequate alternative institutions could be designed and implemented without
imposing excessive burdens on anyone. Therefore, divisions of moral labor, yes. But
the inherited division structured along national lines, no. It is a demonstrated failure.

4. Who’s In? Who’s Out? Across Space:
Equality of Harm Revisited

.......................................................................................................................................................................................

The immediately preceding discussion of economic desperation tacitly adopted a
kind of no-fault picture of absolute poverty, presenting human misery as if it were
essentially a natural condition not produced by failures in policy. While natural
factors, including scarcity and diversity of natural resources, certainly play a role in
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world poverty, it would nevertheless be implausible to suggest that policies and
institutions will play no part in determining the fate of the globe’s poorest. It is
again best to consider a concrete instance.

As noted above, ‘‘it is typically assumed that domestic economic policies may
properly focus on promoting the welfare of domestic constituents exclusively.’’ But
virtually all economic activity produces what economists call ‘‘negative externalities,’’
like environmental damage from which many people who do not beneWt from the
economic activity may suVer. In practice it may be possible to prevent environmental
damage at the source, but impossible for those who will otherwise be its victims to
protect themselves if the damage is not prevented. If state A allows its Wrms to emit
dangerous substances into the air up-wind of state B, what is state B supposed to do:
Wlter all the air as it crosses the border? And transborder pollution is widely
recognized to be unacceptable, and the various types of such otherwise invasive
pollution are regulated to various degrees (Franck 1995; Sands 1995). The greenhouse
gases (GHGs) that are accelerating the rate of climate change, however, raise special
and urgent policy questions, the central ones of which are precisely ethical questions
about who counts and for whom they count (Drumbl 2002; Eckersley 2004; Gardiner
2004).

Climate change is an extraordinarily complex phenomenon within which the
eVects of many human activities are intersecting with multiple natural processes of
radically diVerent timescales. This makes predictions diYcult. The climate is, how-
ever, demonstrably changing, with a long-measured rising trend in annual global
temperature that is unprecedented in the human era, although not unprecedented in
planetary history (Alley 2000; United States, National Academy of Sciences 2002;
Parmesan and Galbraith 2004). One major GHG, water vapour is almost entirely
outside human control. Of the GHGs that are under human control, the carbon
dioxide produced by the burning of fossil fuels (coal, gas, and oil) is unrivalled in its
importance and unrivalled in the increases in the rate at which it is being injected
into the atmosphere (Houghton et al. 2001). Modern industrial economies are driven
by fossil fuel—electricity generation and combustion-engine-powered transporta-
tion are the primary sources of carbon dioxide—and the byproducts of burning fossil
fuel drive climate change. This means that energy policy is climate policy: the choices
that could slow the rate in the increase in climate change are choices about energy:
how much to consume and how to generate it (McCarthy et al. 2001).

Energy policy is also, of course, fundamental to economic policy generally. And we
have tended to assume in the past that economic policy may permissibly be set with a
view exclusively to the beneWts for the unit setting the policy, with some relatively
minor constraints about inXicting damaging pollution upon people in other units.
Now, however, we understand that the principles guiding our decisions have pre-
supposed a grossly misleading picture of some of the most fundamental processes on
the planet. Industrial processes—and, of course, agricultural practices as well—do
not simply episodically generate a few types of transborder pollution here and there.
The so-called externalities are at the heart of the energy consumption that fuels
modern economies. The cheap price of fossil fuel was indeed a key element in the
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economic growth of the last century and a half, and a major reason for contemporary
aZuence. Today we realize that the same fossil fuel that was the abundant cheap
energy that enabled (some of) us to become rich is undermining the stable natural
environment that is another necessary condition for our economic lives, especially
for abundant, relatively cheap food.
Therefore, while we have assumed that economic activity may, without doing any

wrong, be aimed at beneWting whomever one takes to be one’s own constituents, as
long as one watched out for the most severe externalities, it turns out in fact that the
energy policy at the base of economic strategies is producing an eVect that is very
severe indeed—doing what it was always assumed humans could not do: change the
weather. ‘‘Weather’’ is, in a sense, the local bit of climate; the fundamental changes
now speeding up go far beyond weather. Every person on the planet—and virtually
every species (except perhaps for the deep-ocean worms living in the darkness near
the thermal vents)—will be aVected, many profoundly.
Some of the more hysterical commentators on climate change suggest that it

requires an ethical revolution. This is nonsense. One of the most widespread and
most deeply held ethical principles has long been that one is at liberty to pursue
beneWts for oneself, as one understands them, as long as one limits one’s pursuit of
one’s own interest by the constraint of not inXicting severe harm on vulnerable
others. This ‘‘no-harm principle,’’ as it is usually called, is Wne. No new ethic is needed
for application to the threat of rapid anthropogenic climate change, and in fact it is
diYcult to imagine a genuine society among individuals as predatory as those who
had given up the bare principle of no-harm.
We simply need to understand that we have here a global—literally planetary—

application of the no-harm principle. We are merely discovering, once again, that a
process that we assumed for no particular reason perhaps other than basic optimism,
to be safe is in fact dangerous. It is only the public policy, not the ethical principles,
that is primitive and needs updating, whether or not revolutionizing.
Who would have thought that enjoying the occasional cigarette could inXict severe

health problems on one’s children? Now we know, and policies about smoking are
changing.Who would have thought that handling the asbestos needed in the ships for
the Second World War and the building boom afterwards would cause fatal malig-
nancies? Now we know, and asbestos is on the way out, where it is not already gone.
Who would have thought that the lead additive that made combustion engines run
more eYciently would prevent children’s brains fromdeveloping fully? And so on: our
technology is spectacularly innovative, and along with themany pleasant surprises are
unpleasant, and sometimes fatal surprises. The understanding arising from the study
of climate change—that the astoundingly cheap fuel that allowed us to adapt our-
selves so beneWcially to our environment is now changing that environment toward
one to which we are not adapted—is one of the most unpleasant surprises of all.
Many discussions of policy toward climate change have so far missed the point.

Some assume that climate change is one of many subcategories under environmental
policy, where ‘‘environmental policy’’ is taken to have the same level of urgency as,
say, architectural policy. Many others who understand that it is as central as energy
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policy ask, in eVect: would it beneWt this nation’s economy on the whole now if it
took certain measures designed to slow rapid climate change? Would, for example,
reducing energy waste not only reduce emissions somewhat but add to general
eYciency? Such questions miss more than one critical point. One missed point was
already introduced in Section 1: it might well be that, apart from the elimination of
sheer waste of energy, plus perhaps enough marketing of GHG emissions permits
that most emissions reductions are the least-cost ones, any more serious policies to
reduce fossil-fuel consumption would entail net costs for the present generation and
immediately succeeding generations. But energy policies that continue to rely on
ever-increasing consumption of fossil fuel are likely to lead to more human disrup-
tion, and indeed more human deaths, from more severe climate change than policies
that restrain fossil-fuel consumption (Mahlman 2001). What if the ultimate harms
for more distant generations will sharply increase in severity if responsive policies are
initiated only later? What if more people will starve because of crop failures if the
same measures are launched later rather than sooner? Does one choose the policy
that leads to the additional deaths as long as that policy is the most beneWcial to the
current generation? This has already been brieXy discussed.

Another point often missed is yet to be noted. One critical factor aVecting how bad
the worst will be—how severe the severest climatic disruptions will be—is the
absolute amount of the carbon now sequestered under the earth’s surface in
the forms of coal, gas, and oil that is moved instead into the earth’s atmosphere in
the form of carbon dioxide. In particular, if virtually all the carbon in the ground is
moved into the atmosphere through combustion of fossil fuel, the concentration of
carbon dioxide in the atmosphere will become several times the concentration prior
to the Industrial Revolution. Today it is already practically certain that the atmos-
pheric concentration will double. If it redoubles—to quadruple the level it was in
1850—the eVects on the surface will very likely be signiWcantly more severe than if it
‘‘merely’’ doubles (Kasting 1998).

The critical feature of all this is that climate change is a truly global phenomenon
in every important respect. Most critically, there is no natural correlation between
those who beneWt from the fossil-fuel consumption that dominates the global
atmospheric level of GHGs—the concentration results from a thorough global mix
of emissions from all points on the surface—and those who suVer from climate
change. For example, one of the undoubted eVects of climate change will be sea-level
rise (McCarthy et al. 2001; McElroy 2002). Those who will suVer most from sea-level
rise will, other things equal, be those who live, or farm on land at the lowest
elevations above sea level, such as the people of Bangladesh. How likely are Bangla-
deshis to beneWt most, or even equally from additional global aggregate consumption
of fossil fuel? But it is likely to matter vitally to Bangladeshis whether the total
atmospheric concentration of GHGs ‘‘only’’ doubles or quadruples.

In more abstract terms, the people most likely to suVer the severest eVects from
national energy policies—US policy, Chinese policy—are for the most part not
residents of the nations whose energy policies will dominate the eVects. The most
vulnerable have almost no voice; hence, this can also reasonably be understood as a
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problem about voice, representation, and democracy as well as the problem about
the inXiction of harm on which this discussion focuses. The absence of voice is a
central element in the explanation of why the process must be described as the
inXiction of harm. Harm is not occurring naturally, as from the Asian tsunami at the
end of 2004. And harm is not being suVered as part of the cost of beneWts by those
who are choosing to pursue the beneWts. The lion’s share of the beneWts is going to
people other than those vulnerable to the severest bad eVects.
Further, many of those most vulnerable to the bad eVects of climate change are

also least able to aVord to mitigate the eVects. When sea-level rise aVects East Coast
ports in the United States, the wealth of the USA will be available to pay for the
measures necessary. But one has no reason to believe that Bangladesh will even
begin to have the resources to try to mitigate the eVects it will suVer. Yet there is
no comparison between per capita fossil-fuel consumption in the USA and in
Bangladesh.
In this crucial respect, energy policies in particular can no longer be treated as

domestic policies. When the USA or the PRC makes energy policy, it makes climate
policy for the globe. Whose interests should count? On perfectly ordinary, conser-
vatively traditional, commonsense ethical principles, everyone who stands to be
severely harmed. To write oV the interests of distant strangers, in the sense of
ignoring the harms one’s own public policies threaten them with, is incompatible
with a commitment to fundamental human equality. Worse, it is a form of com-
pound injustice: the use of the power that Xows from existing unjust advantages to
impose additional unjust disadvantages, including fatal harms (Shue 1992).

5. Who’s In? Who’s Out? Who’s Who?
.......................................................................................................................................................................................

The most unobtrusive, and thus most diYcult to resist of the assumptions made so
far here is the assumption that only the interests of humans matter. We have brieXy
considered present humans and future humans, and fellow citizens inside the state
and strangers outside the state, but always humans only. What about the bullWnch
near the top of the hazel in the garden? He certainly brightens my day, but that is still
about me, making it an instance of anthropocentric value: the value that something
has for humans (Norton 1986). And of course I do not know this particular bullWnch
intimately—I do not even know if it is the same bullWnch who came, at roughly the
same time, yesterday, so it may well be the species bullWnches, not this bullWnch, that
is the source of delight, making this the anthropocentric value of a species, not of
individuals as such. One of the issues, which cannot of course be pursued here, is:
what are the units that count from an anthropocentric point of view? I certainly
would not object if the garden contained hummingbirds and falcons, and tortoises
and gazelles. So this may not be about birds, but about animals, and plants, and
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trees—perhaps natural species more generally or more generally still, natural pro-
cesses that are not subject to human manipulation but confront us humans with
independent worlds we can explore but not master (Scarry 1999). Perhaps it is
valuable for humans to understand that much of the universe does not share our
interests and is not interested in us.

Do some aspects of nature count intrinsically, or at least independently of their
anthropocentric value, their interest for us? Suppose I were out of the picture entirely
and the world could either contain bullWnches or not. Is there any reason to think
that the universe with the bullWnches is superior in value to the universe without the
bullWnches? Superior for whom? For the bullWnches, for a start, and for any other
species, including plant species, which beneWt from the activities of the bullWnches—
worse, it is true, for the bullWnches’ competition. Ethical theorists sometimes debate
whether there is any reason why ‘‘the last man’’ should not, if he felt like it, dynamite
Victoria Falls or the Grand Canyon before he dies, apart from the fact that he would
have been a better man if he had not been so pointlessly destructive. Obviously it was
not ‘‘Victoria Falls’’ until some European with a queen on his mind thought so; if
there were no people at all, it might be an arbitrarily designated unit of wet rocks. If
there were no Wsh in the river and no birds in the sky, as well as no people on the cliV,
would it matter whether this water’s running over these rocks continued or ceased?
Perhaps value depends upon conscious, or sentient, or at least animate beings that
can in some sense value. But must it depend exclusively upon human consciousness?

For public policy, two things matter. There is, of course, a gigantic spectrum
between nothing but humans counting (all value is anthropocentric, including
what economists call the amenity value of the natural) and everything counting
(every natural ‘‘unit’’ has intrinsic value). The Wrst question that concerns public
policy is whether anything has value apart from the value humans attach to it and
then, if so, how our policies aVect the other things that count in their own right. The
question cannot be answered here, but I would say that it strikes me as the height of
self-absorbed arrogance simply to take for granted that nothing counts unless it
counts for some person.

The second question for public policy is how our policies aVect the natural
systems, species, and/or individuals that humans do as a matter of fact value.
Questions of intrinsic value apart, humans do value magniWcent waterfalls and
canyons, wildernesses, coral reefs, urban parks, gardens, whales, tigers, and
bullWnches. And beyond particular objects, even very large ones like wildernesses,
many humans have found inspiration in natural patterns like the changing of the
seasons in the temperate zones and the less obvious patterns of change in the polar
and tropical zones. Much of what might be considered the least natural activity of
humans—art, poetry, and religion—has in fact drawn upon aspects of the natural
world. Many exalted artefacts make essential reference to nature.

Notions of ‘‘sustainable development’’ have been formulated in attempts to inte-
grate narrowly economic interests focused on human consumption and some degree
of regard for the natural world (World Commission on Environment and Develop-
ment 1987; Daly and Cobb 1994). Economic development for humans tends to destroy
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habitat for other species. But ‘‘sustainable development’’ in the abstract means only
that economic development and environmental protection are somehow to be bal-
anced, and where precisely the balance is struck is highly signiWcant. One can make
environmental protection the priority and then develop asmuch as is compatible with
adequate protection, or one can make economic development the priority and then
protect the environment asmuch as is compatiblewith thepreferreddevelopment. The
distance between these polar interpretations of ‘‘sustainable development’’ is vast, and
the choice of the location on this spectrum for public policy turns in part on the value,
instrumental or intrinsic, attributed to the natural environment itself.
The most obviously unsustainable current policy is the energy policy that consists

of the rapid acceleration in consumption of fossil fuel that is producing climate
change, the purely human dimensions of which have already been mentioned above.
But rapid climate change could become the greatest destroyer of existing habitat and
thus the greatest source of species extinction. If the human destruction of non-
human species involves a loss of value, this is yet another reason to conclude that
current energy policies are misguided. At the extreme, climate change could violate
the very integrity of the seasons themselves, changing their length and depth and
transforming, say, spring, from an autonomous natural phenomenon into a partial
artefact (McKibben 1990).

6. Conclusion
.......................................................................................................................................................................................

The preceding illustrates some of the major points on which public policy unavoid-
ably makes ethical judgements. These judgements can be made on the basis of media
fashion, public opinion, conventional wisdom, personal bias, religious tradition, or
systematic ethical analysis. But there is no way not to make them, because all choices
of policy presuppose that some things matter and other things do not, and that some
matter a lot and others matter only a little. Ethics is the attempt to reXect system-
atically about relative importance and arrive at judgements that can be public and
reasonable (Gutmann and Thompson 2005; Mills 1992). Ethics can provide public
policy with reasonable grounds.
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c h a p t e r 3 6
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ECONOMIC
TECHNIQUES

...................................................................................................................................................

kevin b. smith

Even a cursory rummage through the tool kit of policy scholars should be enough to
reveal a dominant manufacturer’s label: ‘‘Made in Economics.’’ For or good or bad,
much of quantitative policy analysis rests squarely on a set of concepts and tech-
niques that are imported directly from economics.

Policy analysts borrow so heavily from economics for their conceptual and analytic
gear for good reasons. Public policy can be thought of as a purposive course of action
undertaken by public authorities, speciWcally some action designed to resolve some
problem or produce some desirable state of aVairs that would not occur without
government intervention (Anderson 1994, 5–6; for broader introductions to the
assumptions underlying policy analysis, see Haveman and Margolis 1970; Knetsch
1995). Such actions invariably involve allocating scarce resources, an issue of central
concern to the discipline of economics. Much of the conceptual and analytical tool
kit economists employ for understanding and explaining how markets allocate
resources—eYciency, the notion of the rational actor, the importance of marginal
analysis—are readily transferable to public policy.

These tools are applied to a broad variety of tasks in policy analysis and detailing
all of them and their uses would require a book unto itself. Accordingly, this chapter
has more limited aims. What I intend to accomplish here is to provide a basic
introduction to some of the conceptual and analytical tools borrowed from econom-
ics to understand and assess questions of social choice.

The reason for this focus is simple. At the heart of most public policy making is a
fundamental question: What should we do? In other words, given the scarce re-
sources government has at its disposal, to what purposive action or actions should
those resources be dedicated? It is the job of all ex ante policy analysis to provide
answers to such questions. Economics provides a set of tools well suited to that job.



These tools are both conceptual and analytic. They provide a theoretical basis for
judging the relative worth of competing policy alternatives, and a set of methodo-
logical techniques for calculating and analyzing that worth. What follows is a basic
tour of these economic tools and how they can be usefully applied to study policy
questions centered on social choice problems.

1. Conceptual Tools
.......................................................................................................................................................................................

A fundamental contribution of economics to the study of public policy is a set of
conceptual tools readily transferred from the market to questions of social choice.
These tools mostly originate in the discipline of welfare economics, which is the
branch of economics concerned with the normative properties of markets (see
Zeckhauser and Schaefer 1968; Just, Hueth, and Schmitz 2004). The main objective
of welfare economics is to assess the impact of economic activity (or economic
policy) on the well-being of society.
This focus on society’s well-being provides a strong parallel with the study of

public policy. Presumably, governments enact public policies with the general ob-
jective of serving the public interest and promoting social welfare. One of the
diYculties faced by governments, and by policy analysts is determining what actions
will best accomplish this goal. This is the classic conXict of social choice: How should
government employ its limited resources? In other words, what purposive actions
will best serve the public interest?
Welfare economics helps analysts systematically answer such questions by provid-

ing a set of conceptual tools to deWne and measure the impact of policy alternatives
on social welfare. Collectively, these tools represent what has been termed the
‘‘welfare economics paradigm’’ of policy analysis, and they serve as the theoretical
and methodological foundation for a broad range of policy scholarship (Munger
2000, 24).
This foundation rests on two core normative assumptions. First, an individual’s

welfare is best deWned by, and only by, that individual. The assumption is that
individuals can best decide for themselves their own wants, needs, and levels of
satisfaction (Campen 1986, 28). Social welfare in turn is simply the aggregation
of these individual-level perceptions of satisfaction. Second, that the ‘‘basic goal of
society is assumed to be the maximization of social welfare’’ (Halvorsen and Ruby
1981, 13). These assumptions provide the value-based benchmark for assessing alter-
native courses of action: Given a choice, the preferred course of action is the one that
contributes most to the maximization of social welfare. This will be the choice that
maximizes individual levels of utility or satisfaction.
Welfare economics puts this notion of social welfare into practice using the

concept of eYciency. The latter is a much misunderstood and maligned term, and
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is often seen as reXecting anti-democratic tendencies. Yet from the perspective of
welfare economics, eYciency carries surprisingly little normative baggage: it is simply
a characteristic of a distribution of resources. To welfare economics, the most
eYcient distribution of resources is one that maximizes consumer (or citizen)
preferences.

Economists have long argued that markets are the most eVective means of
maximizing those preferences, and thus maximizing social welfare. A market can
be thought of as any social arrangement (formal institutions and/or a set of social
norms) that promotes exchange. Markets, at least under certain conditions, pull oV
the remarkable trick of allocating resources in a way that maximizes social welfare,
without requiring much in the way of coordinated collective action. Markets, then,
share some of the functions, if not the intent and process of government and public
policy, which also exist to allocate scarce resources and promote the social good.

At least as far back as Adam Smith, economists have recognized that allowed to
barter and truck as they please, individuals pursuing nothing but their own self-
interest can produce positive collective outcomes. Supermarket chains, for example,
are in a fairly cutthroat business. Given a choice, customers will patronize stores that
have the most appealing combination of price, quality, and convenience. Supermar-
kets compete ferociously to provide the best combination of those factors. The
collective outcome of this process of exchange is wide availability of high-quality
foodstuVs at reasonable prices—social goods that beneWt all and are produced with
little in the way of central coordination or goals.

The technical deWnition of eYciency welfare economics uses for judging the collect-
ive outcome of market exchange is the Pareto criterion. A Pareto outcome is an
allocation of resources where ‘‘no alternative allocation can make at least one person
better oVwithoutmaking anyoneworse oV’’ (Boardman et al. 2001, 26). In other words,
a Pareto outcome represents a universally desirable equilibrium where everyone, more
or less, is satisWed with how resources are distributed (Weintraub 1983). A central
principle of economic theory is that markets produce Pareto outcomes when certain
conditions exist (these including these include perfect information, free entry and exit
to the market, and no negative externalities—see Nas 1996, 19).

These conditions are generally recognized to be theoretical ideals rather than
factually descriptive. Assumptions of perfect information, free entry and exit, etc.
are virtually never fully realized in systems of exchange. In other words, while
markets in theory produce Pareto outcomes, in practice they rarely do so. Markets
for many goods, however, approximate these conditions closely enough to allocate
resources reasonably eYciently (think supermarkets). And even though Pareto out-
comes are hard to achieve fully in practice, the Pareto criterion is still valuable
because it serves as a benchmark to measure the extent to which a market maximizes
social welfare. The Pareto criterion can be pressed into the same service for judging
the outcomes of public policy, i.e. providing a conceptual basis for measuring the
relative change in social welfare.

Governments, of course, are very diVerent beasts frommarkets, and even in theory
we cannot just assume eYcient outcomes are a natural product of democratic
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decision making or bureaucratic implementation. In making public policy, govern-
ment allocates resources through a process of centralized coordination backed by
the coercive powers of the state. Contrast this with a market, where (in theory)
there are no collective decisions, collective outcomes being the product of accumu-
lated, individual actions. Public policy on the other hand, represents a collective
decision that government will impose on individuals whether it suits their interests
or not.
These diVerences are exacerbated by the type of goods that markets and govern-

ment actually produce and distribute. Governments deal primarily with public goods
such as clean air and law enforcement, i.e. goods that are non-rivalrous (one person
can consume the good without preventing another from consuming) and non-
exclusionary (excluding people from consuming is costly or impractical). For private
goods, individuals can decide how much they want to consume and markets will set
the price based on supply and demand. For public goods, government decides how
much they will pay for a set quantity that will be consumed by all (Nas 1996, 32–3).
Despite these diVerences, there is a fundamental similarity here: Both markets

(through a process of free exchange) and governments (through the policy-making
and implementation process) allocate scarce resources. Despite the diVerence in the
means of allocation, the Pareto criterion can be used to judge the ends in both cases.
The Pareto notion of eYciency provides the conceptual means to assess a collective
outcome, to judge how well it serves the ultimate objectives of society, regardless of
whether it is a product of a market or a public policy.
All these theoretical diVerences between market and government approaches are

not as clear-cut in practice as they are in theory. There exists a large class of quasi-
public goods that both government and the market play a hand in providing. Public
and private schools provide educational services, for example. The existence of these
quasi-public goods has provided a fertile ground to develop economic theory as
democratic theory. Public choice, for example, is basically neoclassical economic
theory translated into a normative theory of democratic politics (Ostrom 1973;
Buchanan and Tullock 1962; Friedman 1962). In the policy realm, public choice
emphasizes creating market-like conditions for the provision of public goods and
services through programs such as contracting out, school choice, pollution credits,
and the like. Foundational to such arguments is the notion that social welfare is
maximized when individuals are allowed greater freedom to make the choices they
believe will increase their own utility—in other words, eYciency is already a driving
justiWcation for a broad range of public policies and programs (for a overview see
Frederickson and Smith 2004, 185–206).
In short, there already exists both in theory and in practice, a considerable overlap

between markets and governments. At least in theory, and perhaps in practice it is a
straightforward matter to transfer the concept of eYciency from the market produc-
tion and distribution of private goods to the government production and distribu-
tion of public goods. Under the Pareto criterion an eYcient public policy is one that
alters the status quo such that at least one person is better oV, and no one is worse oV.
In practice, of course, the task is considerably more complex.
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The central obstacle with making the economic concept of eYciency the basis for
assessing policy alternatives or outcomes is that public policies rarely hold even the
theoretical possibility of a true Pareto outcome. A good deal of public policy is
deliberately redistributive in nature, meaning that by design it imposes costs on one
group to provide beneWts to another. In other words, government action may
improve the welfare of some individuals at the expense of the welfare of others.
These sorts of situations are obviously at odds with the Pareto criterion.

Such situations are also exceedingly common elements of the political arena. A lot
of political conXict centers on the question of who will bear the costs and who will
reap the beneWts of policy decisions. As virtually all policy options will produce losers
as well as winners, the Pareto criterion is of little practical help in assessing which
policy option best serves the overall goal of maximizing social welfare.

Because of these diYculties, eYciency is typically transferred to questions of social
choice using a modiWed concept called the Kaldor–Hicks compensation principle,
which was independently formulated by two British economists (Kaldor 1939; Hicks
1939). This principle deWnes eYciency using the concept of net beneWts; it judges the
social worth of a policy by looking at whether it creates more gains than losses.
Technically, Kaldor–Hicks states that if those who beneWt from a policy can use their
gains to oVset the losses borne by those who bear the costs of the policy, then that
policy is potentially a Pareto outcome. As Boardman et al. (2001, 27) succinctly put it:
‘‘If a policy has positive net beneWts, then it is possible to Wnd a set of transfers, or
side payments, that makes at least one person better oV without making anyone else
worse oV.’’

It is important to recognize that such side payments are purely theoretical—the
winners do not actually have to compensate the losers for the policy to be judged
eYcient. In layman’s terms, Kaldor–Hicks means a policy whose beneWts are greater
than its costs is deemed eYcient, and thus helps maximize social welfare.

This notion of eYciency is controversial for obvious reasons. Policies may yield a
positive net beneWt, yet bring misery to those who bear the costs. Those who have
their communities cut in two by highway projects, for example, may Wnd small
comfort in the argument that their loss is outweighed by the beneWts to passing
motorists. While there is an undeniable logic to the notion of judging social welfare
from the Kaldor–Hicks perspective, such situations would strike many reasonable
people as unfair.

Given this, it is unsurprising that the Kaldor–Hicks notion of eYciency is criti-
cized as a highly subjective notion of social welfare. It represents a not insigniWcant
modiWcation of the normative assumptions underpinning that notion of social
welfare sketched above (especially in terms of social welfare being an aggregation
of individual welfare), and there are reasonable criticisms that this recalculated
notion of the social good sits uneasily with other values highly prized by democratic
systems such as equity and minority rights (for discussions of such issues, see
Williams 1972; Kelman 1981; Goodin and Wilenski 1984).

In response to such criticisms, welfare economists defend Kaldor–Hicks as
closely allied to the philosophy of utilitarianism. Utilitarianism essentially argues
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for pursuing public policies that increase the average utility of citizens, and doing so
is assumed to promote the greatest good for society. Around an average increase,
however, individual utility can vary considerably, from healthy gains to devastating
loss. Utilitarianism is often criticized on the grounds that it oVers individuals no
guarantee of a minimum allocation of resources, a criticism that is equally applicable
to Kaldor–Hicks. As a basis for judging public policy, both Kaldor–Hicks and
utilitarianism weight the aggregate gain over the loss of any particular set of indi-
viduals (Weimer and Vining 2005, 135; Posner 1983).1
Philosophical pros and cons aside, the big advantage in using Kaldor–Hicks as the

basis for policy analysis is sheer practicality. This concept of eYciency provides a
straightforward benchmark for judging public policies: Given a set of policy alter-
natives, choose the option that produces the greatest net beneWt. Though substitut-
ing the notion of a potential Pareto outcome for an actual Pareto outcome, this
approach boils the challenge of measuring changes in social welfare down to some-
thing that is analytically manageable. To Wgure out which policy best maximizes
social welfare an analyst simply needs some means to calculate the net beneWts of the
alternatives.
Under Kaldor–Hicks, then, measuring relative changes in social welfare comes

down to measuring net beneWts. Yet in order to calculate the relative costs and
beneWts of a given policy alternative, it is Wrst necessary to have some understanding
of what costs and beneWts are and how (economic) values should be attached to
them. The basic conceptual tool for achieving these goals and measuring changes in
social welfare is willingness to pay (WTP).
WTP is an intuitive way to attach values to costs and beneWts. WTP is simply the

maximum amount that an individual would be willing to pay for a good or a beneWt,
or how much they would want in return for giving up the utility derived from that
good or beneWt (these are assumed to be the same thing). WTP thus attaches an
economic value to the utility of a good or service being consumed (Campen 1986, 29).
WTP is similarly used for valuing costs. Economics conceives of costs as oppor-

tunity costs, which are deWned as the beneWts that could be gained by putting
resources to their next best use (Stokey and Zeckhauser 1978, 151–2; Fuguitt and
Wilcox 1999, 46). For example, let’s say I have enough money to buy a pint of beer or
a bag of peanuts. I opt for the beer. The opportunity cost of the beer is the beneWt, or
satisfaction I give up by not consuming the peanuts. That cost, i.e. the beneWt I would
derive from the peanuts, is deWned by my WTP for the peanuts.
WTP thus provides the means to measure changes in individual welfare by

providing a conceptual basis to attach values to costs and beneWts. Aggregate these
concepts to the collective level, and WTP provides a way to measure social welfare.
Let’s say a public body is faced with two alternatives, A and B. If at least one person
has a higher WTP for alternative A, and no one has a higher WTP for B than for A,

1 This chapter is designed to explicate the basic conceptual and analytical tools policy analysis borrows
from economics. It is not designed to provide a full-blown critique of the normative implications of
putting those tools into practice. Readers interested in those implications are directed towards Haubrich
and WolV, this volume, which is devoted to just such a critique.

734 kevin b. smith



then alternative A is more eYcient and maximizes social welfare (this situation
represents a Pareto outcome). If we add up the WTP for every individual for each
alternative both in a positive and negative sense—i.e. we measure the costs and
beneWts each individual attaches to the two alternatives and subtract costs from
beneWts—the alternative with the highest net positive total is eYcient under the
Kaldor–Hicks compensation principle (Campen 1986, 29–30).

This basic idea of valuing social welfare can be readily conveyed by the notion of
consumer surplus. Consumer surplus is simply the diVerence between WTP for a
good or a service and what they actually pay for that good or service (Mishan 1975,
24; see alsoWillig 1976; Harberger 1971). So if I amwilling to pay Wve dollars for a beer
and the beer actually costs two dollars, the consumer surplus in this transaction is
three dollars. In theory, there is no obstacle to aggregating willingness to pay and
applying it to public policy. In comparing policy alternatives, the option that
maximizes consumer surplus is more eYcient and makes the greater contribution
to social welfare.

Despite its theoretical simplicity, consumer surplus is complicated in practice by
several factors. One such factor is that willingness to pay for most goods and services
is variable. The maximum amount I am willing to pay for one beer after a hard day’s
teaching is diVerent from the maximum amount I’m willing to pay for a second beer.
Technically, this is what’s known as diminishing marginal utility, which simply
means the personal satisfaction I get from consuming beer diminishes with each
pint I put away. The same principle applies in the aggregate. For example, consider a
program to build parking garages to ease a shortage of parking spaces in a central
city. As more and more parking spaces become available, the social utility of each
additional parking space diminishes, and therefore so does the willingness to pay.
The value of the parking garages, in other words, is not simply a matter of subtracting
the costs of construction and operation from the estimated revenue from parking
fees. The social value of the parking garage depends on what motorists are willing to
pay for a parking space, and what they are willing to pay will vary based on howmany
parking spaces are available.

All this variability, at least in theory, is relatively easy to deal with through
marginal analysis. Imagine a graph where the x-axis represents units of a good, and
the y-axis represents the maximum amount the individual is willing to pay for that
good. A basic demand curve can be drawn connecting the WTP for the Wrst unit of
the good all the way down to where consuming one more unit has no utility at all and
willingness to pay for that additional unit drops all the way to zero.

Assuming a linear demand curve, the resulting picture should look like a right-
angled triangle with the demand curve sloping from the y-axis downward and to the
right where it connects to the x-axis. Now, go up the y-axis to the actual price paid for
the good and draw a horizontal line out to the demand curve. This dissects the larger
triangle into two smaller shapes, the upper being a triangle with the horizontal line
representing price paid as its base. The area represented by this triangle represents
consumer surplus—the net value to the individual of consuming the good to the point
where the price of the good and willingness to pay intersect, and consumption stops.

economic techniques 735



The same basic principle can be applied to public polices or programs by simply
aggregating demand curves relative to public goods or programs. Imagine the y-axis
representing parking fees and the x-axis representing parking spaces. As long as there
is some reasonable estimation of aggregate demand (the collective willingness to pay
for each additional parking space), the consumer surplus is calculated in exactly the
same way, i.e. as the area above the parking fee charged and below the willingness to
pay represented by the demand curve.
The practical challenge and the real complicating factor for putting the welfare

economics notion of social welfare into analytic practice is the fact that WTP is
generally unobserved. It is easy to observe what is charged for a good. The WTP for
an individual—let alone a municipality or a county or a country—is rarely imme-
diately evident. Much of the methodology of the welfare economics paradigm is
employed to generate estimates of WTP, to in eVect produce reliable demand curves
for the consumption of public goods and services (for a detailed survey of such
techniques, see Boardman et al. 2001).
Despite the methodological challenges, what should not be lost is that there is an

underlying intuitive simplicity to the conceptual tools welfare economics uses to
deWne and measure social welfare. Certainly all of the ideas represented in this section
can be summarized very succinctly: EYciency is nothing more than a characteristic
of the distribution of resources. The optimal distribution of resources to maximize
social welfare is a Pareto-optimal distribution, which can be roughly thought of as
the distribution that maximizes the preferences of all citizens. Because the oppor-
tunities to maximize the preferences of all citizens are rare (especially with public
policy) a more practical modiWcation—the Kaldor–Hicks compensation principle—
is used. Kaldor–Hicks recognizes that altering distributions of resources will often
result in winners and losers. Kaldor–Hicks adopts the utilitarian perspective that if
the gains of the winners outweigh the losses of the losers, society gains in the
aggregate and such a distribution can thus be viewed as eYcient. These conceptual
tools can be used to fashion a set of practical analytic tools to study public policy.

2. Basic Analytic Tools: Cost Analysis
.......................................................................................................................................................................................

The conceptual tools discussed in the previous section can be applied analytically
using a number of diVerent methodologies. One of the most common approaches to
applying the Kaldor–Hicks concept of eYciency is cost analysis. Indeed, cost analysis
can generally be thought of as a methodology to calculate the eYciency of policy
alternatives.
Cost analysis is not a technique, but rather an umbrella term for a variety of

techniques that include cost–beneWt analysis (CBA), cost–eVectiveness analysis
(CEA), cost utility analysis (CUA), and cost feasibility analysis (CFA). These tech-

736 kevin b. smith



niques (especially CBA) constitute the primary economic tools used by policy
scholars to analyze problems of social choice (Levin and McEwan 2001, 27–8 provide
an excellent summary of the various cost analysis approaches). Though readily
adaptable to ex post policy studies, the most commonly employed cost analysis
techniques—especially CBA and CEA—are used almost exclusively as ex ante tech-
niques (Boardman et al. 2001).

Essentially, the big attraction of cost analysis is that it oVers a way systematically
(and its most fervent proponents would argue, objectively) to judge the social worth
of alternative policy options. If, for example, policy makers are focused on the
problem of high secondary school dropout rates, there will undoubtedly be a
constituency for a wide range of responses to this problem: smaller classes, vouchers,
more qualiWed teachers, after-school programs, a back-to-basic curriculum; the
potential policy permutations are virtually endless. Given limited resources, which
of these alternatives should policy makers pursue?

Such problems of social choice are common in public policy decision making and
represent a signiWcant challenge to policy analysts for two reasons. First, there are
high levels of uncertainty in ex ante analysis. Exactly what a program or policy will
achieve is unknown until it is implemented and its outcomes analyzed. Proponents
of, say, vouchers may argue their favored policy will result in fewer dropouts, and will
cut educational costs with no adverse consequences. Until a voucher system is
actually in place and given time to work, however, the empirical merits of such a
claim are unknown.

Second, the notion of what best serves the public interest or makes the greatest
contribution to social welfare is very much in the eye of the beholder. Partisan or
ideological preference—even outright self-interest—can heavily inXuence percep-
tions of what policy is judged to be the best use of public resources. Given this, on
what objective basis can policy analysts claim to rank the merits of one policy option
over another?

Cost analysis is designed to provide one potential answer to this question. Distilled
to its essence, the central objective of most forms of cost analysis is to estimate the
relative eYciency (of the Kaldor–Hicks variety) of competing policy alternatives.
This is practically achieved by calculating ratios of policy inputs to some measure of
outcomes. The inputs represent the resources a program or policy consumes, which
theoretically (though not always in practice) are valued as opportunity costs. The
outcomes represent the expected real-world impacts or performance of the program
or policy. The latter are actually translated into economic values using the WTP
approach in CBA, though in other forms of cost analysis theoretical purity typically
bows to a more rough and ready notion of eYciency (though one still that clearly
springs from the Kaldor–Hicks principle). The logic is simple: however calculated,
these ratios allow a comparative judgement of which policy option will provide more
of the desired outcomes at the least cost. In economic terms, these are viewed as
measures of the relative eYciency of the policy alternatives.

In addition to providing a practical basis for calculating the eYciency of policy
alternatives, cost analysis can also address (though not fully solve) the uncertainty
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problem. Part and parcel of any good cost analysis is an accompanying sensitivity
analysis. The latter involves varying input and outcome estimates across some
range of reasonable possibilities. This helps assess how robust any estimate of
eYciency is relative to the assumptions underpinning the calculation of inputs and
outcomes. This does not remove uncertainty from policy analysis, but it does provide
a basis for assessing how the unknowns of the future may inXuence the eYciency of
any given policy alternative. In short, sensitivity analysis allows us to capture the
potential consequences of uncertainty across the best- and worst-case estimates of
inputs and outcomes (Manning, Fryback, and Weinstein 1996; Drummond
et al. 1997).
All forms of cost analysis share this basic conceptual approach, and all commonly

use market (monetary) values to quantify the input side of ratio. Cost analysis
techniques diVer mainly on how they attempt to quantify the costs of policy
outcomes. The simplest (and most limited) is cost feasibility analysis, which is simply
a ratio of the estimated costs of a policy option relative to the resources available. If
the ratio of available resources to estimated costs is greater than 1.0, the project is
judged to be feasible given the available resources. The main objective of conducting
a CFA is simply to assess whether a particular policy alternative is possible given
available resources (for an introduction to CFA see Levin andMcEwan 2001, 22–6; for
an example see Brewer et al. 1999).
Cost eVectiveness analysis evaluates policies on the basis of costs relative to some

measure of policy or program eVectiveness (i.e. a quantitative outcome measure that
reXects the relative achievement of the desired policy goal). Dividing costs by the
outcome measure yields a ratio that can be interpreted as the cost per unit of
eVectiveness (good primers on CEA include Fuguitt and Willcox 1999, 276–95;
Weinstein and Stason 1977; examples include Quinn, Van Mondfrans, and Worthen
1984; Levin 1988; Weinstein 1996). For example, in the dropout scenario above an
obvious eVectiveness measure would be the estimated number of dropouts prevented
by each policy option in a given timeframe. Dividing the costs of each policy option
by the estimated number of dropouts prevented provides an intuitively easy way to
rank the options in ‘‘bang for the buck’’ terms (for good introductions to CEA see
Levin 1991, 1995).
For programs or policies that share a single objective, cost eVectiveness analysis

provides an intuitive way to rank alternatives on the basis of their cost eVectiveness.
The obvious drawback of CEA is that many policies have more than one objective, or
at least have more than one expected outcome, and CEA assesses alternatives on the
basis of a single outcome. Cost utility analysis oVers a partial solution to the
problem. CUA assesses the utility of policy alternatives relative to their costs.
The ‘‘utility’’ of Cost Utility Analysis is generally thought of as ‘‘satisfaction’’ or

‘‘preference’’ and is often operationalized by combining a series of outcome or
eVectiveness measures into a weighted utility score. A good example is the quality-
adjusted life year (QALY) that has been used in a number of health research studies.
QALY is a utility measure that assesses a medical treatment by looking at how long it
extends life and the health-related quality of life during that time. The concept of
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QALYallows health researchers to assess medical treatments on a more holistic level
than a single outcome (see Drummond et al. 1997; Nord 1999).

By far the most Xexible and most commonly used form of cost analysis, however, is
cost–beneWt analysis (see Haveman andWeimer 2001). CBAwas originally developed
in the 1930s to aid decision making about federal water resource projects in the
United States. The Flood Control Act passed by Congress in 1936 began applying
economic principles to policy analysis by requiring federal agencies to calculate the
costs and beneWts of water resource projects (McKean 1958).

From those beginnings CBA spread to other policy areas and other countries. By
the 1960s the British government, for example, was using basic CBA methodology to
help inform decisions about transportation investments and nationalizing industries
(Fuguitt and Wilcox 1999, 8–9). This general spread of CBA methods progressed
through the 1970s, 1980s, and 1990s, its main attraction being its ability to Wll a
practical decision-making need: ‘‘how to assess and prioritize policy alternatives that
generate beneWts or costs not priced in markets’’ (Fuguitt and Wilcox 1999, 13). CBA
is currently one of the most widely employed forms of ex ante policy analysis and is
employed across a wide variety of policy Welds at all levels of government.

CBA represents the most direct attempt to put the conceptual tools described
above into methodological practices. It does this by using the concepts of WTP and
opportunity cost to place monetary values on both the inputs and the outcomes of
policy alternatives. Once this is accomplished, CBA provides a very straightforward
measure of a given policy alternative’s economic eYciency. A beneWt–cost ratio
(BCR) can be interpreted as the monetary units of beneWt produced for each
monetary unit of cost. Assuming the monetary units are dollars, then, a ratio of 1.0
indicates a project that produces a dollar’s worth of beneWts for every dollar’s worth
of costs invested. A ratio above 1.0 indicates a more eYcient option, i.e. an option
that returns more beneWts for every dollar of cost. A ratio below 1.0 indicates an
ineYcient alternative, one that has more costs than beneWts (basic introductions to
the methodology of CBA include Boardman et al. 2001; Layard 1974).

In CBA it is also common to produce an even more direct measure of the Kaldor–
Hicks notion of eYciency: net beneWts. Net beneWts are simply the total beneWts of an
alternative in monetary terms minus total costs. A positive number indicates a
project that meets the eYciency threshold set by Kaldor–Hicks, i.e. it is a project
where society gains overall.

One of the huge advantages of CBA over other forms of cost analysis is that it can
weigh any policy alternative on a common metric of economic eYciency. Thus CBA
can be employed to judge the relativemerits of projects as disparate as, say, a new road,
an after-school tutoring program, and a tax cut. Given that set of choices, which
option best maximizes social welfare? CBA has no problem answering this question as
long as an analyst can Wgure out whose beneWts and costs should be counted (not a
trivial problem—see Whittington and MacRae 1986) and is able to translate the costs
and beneWts of these programs into monetary terms. Once this is done the economic
eYciency of each option is readily calculated and under the welfare economics
paradigm the most eYcient contributes the most to the social welfare.
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As long as the inputs and outcomes of a policy can be reasonably translated into
monetary units, CBA thus oVers an unparalleled tool to assess the eYciency of
various policy options. The rub, of course, is accurately translating the value of
things like less traYc congestion and fewer dropouts into monetary terms. There is
no shortage of CBA critics who cringe at the notion of putting dollar Wgures on the
worth of clean air, reduced crime, or even life itself. Much of the analytic horsepower
used in CBA analyses is expended in estimating the WTP for things that are not
traded in eYcient markets, things such as clean air and occupational risk.
There are a number of methodologically creative ways to get such estimates.

Hedonic pricing, for example, is built on the notion that while we cannot observe
WTP for things like the value of green space, we can observe what people are willing
to pay for things whose value is partially driven by such non-observables. The price
of a house, it is well known, is driven by location. Proximity to a good view or a park
will help drive the price of real estate. Given this it is possible to decompose the price
of houses in a given geographical area into its constituent parts using basic regression
analysis. Market price of the house is the dependent variable, and characteristics of
the house (e.g. size, number of bedrooms) and neighborhood (e.g. median income,
crime rates), function as independent variables.
It is also possible to include on the right-hand side of the equation things like

proximity to a park, the test scores of local schools, and quality of air in the
neighborhood. The resulting coeYcients can be used to estimate the WTP for the
value of green space, a good education, and clean air. Essentially hedonic pricing
values things that are not traded in markets by decomposing the values of goods that
are traded in reasonably eYcient markets (see Rosen 1974 for the theoretical case for
hedonic pricing; for primers on techniques see Boardman et al. 2001, 340–4; Lancas-
ter 1966; examples include Uyeno, Hamilton, and Biggs 1993; Smith and Huang 1995).
Other approaches include contingent valuation, which is essentially surveying

people on their WTP for goods and services, and market analogy or intermediate
good methods. The latter methods rely on estimating WTP by Wnding some private
good that is either analogous to a public good or is actually produced by a public
program. An example of the market analogy approach would be using rents charged
in the private housing market to put a value on the beneWts of a public housing
program (for overviews and examples of these and similar methods, see Mitchell and
Carson 1989; Bishop and Heberlein 1990; Nelson 1981; Brown and Mendelsohn 1984;
Arrow et al. 1992). While these and other approaches can produce the monetary
estimates CBA requires to gain its analytical traction, there will always be questions
about their reliability and validity (see Self 1975).
For example, can you really put a value on human life (Zeckhauser 1974)? Is the

‘‘cost’’ of a rape to the victim really equivalent to $81,200 (Miller, Cohen, and
Rossman 1993)? Is the ‘‘beneWt’’ of a day of Wshing really $45 (Walsh, Johnson, and
McKean 1992)? To literally put a price on being the victim of a violent crime, the
pleasure of a day spent with a rod and reel, or even life itself strikes many as requiring
a questionable philosophical leap of faith. Is there, quite literally, a market value for
everything? If your answer to that question is no, it is unlikely you will be persuaded

740 kevin b. smith



by monetary estimates to the contrary, regardless of their underlying methodological
creativity or sophistication.

Yet while acknowledging that critics may have a point, CBA has become the Swiss
army knife of ex ante policy analysis for good reasons. Many of the targets of policy
analysis involve things that are reasonably amenable to economic valuation. The
beneWts of a job training program, for example, can be reasonably monetized by
looking at the earnings diVerence between those who have the training and those
who do not. The diVerence is presumed to be WTP, i.e. the amount participants
would want in order to give up the beneWts they received from the program. Once
costs and beneWts are transformed into monetary units, CBA provides the most
direct way of assessing any given alternative’s impact on social welfare as it is
conceived by the welfare economics paradigm.

Perhaps the ultimate defense of CBA is that when costs and beneWts can be
reasonably quantiWed in monetary terms it provides a robust and systematic assess-
ment of social welfare. This does not have to be the end all and be all of policy
analysis, and does not automatically have to exclude other views from being taken
into account. CBA simply represents an eVective means of evaluating public policies
on the basis of economic eYciency. The latter represents important information
when confronting questions of social choice, and CBA along with other forms of cost
analysis, are analytical tools well suited to producing that information.

3. Conclusion
.......................................................................................................................................................................................

There is no doubt that economics, welfare economics in particular, is a primary
supplier of the conceptual and analytical tools used in policy analysis. The reason for
this is simple: welfare economics makes available a robust set of theoretical and
methodological frameworks that are readily adaptable to problems of social choice. A
key challenge in policy analysis is coming up with some systematic answer to the
question: what should we do? Given scarce resources, and a range of alternatives to
address a problem or issue of concern, how can those resources be expended to best
serve the public interest?

Conceptually, the welfare economics paradigm answers these questions by starting
with a clear notion of what constitutes the public interest. Public interest is
conceived of as social welfare, which is nothing more than the aggregation of
individual perceptions of their own levels of utility or satisfaction. The normative
benchmark welfare economics provides for judging the public interest is this: given a
choice of policy alternatives, the most preferred is the choice that maximizes social
welfare.

To measure changes in social welfare, the concept of eYciency is employed, which
deWnes a particular characteristic of a distribution of resources. The conceptual
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modiWcations of eYciency, let alone the methodological calculations, can seem
complex to those uninitiated into the welfare economics paradigm. Yet the basic
idea of how eYciency is practically employed as a benchmark of social welfare is
intuitive and can be usefully captured in lay terms: social welfare is improved if a
policy or program results in a situation where those who beneWt from the policy
could, at least in theory, compensate the losers and still come out ahead. This
represents a net gain to society, and thus advances social welfare.
Methodologically, the concepts underpinning the welfare economics paradigm

are readily translated into applied analytic tools through approaches such as cost
analysis. Among the family of cost analytic techniques, cost–beneWt analysis represents
the most straightforward attempt to measure the economic eYciency of policy alter-
natives.
There exist criticisms of both the concepts and the methods that point out

legitimate limits of the welfare economics paradigm of policy analysis. Other
conceptions of social welfare can be formulated that pay greater attention to minor-
ity rights, or more egalitarian distributions of resources than the eYciency
benchmark of welfare economics. Putting monetary Wgures on intangibles such
as the value of a human life or the worth of clean air may strike some as
normative navel gazing regardless of the econometric sophistication that generates
such eVorts.
Such criticisms, however, should not obscure the fact that a policy analyst’s tool kit

would be very minimal if these conceptual and analytical approaches were removed.
Economics provides the means to generate systematic analysis to inform policy-
making decisions. Ultimately the value of these tools is practical: they provide ‘‘a
hard number . . . of the net value of an investment, project, or activity’’ (Munger 2000,
376). As long as policy makers and policy scholars see value in knowing such hard
numbers on net values, the welfare economics paradigm will continue to provide the
tools to get that particular job done.
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...................................................................................................................................................

ECONOMISM AND ITS
LIMITS

...................................................................................................................................................

jonathan wolff
dirk haubrich

1. Introduction
.......................................................................................................................................................................................

In its broadest sense, ‘‘economism’’ is the claim that decision makers and theorists
have overestimated the contribution that the economic realm can make to
policy making. Given a society’s limited resources, public policy often requires taking
decisions among conXicting desires and goals. How best to make such choices—the
‘‘allocation of scarce resources among competing ends’’—has troubled analysts
for quite some time, and economics has been a sought-after discipline to provide
guidance in that endeavor. Government agencies, unlike private corporations do not
face the danger of bankruptcy when implementing a policy that is not eYcient
and often Wnd their budget constraints ‘‘softened’’ (Kornai 1986). While private
Wrms have to minimize their costs due to external market pressures exerted
upon them, few such pressures exist for government agencies. Hence, ineYciency
tends to be more severe and prolonged than in the private sector (Leibenstein 1966).
Given that in some welfare states the allocative sector can be as large as half of GDP
and that its administration requires an extensive bureaucracy with a plethora of laws
and regulations, the quid pro quo question of how most eYciently to organize it is
undeniably imminent.

* The authors are grateful to Donald Franklin, Bob Goodin, Michael Moran, Camilla Needham, Jesse
Norman, Martin Reid, and Grant Venner for helpful comments on earlier drafts. The research has been
supported by AHRB Innovation Grant No. AR15635.



Privatization, the paticipation of the private sector in the delivery of public
services, and the application of private sector management techniques, discussed
in Chapters 24, 32, and 36 in this volume, have been heralded as pointing in the
right direction. The incorporation, privatization, marketization, and deregulation of
public services and the reassigning of policy responsibility from bureaucratic
administrators to the most cost-eVective private bidder through ‘‘temporary
contracts’’ were seen as methods to ascertain the desired levels of eYciency. They
were based on economic evaluation techniques that enabled policy makers to
identify, measure, value, and compare the consequences of alternative policy pro-
grams.

These economic evaluations can be seen as proceeding through a number of
stages. First, for any proposal under consideration, including the option of doing
nothing, a qualitative statement of its expected costs and beneWts is to be
provided. Second, each cost and beneWt should be rendered in quantitative
form. Third, each quantity should be translated into a common currency (usually
monetary values). Fourth, the total expected costs or beneWts should be calcu-
lated. Finally a decision should be taken on the basis of which proposal produces
the greatest sum of beneWts over costs, so understood. The Wrst stage seems
essential to any rational decision-making process, but each further stage is highly
contested.

This chapter will address the diYculties that these phases give rise to in theory and
practice. We will do so against the background of the most popular economic
evaluation technique currently employed in policy making, that of cost–beneWt
analysis (CBA). After setting the scene, in Section 2, with a brief outline of
the meaning of economism as a term and concept, Section 3 will explore the issues
related to the measurement and monetary valuation of the items that are to be
included in economic evaluations (what we might call the valuation problem). To
be sure, if the methodology of economic evaluations is not to be arbitrary or
fetishistic, some connection between the currency of evaluation and human well-
being, at least broadly conceived, must be established. After all, the monetary value of
a good reXects the strength of individuals’ preferences for that good, which in turn
is a measure of the welfare provided by it. Implementing this rationale exposes
serious weaknesses, however. They must not go unnoticed and require comprehen-
sive exploration. Section 4 will then deal with the problem of comparing costs
and beneWts across lives (what we might call the commensurability problem),
while Section 5 outlines the issue of how the intrinsic value of human beings might
be overridden by economic evaluations (the intrinsic value problem). Although
these charges can be brought against any policy domain to a greater or lesser degree
we will place them into the speciWc context of health care provision and environ-
mental regulation to make the discussion more tangible. In Section 6 we will then
briefly develop some alternatives and propose a set of recommendations that we
would want economic approaches to public policy to follow if the pitfalls of econo-
mism are to be avoided.
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2. Economism as a Term and Concept
.......................................................................................................................................................................................

Claims of economism can come in two disguises. The Wrst is a psychological account
about the motivation that drives human action, which is assumed to be predomin-
antly spurred by economic motives so as to improve one’s own material well-being.
First introduced in this sense by communist intellectuals at the beginning of the
twentieth century, economism as a term and concept was seen as an antipode to
class-consciousness, ideology, and political activity. Sections within the socialist
movement were accused, for example, by Lenin (1964, 29) and much later, Gramsci
(1971, 165) of betraying their common cause because they were too happy to settle for
better economic terms and conditions on which to sell their labor power, found cozy
arrangements with capitalist industrialists, and generally refused to engage in the
more demanding revolutionary struggle to obtain political power. More muted
instances of this account are still heard today: trade unions are said to direct their
behavior depending on the extent to which employers are willing to raise salaries for
their members; and political parties are accused of obtaining funds from pressure
groups to sponsor the voting campaigns of their candidates—in exchange for which
they support policies that these economic interests favor and at the expense of
satisfying the preferences of their constituents.
The second account, which we are henceforth concerned with in this chapter,

refers to the theoretical foundations on which public policy is and should be built.
Economism understood in this political theory sense lays blame on public policy for
delineating economic eYciency as the predominant policy objective; for applying
elaborate economic tools to identify the policy option best suited to achieve that goal;
and for relying on the market, or some proxy as the institution best equipped to set
the required framework. The policy choices made as a result, so the claim goes,
trump, or at least reduce other important values that guide human behavior and that
society might therefore uphold, such as solidarity, community, equality, or friend-
ship (Henderson 1996).
The emphasis on economic eYciency became particularly noteworthy in the 1980s,

when the new center-right governments that had come into power in the USA, the
UK, and Germany started to subject their public expenditures to much more
stringent economic scrutiny. They saw the expansion of the welfare state in previous
decades as having had adverse eVects on economic eYciency and international
competitiveness, which has thus become a source of major economic problems,
including declining productivity growth and high levels of unemployment (Okun
1975). Hence, governments decided to cut public spending and taxes and to reassign
responsibility for individual well-being from the state to the individual. Investments
into public services such as health, transport, and education dropped dramatically
and were kept at low levels for many years to come.
Two decades later many industrialized countries were rewarded in their economic

policies with substantial increases in output of products and services as well as
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greater international competitiveness. However, these successes came at a consider-
able price in terms of the domestic distribution of income. For although the causal
link between high levels of equality and low levels of eYciency has been contested as
‘‘elusive’’ (LeGrand 1991, ch. 3), the two countries most concerned about eYciency
and the free market experienced above-average shifts in income distribution from the
poor to the rich: in the UK, the so-called ‘‘Gini coeYcient,’’ a common statistical
index in the social sciences to measure diversity and inequality in income and wealth
within a society, rose from 0.25 in 1979 to 0.35 in 2000, while the USA saw an increase
from 0.36 to 0.43 over the same period (Coudouel and Hentschel 2000).1

The ramiWcations of greater inequality and competitive pressure were not only felt
by the poor and vulnerable. A general dissatisfaction grew among citizens with the
absence of rewards that they, at least in the long run, anticipated in exchange for the
sacriWces and hardships they increasingly incurred in daily life. The discontent
became widespread, uniting individuals with diverse agendas against the ramiWca-
tions of domestic as well as international economic policies. The unprecedented
demonstrations the world saw at the end of the millennium in Prague, Seattle,
Genoa, and Washington, among others united the most unlikely bedfellows: farmers
complaining about the decline of rural communities found themselves standing
shoulder to shoulder with ‘‘deep ecologists’’ demanding sensible stewardship of the
resources and value that nature oVered. And while feminists decried the absence of
the value of household labor in economic calculations, religious leaders raged against
the portrayal of human beings as intrinsically motivated by hedonistic interests. By
that time, then, the claim of economism no longer emanated from within the
political left, as it had done during Marx’s and Lenin’s time, but cut well across the
political left–right spectrum.

The methodological and philosophical diYculties that we will draw out in this
chapter will go some way to shed light on the reasons for the public’s discontent with
economistic policy approaches. A suitable starting point to do so is to examine the
evaluation method most commonly employed to ensure that desired eYciency levels
are achieved, that of cost–beneWt analysis (CBA).2 CBA enables analysts to exploit a
set of analytical tools used in economics and econometrics to evaluate project
investments and policy options and has been made a legal prerequisite in most
countries. In the USA, for example, a comparison of costs and beneWts has been
recommended since the Roosevelt administration. Executive order 12991, signed by
President Reagan in 1981, later codiWed CBA as a requirement for agencies when
conducting risk assessments in health, safety, and environmental regulation (Smith
1984; PCCRA 1997; for the UK: HM Treasury 1997).

1 The Gini coeYcient varies between the limits of 0 (perfect equality) and 1 (perfect inequality) and is
best understood as the geometrical divergence in a diagram between a 45 degree line on the one hand,
which represents perfect equality, and the Lorenz curve beneath it on the other, which measures
percentage income distribution (as plotted on the y-axis) across the percentage of the population (as
plotted on the x-axis).

2 In some (mostly US) literature the method is also referred to as ‘‘beneWt–cost analysis.’’

economism and its limits 749



There is a large body of literature available dealing with CBA, some of which dates
back to the 1920s, when large-scale engineering projects in the USA required some
type of project evaluation. Although CBA is not really a self-contained Weld of
economics but sits somewhat uneasily between several scholarly discourses including
philosophy, psychology, and politics (Adler and Posner 2001; Layard and Glaister
2001), the central procedures of CBA have been predominantly deWned by econo-
mists. The standard introductory textbook, too, has been written by an economist
(Mishan 1972) and is now available in its eighth imprint. While the scope of CBAwas
often conWned to costs and beneWts that accrued to a single enterprise only, Mishan
soon demanded that CBA be carried out in such a way as to include all known costs,
external or internal, and be ‘‘concerned with the economy as a whole, with the
welfare of a deWned society, and not any smaller part of it’’ (1972, 11).
Appreciating the eVects on the welfare of the whole society, however, required

policy makers to apply ever greater levels of analytical sophistication so to be able to
capture the additional dimensions by which societies have come to deWne said
welfare—such as the environment, health, and safety, to mention but a few. As the
remit for economic methodologies became therefore ever more expansive, additional
problems, at operational as well as conceptual level, presented themselves. Sections 3
to 5 will outline one of them each.

3. The Valuation Problem
.......................................................................................................................................................................................

Economism, we have pointed out, is the charge that a theorist or policy maker has
overestimated the signiWcance of the economic realm. To accuse followers of CBA of
economism is, then, to suppose that they have made some sort of mistake in applying
their economic rationale; most likely one of reductionism, in which some value
important to societal well-being is either incorrectly reduced to a monetary metric or
ignored altogether. This is what we might call the valuation problem, and one area in
which this issuehasoftenbeen raised is thepolicydomainof environmental regulation.
When public policy involves decision making about ecological systems, the prices

for the natural services and goods required to implement a policy option need to
reXect the true costs incurred in their creation, not only those that are reXected in
market prices. Through an analysis of costs and beneWts that incorporates these
externalities, policy makers try to ensure that a certain stock of natural resources can
be maintained, including the quality of soil, ground and surface water, land biomass,
and possibly, the waste-assimilation capacity of the receiving environments (Hanley
and Spash 1993). As part of a CBA, the costs and beneWts of alternative policy options
need to be measured. To do so, quantitative relationships between, for example,
pollution exposure on the one hand and some human or ecological response on the
other, are needed to estimate the marginal change the policy will bring about.
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This can be a substantial endeavor because, contrary to a CBA carried out by a
Wrm, public policy decisions have to include the impact not only on a corporate
entity but on wider society as well. The crucial feature of some of the goods in need of
valuation is that we care about them—such as clean air and water, the countryside,
etc.—but they are not traded in commercial markets and therefore have no market
price. Many of nature’s services fall into this category of public goods (Hardin
1982): while they are consumed jointly, no one can be excluded from using them
(‘‘non-excludability’’), and one person’s use does not limit another’s (‘‘non-rivalry’’
or ‘‘non-divisibility’’), at least up to some congestion point. Tangible natural re-
sources that are traded in a market represent only a small part of the services that
nature provides. Our ecosystem, with its abiotic (i.e. non-living) and biotic (living)
components such as climate, soils, bacteria, plants, and animals, provides additional
services from which the human population, either directly or indirectly derives
beneWts. They include raw materials and waste assimilation of course, but also entail
functions usually not included in CBAs, such as hydrological Xows, regulation of
global temperature, biological control, nutrient cycling, to mention just a few.

The reason for their absence is due to problems economists and policy makers face
with the accurate estimation of the value of these services. In the past decades, several
attempts have been made to address this issue, and a number of valuation techniques
have been advanced that examined revealed behavior in a market. The intention has
been to assign a monetary value to both the stocks of natural assets and their use as
material inputs and sinks for waste residuals. Most of these methods are only
applicable to limited contexts and therefore have their particular strengths and
weaknesses. Such is the case for the ‘‘travel cost method,’’ which establishes a
relationship between the costs individuals are willing to incur to visit resources
with recreational functions; ‘‘hedonic pricing’’ for goods the value of which can be
inferred from a proxy good in the market—such as property values indicating the
costs of noise levels in a given neighborhood; and ‘‘opportunity costs’’ where one
resource use precludes another (for a concise overview see Turner, Pearce, and
Bateman 1994, 114–27).

A signiWcant advance towards a more universally applicable method was made
when from the 1960s onwards, ‘‘contingent valuation’’ (CV) was introduced as
another valuation technique, which was not based on individuals’ revealed but on
their stated preferences. With CV, economists sought to create hypothetical markets
for all goods traded outside the market system, by asking people what they would pay,
if there was a market and they had to (Arrow et al. 1992). Contingent valuation is an
umbrella term that covers divergent methodological approaches but usually employs
surveys to elicit respondents’ value for a commodity and their willingness to pay
(WTP) for the satisfaction of a preference or accept compensation (WTA) for
forgoing its satisfaction. With the help of CV, considerations of what policy choice
might be in society’s overall interest can be informed by economic evaluations such
as CBA of how these values balance up.

These surrogate valuation methods established themselves very quickly in the aca-
demic and policy-making communities. They constituted a paradigm shift in economic
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theory, away from the study of actors’ revealed preferences in themarket (Robbins 1932)
towards the study of stated preferences and human behavior in experimental settings.
CV experienced continuous methodological improvements throughout the 1980s and
1990s reaching ever higher levels of sophistication and purported objectivity. Leading
environmental economists such as Pearce (1993) in the UK and Kneese (1984) in the
USA endorsed the suitability of this approach for public policy.
In the mid-1990s a team of researchers around Robert Costanza was then able to

consolidate more than 100 of such CVanalyses so to produce the most comprehensive
study to date on the value of nature (Costanza et al. 1997). They estimated that the
annual value of seventeen diVerent ecosystem services is equivalent to $US33 trillion,
with nutrient cycling (17,075 bn) and waste treatment (2,227 bn) at the top of the
price list. The success of CV was not only conWned to academic studies such as
Costanza’s, however. In the USA, it also became a legally binding procedure on
which, for example, compensation payments for the environmental damage inXicted
by the 1989 Exxon Valdez tanker catastrophe were based. But as sophistication
advanced, so did the controversies and debates surrounding the method, some
themes of which are worth summarizing here.
First, there is the criticism advanced, for example by Diamond and Hausman (1993),

thatWTP is an inadequate proxy formarket prices because of the ambiguity and limited
reliability of the stated preferences used in CV, as opposed to those revealed in amarket.
A price is the economic value beyond which people would cease to demand a good and
spend their money on some other source of satisfaction instead. In an actual market,
consumers’ willingness and Wnancial constraints sets the price at which goods are
exchanged in such a way. In a CV setting this is not necessarily the case. The $US33
trillion price tag that Costanza et al. have put on nature does not fulWll this requirement.
If these ecosystem services were actually be paid for, the global price system would be
very diVerent from what it is today. The implication of Costanza’s analysis is that in
trying to replace these services, global GDP, which currently stands at $US18 trillion,
would need to increase by a further $US33 trillion, without immediate increase in
material possessions that individuals would be able to experience qualitatively or
quantitatively in exchange for the higher prices that they would have had to pay.
This objection has some merit because CV is by deWnition a hypothetical ap-

proach, with hypothetical markets, a hypothetical provisioning of commodities, and
hypothetical payments. As Hayek (1975) had already explained for the related case of
collectivist economic planning, individuals cannot articulate their preference inde-
pendent of the context for action that the marketplace supplies. The diVerence
between hypothetical statements of value and those that are obtained when real
economic commitments would have to be made can never be known.
Hypothetical bias is not the only weakness of CV, however. There is, secondly, a set

of criticisms directed at the assumption underlying survey methodologies that
coherent preferences on policy issues are susceptible to valuation and extractable
through interviews or questionnaires. However, uncertainty, the novelty of the
survey situation, question construction, and phrasing often make public opinion
on policy issues unintelligible if not misleading. Once a particular machinery for
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making social choices from individual tastes is established it might be in the
individual’s strategic interest not to reveal her real preferences (von Neumann and
Morgenstern 1947). To borrow a well-known example from another subWeld of
political science, once a society has established a Wrst-past-the post electoral system,
citizens are likely to vote for the less desirable major party candidate instead of the
minor party candidate they really favor. Underestimating the methodological diY-
culty of encoding such context-laden statements is therefore diYcult, and CV could
not possibly do justice to policy proposals aiming to launder them.

Third, the deWciencies of applying CV to economic decision making points to the
more fundamental issue whether public policy should be sensitive to preference satis-
faction at all—nomatter whether hypothetically stated or actually revealed in a market
(SagoV 1988). CBA functions on the basis that an allocation of resources is preferable if
people’s preferences are better met. This view is founded on the economic assumptions
inherent in consumer choice theory thatWrst, an individual consistently knowswhat she
needs (usually referred to as the ‘‘rationality’’ ideal), and second, that her well-being
depends on her subjective sense of satisfaction, which is best achieved by letting her
preference determine the use of a society’s resources (the ‘‘consumer sovereignty’’ ideal).
It is then possible to deWne an economic function for that individual such that the
beneWt of an alternative is greater than other alternatives over which it is preferred.
These assumptions underpin not only the branch of economics, usually referred to as
‘‘normative welfare economics,’’ that we are concerned with in this chapter; general
economic theory, too, has relied on these assumptions to explain why the autonomous
consumer acting in the free market is a better judge of her utility than a central planner.
These assumptions have allowed practitioners and theorists in the Weld to derive the
shape of demand curves and explain the eYcient functioning of themarket (Samuelson
1948; Lipsey and Chrystal 1999).

Scholars critical of the idea’s moral credentials have attacked the naive form of
subjectivism inherent in the theory, which conceals well-known facts about human
nature: that the psychological mechanisms by which social causes are transformed
into beliefs and preferences let individuals adjust their aspirations to their percep-
tions of possibilities, giving rise to the phenomenon of ‘‘adaptive preference forma-
tion’’ (Elster 1983); that they might be malformed so that their satisfaction will inXict
harm on themselves (the heroin addict; the gambler) or others (the murderer) and
should therefore not be accepted as legitimate input into economic evaluations (Sen
1987); that preference satisfaction fails to accord the proper moral status to those
beings—both human (e.g. children) and non-human (e.g. animals)—that are in-
capable of expressing a preference; that people wrongly predict the eVects of their
own choices on their future well-being (Kahneman 2003); and that Wnally, preference
satisfaction endorses individual choice based on errors, ignorance, or misinforma-
tion, as it is incapable of distinguishing them from those based on knowledge.

Consumers are, then, not always the best judges of their preferences, and WTP is a
poor proxy for market prices: Policies should not always satisfy what respondents
have stated as preferences at the outset. To Richardson (2001), these phenomena are
understandable and can be attributed to consumers’ ‘‘incomplete thinking:’’ As
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consumers’ experience grows, ‘‘practical intelligence’’ allows them to continue delib-
erating about the pros and cons of policy options. They then expectedly overturn
their preferences in light of new and better information, a fact about human nature
that economic tools such as CBA are incapable of factoring in.
To be sure, some economists have concerns about the morally questionable results

produced by the equal treatment of uninformed or malevolent preferences in their
models. Yet they have failed to command widespread assent in the discipline.
Mishan’s standard textbook, for example, seems to be unsure whether, or how
questionable preferences should be treated (Mishan 1972, 386–8). These preferences
are methodologically too meddlesome to deal with. As a minimum he is prepared to
exclude from economic evaluations states of mind such as ‘‘envy’’ or mere ‘‘dislike.’’
Yet, as Rhoads (1999, ch. 9) shows, even that concession is not accepted among the
majority of economists, who insist that no principle or law should constrain con-
sumers’ will and sovereignty.
Fourth, the valuation of nature begs the more fundamental and therefore rather

well-rehearsed question how to understand the concept of value in the Wrst place.
Assigning a value to nature requires the appraisal of fundamental philosophical
issues about the role of economic value and human well-being. Economics and the
market system, as the basis from which costs and beneWts are imputed, are cultural
phenomena that reXect just one way of perceiving the world, which is not necessarily
shared by all. Nature can also be attributed what Krutilla (1967) has called ‘‘existence
value’’ whereby the survival of species itself is deemed to be worth protecting. Often,
that value cannot be priced in real or hypothetical markets because the expected
beneWts do not accrue to those who might be asked to reveal or state a WTP for their
preference. Respondents would have to perform the diYcult conceptual exercise to
determine the residual value of a good that they never have used and never will be
using. Existence value is therefore not intelligibly assessed by either WTP, CV, or
markets.
Fifth, even if we cast aside the debate about existence value and assume that

human well-being is accepted as the determining objective of valuation, it is still
not clear that market prices indicate or reveal anything about the contribution
they make to that goal in a substantive sense. As the eighteenth-century economist
Adam Smith (1979) remarked with his ‘‘water–diamond paradox,’’ the term
‘‘value’’ has two distinct meanings: sometimes it expresses the utility of some
particular object, at other times the power of purchasing other goods which the
possession of that object conveys. He called the former ‘‘value in use’’ and the
latter ‘‘value in exchange,’’ and observed that the things which have the greatest
value in use (water) have frequently little or no value in exchange; and conversely,
those that have the greatest value in exchange (diamonds) have frequently little or
no value in use. Exchange value bears no necessary connection to value in use.
Yet, while the latter produces the beneWt to individuals and thus augments
society’s well-being, it is the former that is used to impute values into economic
evaluations such as CBA or at the most aggregate level, into a nation’s gross
domestic product (GDP).
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It did not take long for economists to develop ‘‘marginalism’’ as an attempt to
resolve the paradox: as water is not very costly to acquire and therefore consumed at
high volumes (at least in developed economies), the marginal use value we obtain
from an additional bottle is rather low; and so is the exchange value, the price, we are
willing to pay for it. The exchange value of diamonds, in turn, is high due to the
good’s scarcity and the comparatively higher marginal cost an increase in its supply
incurs. We consume diamonds at low volumes as a result and are aVorded a high
marginal use value for every additional unit we consume. Hence, exchange value and
use value are, it is said, identical, provided we assess both at the margin and not in
total. For the total value of water is, so the argument concludes, of course very high
when a large volume of it is consumed, while the total value received from diamonds
is relatively low when few diamonds are consumed.

This argument does not hold up to rigid scrutiny, however, as marginalism seems
an odd concept to apply to many goods we use in daily life. The value (in aVording
happiness and contentment) of a teddy bear to a child, for example, or that of a
wedding ring to its bearer cannot be adequately expressed by the exchange value
that these items command in retail. Their use value is not meaningfully assessed
through reference to the scarcity of teddy bears or the marginal value that a second
or third ring might provide. For the particular case of environmental goods the
additional problem presents itself that as mentioned before, they are, for the most
part, not traded in markets at all. There is no exchange value for the air that we
breathe or the solar energy that heats our planet, although both are required for our
survival and are therefore of high use value to us. They are, in fact, so-called
‘‘essential goods:’’ the demand for air, water, and the sun is never zero, even at
extreme prices. Under essentiality, the maximum value in use of one additional unit
of these goods is equal to total income, an assessment that is not true for most other
goods that are used in the production process. It is therefore misleading to treat them
in the same way as other goods. Hence, while exchange value and use value at the
margin might be synonymous for some goods, they are not so for others, including
those provided by nature.

In concluding this section, we should acknowledge, then, that the economic
value of some goods cannot be ascertained; that for those goods for which valuation
is possible, economic value might not be a correct indicator for preference
satisfaction or well-being; and that even if it were, preferences are not always a
suitable basis for public policy. The undermining of these assumptions calls into
question the tools economists use to study eYciency. Conventional economic valu-
ation is deWcient and in need of improvement, or replacement by a model that better
reXects the interaction between the economy and the physical and biological world.
Some important work has still to be done. At this point in time, policy makers need
to be aware of the limits of the valuation of costs and beneWts. Before we indicate
some ways out of this impasse in Section 6, a second issue area is worth being carved
out.
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4. The Commensurability Problem
.......................................................................................................................................................................................

Once attributes of well-being have been valued in the way discussed above, policy
makers have to compound these attributes into a single aggregated standard so as to
decide who in a society should be given scarce resources. To do so, various attributes of
individual well-being need to be commensurate across lives so that an increase in well-
being for individual A can be weighed against the forgone improvement individual B
would have experienced. This next phase in public decision making, however, gives rise
to various issues that we will draw out against the background of health care as the
second policy domain that governments tend to subject to economic evaluations.
The provision of health care is an activity diVerent from other policy domains on

many levels, with important ramiWcations for the applicability of economic evalu-
ations. Individuals do not willingly enter the health care market as they do for other
services that governments might provide. Nor do they know when they will be in
need of health care or what form of health care they will then require (Arrow 1963).
As patients rarely have experience from previous purchases of health care, these
decisions are in general not made by the consumer either but by a doctor. The doctor
is also seen to be better equipped to calculate the many probability terms involved in
the health prospects of alternative treatments. In economic parlance, she acts for the
patient as an agent, a special relationship that creates two important dissociations.
First, the consumer becomes dissociated from the market. Health care services are

sought after not based on preferences of the consumer alone, as indiVerence map
demand theory in economics would assume, but they are either split or based solely
on those of the agent (Mooney 1992, 67–82). Price formation theory, too, is repudi-
ated as the consumer is rarely able to make a rational, informed choice in the market.
He has only little information about the level of beneWt or well-being various health
care services and medical treatments might provide. These information asymmetries
might be brought about consciously—by the doctor withholding information from
his patient or vice versa, by the patient concealing the true nature of her illness—or
are merely due to the highly specialized knowledge required to understand the causes
and eVects of illnesses. The claim that consumers seek health care is therefore
misleading too: individuals do not seek health care. Rather their goal is health. This
is an important distinction: while health care resources are consumed by medical
personnel, it is the patient who experiences the anticipated improvements in health
and welfare that the resource consumption promises.
Second, the government as Wnancial supplier becomes dissociated from the

market also. Doctors as street-level providers possess signiWcant discretion over the
health care resources that governments have to pay for. Policy makers have therefore
only limited possibilities to control the expenditure for these services. In an eVort to
regain that control some governments have attempted to challenge, with various
degrees of success, the clinical autonomy of doctors through the creation of internal
markets and other measures inspired by the New Public Management approach.
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Shortcomings in economic assumptions notwithstanding, economic evaluations
in health care provision are more in demand than ever before, greatly spurred by the
ever-growing share of GDP that is absorbed by the treatment of nations’ aging
populations. Carrying out CBAs in such policy contexts promises guidance for
decision makers as to the optimal distribution of medical manpower, R&D funding,
reimbursement practices, capital controls, and safety regulations. Costs and beneWts
accrue at three diVerent points, or channels where health care is provided: cure (to
improve health), care (to retain dignity for those who are sick), and prevention (to
reduce the probability of illness or premature death). The beneWts in these channels
are established by valuing the respective eVects a policy has on the state of health of
the individual(s) in question. The methods used to conduct this activity have
attracted their own set of criticisms. They are similar to the charges elucidated in
Section 3 above and will therefore not be rehearsed here.

Rather, we direct our attention to a related issue, the aggregation of attributes of well-
being, which represents itself as soon as health improvements have been valued.
Aggregation is a task not conWned to health care but is pursued in all policy domains
and for all goods and services that governments provide. Aggregation needs to be done
over diVerent outcomes of varied interventions undertaken on diVerent problems.
Staying with health care as a policy domain, for life-threatening diseases such as
coronary bypass surgery or tetanus the primary outcome will obviously be deWned as
death or survival. Case fatality rate and survival rate may in such cases be good
indicators of the achievements of heath care reached. Each survival can then be indexed
with the value 1 and each fatality with 0. Treatment of most other illnesses—or for that
matter, eVects of other policy decisions on well-being—does not result in such binary
outcomes, however, and measuring them in such a way means that everyone who
survives amedical intervention is given the same value, nomatter whether the person is
conWned to bed or is actively able to play sports. A more accurate measure would be
required for these cases, one that is able to capture beneWts in the form of subsequent
grades of well-being between the two end points of the spectrum.

In a move to derive a methodology suitable to develop such an index, scholars
began from the 1970s onwards, to deWne health in terms of ‘‘utility of life’’ (Torrance,
Thomas, and Sackett 1972; Zeckhauser and Shephard 1976). Three decades of research
and numerous reWnements later, utility of life has come to be calculated along two
dimensions: (a) the duration of life as measured in life years and (b) the quality of life
as experienced by the individual’s physical, social, and emotional functioning. The
latter is elicited via patient questionnaires and interviews, where rating scale, time
trade-oV, or standard gambling techniques (of which more will be heard in a
moment) are applied across a multitude of domains—including mobility, emotion,
cognition, and pain—so as to arrive at the weighted preference that each domain
commands (Drummond et al. 1997, 150–83). The greater the preference for a par-
ticular health state, the greater the ‘‘utility’’ associated with it. Utilities of health states
are generally expressed on a numerical scale ranging from 0 to 1, in which 0
represents the utility of the state ‘‘dead’’ and 1 the utility of a state lived in ‘‘perfect
health.’’ Finally, utilities are multiplied by the remainder of an individual’s lifetime
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for each outcome to calculate so-called ‘‘quality-adjusted life years’’ (QALYs). The
QALY beneWt associated with any given intervention is calculated as the diVerence
between the QALYs available with that intervention and the QALYs available without
that intervention. The results can then be used to create ‘‘cost-per-QALY’’ rankings
for diVerent interventions which aids in deciding on ‘‘best-buy’’ strategies, and to
develop statistics on ‘‘disability-adjusted life-year expectancies’’ (DALYs) across
countries (WHO 2000, 176–83; Murray 1996).
The QALYs approach is an exercise in what is commonly called ‘‘multi criteria

mapping’’ and thus akin to methods developed to address aggregation issues in other
policy domains. It soon established itself as the most sophisticated and therefore
default methodology for measuring and aggregating individual levels of human well-
being in general and quality of life in health care in particular. In no other policy
sector has there been developed a similarly reWned approach. And as a non-monetary
standard it has the added beneWt of bypassing the criticisms about monetary valu-
ation that we elaborated upon in the previous section.
Despite the advantages of using a single indicator to measure the eVectiveness of

health care interventions, QALYs have been widely criticized on ethical, conceptual,
and operational grounds, casting doubts on whether the underlying methodology
actually solves the problem of incommensurability. The possibility of combining
quantity and quality of life in a single index is rooted in the school of political
philosophy known as utilitarianism. It is the foundation for the economic analysis
of individual behaviour and emerged in the works of Jeremy Bentham and John Stuart
Mill in the eighteenth and nineteenth centuries respectively. Now known as the
‘‘interpersonal comparison of well-being’’ problem, it has kept philosophers on
their toes ever since (Elster and Roemer 1991).3 Bentham’s intention was to provide
the British Parliament with a political theory that could be used to construct sound
and rational policies rather than letting them rely on vague and biased intuitions. The
theory’s main prescription was to enact laws that are dictated by the principle of
utility, when in like manner the tendency which it has to augment the utility (or
‘‘happiness’’ as Bentham called it) of the community is greater than anywhich it has to
diminish (Bentham 1970). In what became later known as classical utilitarianism, this
principle directs the policy maker to maximize the utility of the members of a society.
Utilitarian theory has been persistently attractive to generations of policy makers

and political theorists because of its simplicity; its scientiWc allure as a theory that can
be written down as a mathematical formula; and its concern for human welfare as the
core of moral philosophy. Yet it has also attracted its fair share of criticism, resulting
in many authors proposing modiWcations and redeWnitions to make the theory more
palatable. This is certainly not the place to rehearse this debate. The reader may refer
to the extensive research produced on the topic, with the collection edited, for
example, by Glover (1990) providing a good starting point. Sen (1987, 39) is more
useful for us in that he has drawn out the elementary requirements of any utilitarian

3 We use ‘‘utility’’ here interchangeably with the terms ‘‘welfare’’ and ‘‘well-being’’ as the satisfaction
accruing to an individual from the consumption of a good or service.
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moral principle. These are (1) welfarism, requiring that the goodness of a state of
aVairs be a function only of the utility information regarding that state; (2) sum
ranking, requiring that utility information regarding any state be assessed by looking
only at the sum total of all the utilities in that state; and (3) consequentialism,
requiring that every choice, whether of actions, institutions, motivations, rules,
etc., be ultimately determined by the goodness of the consequent state of aVairs.

Note that the Wrst requirement about welfarism can only be made to work if
individuals are assumed to be able to evaluate their utility; if that utility can be made
known to interested third parties, such as policy makers through some sort of
valuation; and if that valuation can be measured in quantitative terms. These
assumptions have already been questioned in Section 3 when we discussed the case
of environmental goods. It is the second requirement on sum ranking which we are
concerned with in the current context of aggregation of utilities and QALYs. Ben-
tham insisted that sum ranking is possible because, to him, the item to be aggregated
(happiness) denoted only one type of experience (the feeling of pleasure). Hence,
utility was in his view easily aggregated across lives, for it was only one, not multiple
experiences that people would encounter. It didn’t take long before philosophers
objected that some pleasures diVer in kind according to the value individuals attach
to them. And these are not the same across lives.4

Given the multiplicity of states of health that individuals might experience, the
question then remains whether it is possible to know how much healthier some are
compared to others. We are certainly able to make such a comparison in an ordinal
sense, e.g. I can stipulate that I feel better than someone who is in great physical pain.
However, to compare utilities across lives, I need to be able tomake the comparison in
a cardinal sense, i.e. I need to know exactly how much better I am. Cardinality, in turn,
implies two requirements that need to be satisWed (Bossert 1991): (1) a number must
be attached to the outcome that represents the strength of the preference relative to
others, so that a health state of, say, 0.6 is three times better than one of 0.2; and (2) the
scale must have an equal interval property where equal diVerences at diVerent points
along the response scale are equally meaningful, so that boosting a patient from, say,
0.1 to 0.2 on that scale is of equal beneWt to raising someone from 0.8 to 0.9.

Health scientists and policy makers have recently started to develop various prefer-
ence elicitation techniques in an eVort to calculate the required QALY weightings.
Various psychological studies suggest that because of cognitive limitations in humans,
the techniques do not always elicit responses that satisfy the two requirements.With the
rating scale approach, for example, individuals are asked to rank health outcomes from

4 The utility concept as used by most economists and philosophers in the nineteenth and twentieth
centuries is theoretically distinct from the utility used in the QALY methodology. The former describes
decisions where goods are received with certainty, whereas the latter does so for probabilistic outcomes
under uncertainty. Decision theory under uncertainty aspires to the more rigid requirements as stipu-
lated by the so-called von Neumann–Morgenstern utility theory (von Neumann and Morgenstern 1947),
whereas the conventional philosophical/economic understanding sees a utility merely as the satisfaction
of preferences. For our discussion this is no relevant distinction, however: NM utilities cover decision-
making theory at the individual level only and cannot be used to compare welfare between individuals
(Zeckhauser and Schaefer 1975, 41; Drummond et al. 1997, 150).
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most preferred to least preferred and to place them on a scale such that the intervals
between placements correspond to the diVerences in preference as perceived by the
individual. However, psychologists have challenged the meaningfulness of the cardinal
statements thus produced by respondents. As Bleichrodt and Johannesson (1997) argue,
subjective impressions cannot be discriminated equally at each level of a scale. Individ-
uals will attempt to use categories equally often and spread their responses when cases
are actually close together (the ‘‘spacing out’’ bias), or they compress them when the
underlying attributes are actually far apart (the ‘‘end-of-scale’’ bias).
The standard gamble, as a second method, induces the individual to choose

between two alternatives: (a) no treatment at all which will result in a speciWed
state of ill health, or (b) treatment that could result in either death or illness-free
health, each with a probability of p and 1!p respectively. The probability is then
varied until the respondent is indiVerent between the two alternatives, thus produ-
cing the preference score sought after. Tversky, Slovic, and Kahneman (1990),
however, have shown through various laboratory experiments that individuals have
the tendency to reverse previously revealed preferences. They might use inappropri-
ate psychological representations and simplifying heuristics that misdirect their
decisions. Psychologists have attributed this phenomenon to the serial way by
which individuals process information: they use an anchoring technique for the
Wrst piece of information and then gradually adjust their decision making with each
additional piece of information they obtain.
Finally, the time trade-oV presents individuals with a choice of living for a deWned

amount of time in perfect health or a variable amount of time in an alternative state
that is less desirable. The time is varied until the respondent is indiVerent between the
two alternatives. The method’s application, however, has found patients to prefer, for
example, immediate death to being in a state of mild dysfunction for three months.
This suggests that individuals misunderstand the nature of the trade-oV, reducing the
meaningfulness of the results on a utility scale that ranges between 0 and 1.
Patients’ responses as well as the metric underlying their measurement cannot, then,

be standardized across individuals. Epistemological diYculties remain when adding up
or comparing subjective levels of satisfaction that the consumption of goods gives to
individuals (Nord 1999). The preference elicitation techniques used with the QALY
approach encounter too many teething problems that prevent policy makers from
uncovering stable and consistent preferences revealing true commensurate valuations.
Notably, the failure to make attributes of well-being commensurate does not mean that
comparisons are futile exercises. Incommensurability does not deny the possibility of
comparisons of course. Neither does it need to be inconsistent with fundamental
assumptions in decision theory: reason-guided choice is still possible even without
commensurability, as the data underlying QALYs are still useful to make more simple
comparisons through ordinal rankings (Sunstein 1997, 39). Yet, they lack the precision
that is required to impute them into economic methodologies such as CBA.
More exchange between psychologists, economists, and philosophers seems neces-

sary. For the case of health care in theUK, for example, theNational Center for Research
Methodology (NCRM) and the National Institute for Clinical Excellence (NICE) have
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recently commissioned joint research projects with the aim of determining the societal
value of a QALY.5 This project addresses, among other issues, the conceptual link
between a QALY and an individual’s WTP as well as the relative value of health gains
to diVerent beneWciaries, according to personal attributes such as age, education, and
geography. These initiatives could shed more light on the problem at hand. Until
solutions are developed from those (and other) Wndings, however, the second require-
ment on sum ranking that Sen speciWed for utilitarian theory remains unsatisWed.

To be sure, as Kymlicka (2001, 18) rightly reminds us, in daily life practical reasoning
constantly requires us to make decisions about how to balance diVerent kinds of goods
that are incommensurable, by simply judging what is better or worse overall. While we
might go alongwith his assessment for the individual decisionswemake in our personal
lives, we believe it is an ill-advised position to take for the analysis of public policy. The
economic evaluation techniques used to arrive at policy decisions diVer in their level of
complexity from the balancing acts between the comparatively few personal values that
inform our individual choices. We can revisit and reassess the ordinal rankings we have
made in a personal choice situation at any given time. Economic evaluation techniques,
by contrast, balance many more preferences and values that are held by markedly more
individuals and eventually produce only one (usually quantitative) recommendation.
From that moment on, they conceal the complex weighing process between the
diVerent cardinal attributes that had been imputed beforehand.

Admittedly, for evaluation techniques to work the imputed preferences and values
need to be made explicit in the Wrst place, which is an approach preferable to making
policy choices on the basis of decision makers’ implicit (and therefore concealed)
assumptions and preferences. Yet, once all of the relevant goods are aligned along a
single metric, they are no longer visible, or perhaps become invisible (Sunstein 1997,
50). People can no longer make judgements based on qualitative diVerences. Hence,
if we want the policy recommendation to be meaningful and accurate we need to
ensure that the numerical values imputed into the analysis at the outset have been
compared and aggregated accurately. This demonstrably does not always hold true,
in which case the policy choice needs to be made through alternative measures. Some
of these we will present in Section 6 below.

5. The Intrinsic Value Problem
.......................................................................................................................................................................................

At the end of Section 3 we introduced the concepts of ‘‘existence value,’’ ‘‘exchange
value,’’ and ‘‘use value’’ to our discussion. We deWned existence value as a value that a
good can have independent of the eVects it produces for human well-being, such as
the survival of species. We also contended that exchange value, as the metric that is

5 See www.publichealth.bham.ac.uk/nccrm/publications.htm for publication of future research re-
sults.
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imputed into economic evaluations, bears no necessary connection to the value in
use that produces the beneWt to individuals and thus augments human well-being.
There is a crucial link between these three concepts that merits further exploration:

economic evaluations impose a unitary standard (usually money) on the valuation
and comparison of goods and thus subordinate both existence value and use value to
the new standard of exchange value. While we have already drawn out some aspects
of this relationship for objects (i.e. environmental goods in Section 3 and health care
services in Section 4), we will in this section, develop that point in more detail for
subjects. We will argue that the intrinsic value of human beings (as the equivalent to
the existence value of objects) is crowded out by economic evaluations.
To understand why, let us assume that in some distant future, the problem of

valuation and aggregation expounded earlier will have been solved and that it is
therefore possible to evaluate policy programs according to the extent to which they
maximize beneWts to society. Now consider the following simpliWed case borrowed
from Harris (1975): a hospital has admitted four patients who are all bound to die if
no suitable organ donor is soon to be found. The next morning, the postman enters
the building to deliver his daily load of letters and parcels. From previous conversa-
tions the nurse recalls that he would be a suitable donor for all four patients. As a
possible route of action she could now kill him, harvest his organs, and thus enable
the four patients to survive. If numbers count and we conduct a simple CBA we
would have to conclude that sacriWcing the postman is the superior alternative: four
lives are more valuable than one and the highest aggregate level of welfare is achieved
if the postman dies and the four patients live.
Most of us would consider this option as objectionable of course. In most contexts

it strikes us intuitively as unfair if a few may be sacriWced for the beneWt of the greater
good of the many. Yet, given the economic rationale of beneWt maximization, it is
justiWable, if not mandatory, to proceed that way. The problem we encounter here is
caused by the formally equal way by which these evaluations treat human beings:
every individual counts as one and can thus be added up to, or traded against
somebody else. This observation is akin to the phenomenon of ‘‘commodiWcation’’
originally developed by Karl Marx (1964, 96–105). In capitalist societies, so Marx
argued, the mode of production comes under private ownership, commodity pro-
duction proliferates, and labor division becomes increasingly fragmented. Forced to
sell their labor power to survive, workers themselves become akin to a commodity
and are reduced from the status of a qualitative individual to mere exchange value in
the form of labor. Where once the goal of production was the simple satisfaction of
needs, and exchange was driven through the need for the other’s use value, capitalism
eliminates individual exchange. It subordinates use value to exchange value and
establishes exchange value as an independent logic. In the extreme but quite com-
mon form of trading stocks, for example, there is no longer a physical referent at all:
money is made out of money with no apparent connection to the world of real
commodities.
The reduction of human beings to a number—either expressed as a simple unit as in

the organ donor case or as a monetary WTP value attached to their preferences—
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assumes equivalence between attributes of persons and thus dissolves their qualitative
diVerences into the identity of a single quantitative metric. Such a metric might in
general solve the problem of aggregation (how to compare levels of well-being), and the
monetary metric as exchange value in particular might solve the problem of exchange
(how to trade qualitatively unique goods in equal quantitative ratios), but it transforms
subjects into abstract entities that are deprived of their unique characteristics.

One such characteristic is that each individual has intrinsic value: we have an
interest in our own continued existence and cannot be used solely as a means for
assisting other individuals as ends in themselves. Intrinsic values are non-relational:
they are not deWned relative to some other human being, species, or object, nor to the
beneWt it might provide to them. My intrinsic value is the value I have in and of
myself, beyond any value I might have as a means to further ends. I am therefore to be
respected as a rights bearer proper, as an end in myself. Rights are principles that
assign claims or entitlements to someone against someone, and are usually inter-
preted as ‘‘trumping’’ consequential claims made in the name of welfare (Dworkin
1977). That means that I should never be treated in certain ways, even if the
calculation of aggregated individual well-being shows that the action which has
these eVects would be the most beneWcial one overall.

Reducing individuals to a monetary metric might change the way we perceive their
value to us. Margaret Jane Radin (1996) illustrates the implications for the trade in
‘‘commodities’’ such as sex, children, and body parts and observes that there are not
only willing buyers for such commodities but some desperately poor people are
willing sellers, too. To her, this reXects a persistent dilemma in liberal societies:
freedom of choice is valued but at the same time, choices ought to be restricted to
protect the integrity of what it means to be a person. She views this tension as
primarily the result of underlying social and economic inequalities, which need not
reXect an irreconcilable conXict in the premisses of liberal democracy but a mere
setting of the right priorities in distributive policy choices.

Political philosophy has therefore sought to embed intrinsic value and individual
rights into some concept of justice, such as a (neo-)Kantian imperative to treat others
fairly or Locke’s view that people have the right to be protected against the breaches
of their rights by the actions of others. Even utilitarians like Mill have endorsed rights
and intrinsic values as a possible strategy to maximize utility. Such a position is
known as rule utilitarianism, in contrast to act utilitarianism which is the view
Bentham originally suggested. It postulates that the principle of utility can yield a
notion of ‘‘rights’’ if we appreciate the way a person’s rights are deWned by rules
regarding the treatment of human beings that are by and large utility maximizing.

This is no place to develop the pros and cons of any of these concepts. It is
important to note, however, that while constraining economic evaluations through
intrinsic values and individual rights can be attractive to a great variety of tradition-
ally juxtaposed theories of morality, the resulting consensus in political philosophy
cannot be transferred easily to public policy formation or economic evaluation
techniques. This follows because, to follow Ruth Chang’s (1997, 5–23) helpful
distinction, intrinsic values give rise to the problem of ordinal incomparability.
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The reader might recall from Section 4 that we concluded that attributes of well-
being are incommensurable across lives, i.e. that they cannot be compared cardinally
for the purpose of aggregation, but that at least ordinal comparisons are available as a
basis for rational choice. We now encounter the more severe case where the relevant
imputations for the analysis are not even comparable in that latter sense.
This follows because the practical role of intrinsic values is neither to prescribe an

end to be maximized nor to prescribe an attitude toward an aggregate. As such there
are multiple ways in which we can sharpen our understanding of a person’s intrinsic
value, such as by love, respect, honor, or admiration. In some cases one understand-
ing might be privileged while in another it isn’t. This vagueness disallows for any
strand of the usual trichotomy of comparison (‘‘better than,’’ ‘‘worse than,’’ ‘‘equally
good as’’) to hold, which applies to comparisons between intrinsic values themselves
as much as between them and other quantiWable values.
While incomparability might be less of a problem for clear-cut cases such as the life-

or-death choices to be made in the organ transplant scenario mentioned earlier, other
policy decisions are more clearly subject to this limitation. Health care, to stay in the
same policy domain, does not only suVer from a lack of organs, for example. Hospital
beds, technical equipment, and medical personnel, too, are scarce resources that can
be distributed among patients in diVerent ways. Economic evaluations would recom-
mend that these should be used less intensively for the care of acute or incurable
patients as they require far more of them than does the care of convalescing patients.
Similarly, applying the QALY approach explicated in Section 4 to the optional
treatment of either an elderly person or a young child would result in the preference
to be given to the latter, because QALY scores are particularly high for those who still
have many years to live and therefore have a greater ‘‘capacity to beneWt.’’ Economic
evaluations applied in an unconstrained way would therefore lead to the marginal-
ization of the incurable, chronically ill, or elderly. They would override individuals’
intrinsic value in terms of their dignity and possibly, their right to live.
To be sure, in some contexts an intelligible response that bypasses the intrinsic value

problem is possible. The application of distributional weights, for example, can go a
long way to ensure an equitable distribution of scarce resources that does not neglect
groups who are in need (Layard and Walters 2001). However, while the existence of a
tangible criterion to deWne disadvantage allows us to identify some such groups—e.g.
income levels as an indicator that demarcates the needy poor from the non-needy
rich—other groups whichwe deemworthy of special consideration, andwould ideally
want to apply appropriate distributional weights to, are less lucidly identiWed. How,
for example, should we weigh the feelings of love, respect, honor, or admiration by
which we grant a person her intrinsic value? How do we gauge the underlying
psychological processes? Our choice between these feelings does not proceed on
some measurable comparison but on the more intangible principle of obligation.
Intrinsic values cannot be ranked ordinally in a meaningful way then. There is no

way to incorporate them into any type of evaluation. The policy maker is thus faced
with a situation in which he can choose to either (1) ignore the intrinsic value, or (2)
admit it as a constraint and reject the policy recommendation under review.
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The former will then judge the recommendation to be permissible whereas on the
latter it is impermissible. Judging the policy as impermissible, in turn, implies that any
beneWts which would result from rights-incompatible actions must be excluded from
the action decision altogether. It places limits on what would otherwise be the
implication of aggregative economic evaluations and restricts governmental action.

This is, of course, not a satisfying conclusion to arrive at because our following
option 2 puts the whole exercise of economic evaluation into question in the Wrst
place while under option 1 intrinsic values are crowded out and ‘‘forgotten’’ by the
imperative of identifying, collecting, measuring, and aggregating other values that
are comparable.

Two alternative and somewhat juxtaposed approaches to the dilemma seem to be
on oVer both of which, however, require further reWnement and speciWcation if they
are to provide meaningful solutions. There is, Wrst, the suggestion made by Shrader-
Frechette (1991, ch. 11) that each group aVected by a proposed policy program should
conduct their own economic evaluation as an intermediate stage of a more extensive
process of participative justice. This approach would not only allow for a separate
assessment of intrinsic values and a weighing of their merits. It would also reXect
diVerent methodological, ethical, and social assumptions and thus portray all sides of
a given story. The end result would then be likely to be an evaluation with a
multidimensional array of beneWts and costs. Alternatively, we might want to em-
brace the work begun by Scanlon (1991) on the compatibility of the ethical and
economic conception of value that individuals attach to human well-being. Instead
of requiring various stakeholder groups to carry out multiple evaluations that are
later democratically deliberated upon, Scanlon suggests a single common index, a
shared conception between philosophers and economists of things good and bad in
life. These would not only consist of exchangeable goods but could also refer to other
levels of development and states of consciousness. If developed further, as suggested
by Kopp (1993), to clarify who should determine which goods and conditions for a
good life make it onto that index, this line of thought could indeed result in a more
complete economic theory.

6. Alternative Approaches
.......................................................................................................................................................................................

In each of the previous three sections we have outlined an issue area that decision
makers need to be aware of when devising public policy that is based on economic
evaluations such as CBA. That awareness is not equally called for in all policy
domains, as policy decisions in some domains are less vulnerable to our criticisms
than in others. It remains up to the judgement of the reader to assess the relevance of
the three issue areas and possibly, conclude that CBA can be applied unequivocally to
help solve a given policy problem. When decisions have to be made in domains such
as those referred to in this chapter, however, policy makers are advised to consider
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other methodological approaches that bypass the pitfalls identiWed. To that end we
briefly oVer below two alternative approaches. They are not fundamentally new
evaluation techniques but are best seen as less stringent variants of CBA and should
therefore be easily comprehensible.
In Section 3 we saw that not all costs and beneWts that enter economic evaluations

can be measured in monetary terms, as some valuation techniques rest on contest-
able assumptions regarding the quantiWcation of economic value. As a possible way
out of this impasse, the policy maker could replace CBA with a similar technique,
that of cost utility analysis (CUA). The diVerence is that, while CBA converts beneWts
into a monetary metric as a common unit, CUA expresses beneWts in terms of the
utility they provide to the individual—such as QALYs in the case of health care. It is a
non-monetary concept for estimating the value to society of improvements in a
status of well-being and thus sidesteps the problem of monetary conversion.
Its merits as a non-monetary economic evaluation technique notwithstanding,

CUA remains, just as CBA is, vulnerable to the criticisms we raised in Sections 3 and
4: calculating utility ratings by quizzing individuals for their preferences of well-
being is contestable because these preferences might be non-authentic, malformed,
strategically motivated, or simply uninformed. And individuals diVer—across lives
and across stages of their own life—in how they value particular states of well-being.
Any attempt to aggregate such incommensurable attributes into a single standard
brings about methodological as well as ethical issues.
To cater to these objections, cost eVectiveness analysis, or CEA recommends itself as

yet another evaluation technique. Both CBA/CUA as well as CEA are formal methods
for comparing the beneWts and costs of a policy program. The diVerence is that, while
CBA and CUA convert these beneWts into monetary value and utility respectively as a
common unit, CEA expresses beneWts as such, i.e. in terms of a natural unit as some
standard of outcome. In the case of health care such an outcome could, for example,
constitute the incremental reduction in mortality rate or the increase in the number of
immunizations delivered, rather than the monetary value or utility that CBA/CUA
would calculate for each of these eVects. In the case of environmental regulation an
outcome could, for example, constitute the level of air quality as measured by the
ambient ozone level, rather than the economic value or utility it provides to humanity.
CEA thus sidesteps the problem of monetary conversion as found in CBA and the
problem of preference satisfaction and utility aggregation as found in CUA.6
The detour comes at a price, however, because CEA is a much less powerful tool

than CBA or CUA. It can only assess alternative policies where costs relate to a single
common eVect as measured on a natural scale (such as mortality rate) which may
diVer in magnitude among the policy options evaluated. It can then be used to
choose among those options in terms of their eVectiveness-to-cost ratio. Conversely,
if the budget is predetermined, that is the costs are ‘‘Wxed,’’ it can again, only be used
to compare various policy options as to their rate of attaining that non-quantiWed

6 Note that some authors and literatures treat CUA as a particular case of CEA, or CEA and CUA as
particular cases of CBA. The three techniques may therefore appear under diVerent labels.
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goal, such as decreasing mortality. What it cannot do is to give an indication how
much should be spent to achieve a policy outcome. Neither can CEA give guidance
whether a policy intervention is worth doing at all, for it tacitly assumes that the
objective has been deemed worth meeting beforehand. It therefore does not specify
how far a program’s ratio of eVects to costs can fall before it is no longer worth doing.
To determine whether resources have been allocated in such a way that beneWts to
society have been maximized is not possible with CEA.

What neither CBA, CUA, nor CEA can solve, however, is the intrinsic value
problem that we addressed in Section 5. Intrinsic values are not merely not com-
mensurable, they are more fundamentally, also not comparable with other beneWts
and costs. All too often, they are therefore ‘‘forgotten’’ in economic evaluations
although they should be allowed to restrict the projects that government may
permissibly carry out. In policy practice, such side constraints can be feasibly
implemented by giving a veto power to the individuals impacted by the proposed
policy. It does not follow, of course, that such rights automatically override any
possible net beneWts of a proposed policy, but neither are they morally irrelevant.

7. Conclusion
.......................................................................................................................................................................................

In concluding, economic tools are very general techniques that have very stringent
information requirements not all of which can always be met. They can therefore not
function as a fundamental standard of choice among policy options. This is not a reason
to reject economic evaluations per se as they do provide us with information that is
morally relevant and thus possibly uncovers hitherto concealed judgements by policy
makers eager to cater to special interests. It is, we have argued, both unethical and
irrational in general to ignore the cost and beneWts of a pending policy decision. Yet, it is
a reason to acknowledge that economic evaluations should be understood as an input
into, rather than a substitute for political deliberation and judgement (Sunstein 2002).
Not all situations call on us to maximize value. Some simply compel us to respect it.
Economic evaluations should be seen as a useful heuristic to raise red Xags about policy
proposals and identify the economic factors involved.Whether economic factors are, in
fact, the dominant concern at all in a given situation is a judgement that will have to
remain within the realm of responsibility of the policy maker.
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c h a p t e r 3 8
...................................................................................................................................................

POLICY MODELING
...................................................................................................................................................

neta c. crawford

[A] ‘‘decision’’ is only a part of a decisional process that began long before
the speciWc decision was made. . . . The momentary act of decision, on
which so much of the literature of ‘‘decision-making’’ focuses, may be
little more than pro forma. (Green 1966, 205)

Systems analysis takes a complex problem and sorts out the tangle of
signiWcant factors so that each can be studied by the method most appro-
priate to it. Questions of fact can be tested against the available factual
evidence; logical propositions can be tested logically; matters of value and
uncertainty can be exposed so that decision makers can know exactly
where to apply their judgment. (Enthoven and Smith 1971 61)

From the days when generals usedminiature battleWelds andmaps to analyze, plan, and
predict the outcome of battles, to the contemporary use of computer simulations and
war gaming, modeling has played a crucial part in the equipment, planning, and
conduct of war. Policy modeling is intended to help decision makers and observers
make ‘‘rational’’ judgements about complex and technical public policy questions. It
uses a variety of techniques ranging from scenarios and simulations to operations
research and game theory, but all policy modeling relies on similar inputs: more or
less hard data derived from experience or experiments, assumptions about unknown
variables, and rules of thumb or formulas for handling data. Climate modelers use a
combination of real-world measurement, assumptions about the growth and eVects of
certain ‘‘greenhouse’’ gases, and computer simulation to predict the eVects of human
behavior on the climate. Those who prepare for conventional war can rely on thousands
of years of experience; modeling nuclear war is necessarily more abstract.

Responding to the charge that the US military was ill prepared for war in Iraq, US
Secretary of Defense Donald Rumsfeld said, ‘‘As you know, you go to war with the
Army you have. They’re not the Army you might want or wish to have at a later time’’



(Ricks 2004: A1). In other times, the USA has been more than well prepared for
‘‘overkill;’’ at the end of the cold war in 1989, the United States deployed a ‘‘triad’’ of
14,530 strategic nuclear weapons on land-based intercontinental ballistic missiles
(ICBMs),1 submarine-launched ballistic missiles (SLBMs),2 and long-range
bombers.3 The USA also had tens of thousands of medium-range (theater) and
short-range (tactical) nuclear weapons for use in ‘‘less than all-out nuclear war’’
scenarios. From 1940 to 1995 the USA spent over $4 trillion in 1995 dollars making
nuclear weapons and preparing for nuclear war (Schwartz 1995). How did the United
States come to have these particular weapons, and in numbers that were well in
excess of the ability to destroy the other side, the Soviet Union, as a functioning
society? How did US cold war nuclear planners answer the question of ‘‘how much
is enough?’’
The reason for the exact number, composition, and quality of United States

nuclear weapons during the cold war was overdetermined and could be explained
by several theories.4 But one often overlooked factor was the formal logic of nuclear
discourse—known in the nuclear weapons planning community as ‘‘operations
research’’ or ‘‘systems analysis.’’5 Although its methods are not widely known and
understood, the practice and assumptions of nuclear systems analysis helped deter-
mine the size and capabilities of the US nuclear weapons arsenal. The Pentagon’s
Systems Analysis OYce established in 1961 (renamed Program Analysis and
Evaluation in 1973), was just one site of nuclear operations research and systems
analysis. Operations research and systems analysis were widely practiced and became

1 On Minuteman II, Minuteman III, and MX (Peacekeeper) missiles.
2 On Poseidon C-3 and Trident C-4 missiles.
3 On B-52 and B-1B bombers, which carried both gravity bombs and in some cases, air-launched

cruise missiles (ALCM).
4 On nuclear weapons procurement and the arms race see Brown 1994; Evangelista 1988; Greenwood

1975; Sapolsky 1972; Spinardi 1990; Francis 1995. Rational planning by one state could lead to ‘‘action–
reaction’’ phenomena of quantitative and/or qualitative arms racing driven by security dilemma dynam-
ics. ‘‘Action–reaction phenomena, stimulated in most cases by uncertainty about an adversary’s inten-
tions and capabilities, characterizes the dynamics of the arms race’’ (Rathjens 1969, 42). Inter-service
rivalry among branches of the US military led to a duplication of eVort as each service allocated nuclear
weapons for targets that had also been identiWed as targets by other services. Organizational interests
within services also led to what critics called ‘‘bootstrapping,’’ where ‘‘growth of the stockpile was linked
to expansion of the target lists, and both were used to justify expansion of SAC [Strategic Air Com-
mand]’’ (Rosenberg 1986, 42). Domestic politics and economics also helped to determine whether or not
a nuclear weapons system was purchased: Congressional support sometimes depended more on the clout
of a particular Congressperson whose district or state made the weapon than on whether it could
eYciently perform its mission. For example, Senator Alan Cranston’s (D-CA) support of the B-1 strategic
nuclear bomber (manufactured in California) grew during the early 1980s with his presidential aspir-
ations. A ‘‘technological imperative’’ to make nuclear weapons more complex and advanced may also
have aVected the growth of the arsenal (e.g. Thee 1986; Zuckerman 1983).
5 ‘‘Operations research uses mathematical models to plan real systems that either function optimally

or meet some deWned performance criterion. . . . Systems analysis emphasizes a rigorous statement of the
goals of the project and a listing of diVerent policies and their consequences. It can handle broader
messier problems than operations research, and has often helped in the design and procurement of
weapons systems’’ (O’Neill 1993, 2567–8).
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embedded in organizational routines and the work of individual analysts within
government and non-government policy organizations.6 To the extent that the
Soviets responded to US weapons developments, systems analysis helped determine
the character of the Soviet arsenal as well.7 Though game theory was used, operations
research, or operations research supplemented by game theory, was one of the
primary tools, if not the primary technique for nuclear policy modeling.8 Moreover,
operations research and nuclear systems analysis are still used in the post-cold
war era by policy analysts inside and outside government (see Wilkening 1994;
Larson and Kent 1994; Cimbala 1995; Batcher 2004). According to one analyst who
worked in the Pentagon’s oYce from 1969, with the end of the cold war, the
techniques of operations research and systems analysis and their importance in
the policy process ‘‘haven’t changed’’ although because the world has changed,
‘‘nuclear things are less important and there is more emphasis on general purpose
conventional forces,’’ and counter-terrorism (Yengling 1997). Indeed systems analysis
may return to prominence if all the elements of the Bush administration Nuclear
Posture Review are implemented.9 Hence, it is still vital to understand how systems
analysis works.

The speciWc practices of nuclear systems analysis vary depending on the problem
at hand. These modeling techniques can be used to estimate the eVects of nuclear
weapons on particular targets, to estimate the cost of a speciWc weapons system over
time, to assess the cost eVectiveness of targeting strategies, to compare the eVectiveness
of diVerent weapons, to decide how many of which weapons systems to build, to
determine the likely number of casualties resulting from a nuclear war, to assess
the eVectiveness of civilian defense, and to decide how to use nuclear forces in the
event of war. The analysis itself can be done with relatively simple formulas on ‘‘the
back of an envelope,’’ using spreadsheets, or using fairly complex classiWed or unclas-
siWed versions of computer codes such as FAS/CIVIC (Fallout Assessment System/
Civilian Vulnerability Indicator Code) and PDCALC (Batcher 2004; Scouras and
Nissen 1994).

Operations research and systems analysis techniques are thus knowledge-making
processes that underpinned, rationalized, and to a surprising degree determined the

6 Other institutions and individuals, such as air force Strategic Air Command (SAC), the Congres-
sional Budget OYce, analysts at universities, the Brookings Institution, the RAND Corporation, and
other private think tanks, used nuclear modeling.

7 The Soviet Union had 12,403 strategic nuclear warheads, distributed between missiles and aircraft.
Totals, using SALT II counting rules, are from IISS 1989, 212. After the cold war, the United States found
out that it had underestimated the total number of Soviet nuclear weapons (Broad 1993).

8 As O’Neill suggests, ‘‘One myth about game models and deterrence is worth refuting in detail. It is
that in the late 1940s and 1950s thinking on nuclear strategy was molded by game theory. By the end of the
Cold War this claim was so widely believed that no evidence was needed to support it. . . . In fact, with a
couple of exceptions, substantial game modeling of international strategy started only in the later 1960s,
after the tenets of nuclear strategy had already developed’’ (1994, 1010–11).

9 Including deployment of an anti-ballistic missile system; the introduction of ‘‘capabilities-based’’
and ‘‘adaptive planning’’ to allow for limited nuclear strikes; the upgrading of its nuclear weapons (DOD
2002; Woolf 2002).
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choice of United States strategic nuclear weapons after 1961. The equations and
procedures of systems analysis exemplify instrumental beliefs (causal understandings
of how nuclear weapons and nuclear strategy work) and what Eden (2004) calls
‘‘organizational frames’’—ways of understanding the world. The strategists who use
systems analysis constitute an epistemic community of government and private
nuclear analysts, with systems analysis constituting a core element of the cultural
practices of that community. Being able to use systems analysis, or at least under-
standing its formal logic is one of the criteria for membership in this epistemic
community understood as ‘‘a network of professionals with recognized expertise and
competence in a particular domain and authoritative claim to policy relevant
knowledge within that domain or issue area.’’ Epistemic communities have ‘‘(1) a
shared set of normative and principled beliefs . . . (2) shared causal beliefs . . . (3)
shared notions of validity . . . (4) a common policy enterprise’’ (Haas 1992, 3; also
see Adler 1992). This epistemic community, above all, sought ways to deal rationally
with uncertainty in the scientiWc-technical-political context created by the develop-
ment and deployment of nuclear weapons. Policy modeling in the form of systems
analysis became a taken-for-granted part of the Pentagon’s organizational culture. Yet
as LitWn suggests, ‘‘Epistemic community approaches downplay . . . the ways in which
scientiWc information simply rationalizes or reinforces existing political conXicts’’
(1994, 12). In other words, scientists have politics too and in any case, their analysis
may not be used by neutral observers.
The point of using operations research and systems analysis was and is to make the

decision-making process more ‘‘rational.’’ The models and the math are supposed to
abstract from nuclear reality and to predict the unknowns of nuclear war in order
better to represent and understand it. The conclusions might ultimately be distorted
in the policy process, but the numbers themselves should be neutral and hard. On
the one hand, in some respects the policy modelers failed by their own criteria to
do an adequate job. Indeed, others have criticized poor applications of nuclear
systems analysis techniques and some of those criticisms are discussed below.10
The logical conclusion of those critiques is to urge more rigorous speciWcation and
application of mathematical models.11 Yet the aim here is not so much a critique of
shoddy practices, the provision of remedies, or alternatives, as it is to understand
some of the consequences of using this sort of modeling. An examination of nuclear
discourse at its most formal, abstract level illustrates unexpected and even frighten-
ing aspects and consequences of policy modeling—whether or not the modeling is
well executed.
As much as policy modelers were analyzing, describing, or indeed sometimes

simply rationalizing the decisions actors wanted to take for other reasons, systems

10 See, for examples, Green 1966, 15–93; Brewer and Shubik 1979; Postol 1987; Salman, Sullivan, and
Van Evera 1989.
11 Davis and Schilling (1973) is one of the best open source discussions of the analytical techniques of

systems analysis, including the formulas. They critique the application of systems analytical techniques,
while accepting the logic of systems analytical practices.
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analysts also made the nuclear world through their analysis. The ways they did so are
uncovered not so much by an attention to the levers through which the systems
analysis community inXuenced policy (which it certainly did) but by attention to the
content of the discourse of systems analysis. Thus, I focus on the instrumental beliefs
and logic of systems analysis and show how those beliefs and models helped structure
the emerging nuclear world and were used in arguments within the US foreign policy
decision-making community to develop the strategic nuclear arsenal. Systems an-
alysis was intended to clarify and model the nuclear reality; instead it mystiWed
nuclear reality among the experts and led to technically rational, though profoundly
unreasonable consequences.

Nuclear operations research and systems analysis was and is a knowledge-making
process that began to make its own ‘‘reality’’ more than the reality that was uncovered
through the techniques of nuclear modeling. Despite all its pretensions of rationality,
the formal discourse is neither rational nor irrational. Systems analysis is a ‘‘belief
system’’ (Little and Smith 1988) that depends on and functions within larger foreign
policy and scientiWc belief systems.12 Others, e.g. E. P. Thompson (1981), Carol Cohn
(1987), and Paul Chilton (1985), have shown how nuclear language was mystifying.
My focus here is on the supposedly neutral and objective practice of mathematical
modeling. Indeed, just as Cohn argues that ‘‘learning the language [of nuclear
strategy] is transformative’’ (1987, 716), then engaging in the formal part of strategic
nuclear discourse is even more so. The linguistic and mathematical abstractions used
by weapons planners remove them from the reality of their plans and practices and
thus allow them to ‘‘think the unthinkable’’ and perhaps do the unthinkable (Chilton
1985; Thompson 1981). Thus, the instrumental consequences of the weapons—what
the weapons do to bodies, how the weapons help shape our understanding of and
relations to others, and how making and preparing to use the weapons structures our
ways of organizing ourselves, economically, politically, and militarily—is more often
obscured, not revealed by systems analysis.13

But the formal mathematical and logical abstractions of nuclear modeling do
more than remove planners from realities that are patently ghastly. The abstractions
of systems analysis lead to the creation of new material ‘‘realities’’ which in turn
demand new conceptual and linguistic abstractions. The way that this formal
reasoning, nuclear rationality, begins to make its own cognitive and real world is
obscured by the analysis. In other words, when analysts talk and reason abstractly
about nuclear weapons through their nuclear models, they are not simply reporting
in a precise way, the realities of the nuclear world as they Wnd it. Nor are they simply
using abstraction and models as a veil to hide the nuclear world from plain view
by non-experts, though that might be a consequence of their discourse. Nor are
they simply using abstraction, metaphor, models, and math psychologically to

12 On belief systems, see Little and Smith 1988.
13 Lifton and Markuson (1990) have argued that living in a world of nuclear weapons and potential

nuclear holocaust has important psychological consequences. Systems analysis may inadvertently help
planners deal with the psychological stress of planning for mass death.
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insulate themselves from realities that they would rather not examine too closely,
though this might also be the case. Nor was modeling simply a rationalization for
decisions already taken for political or other reason, though this also happened.
Abstractions and forms of reasoning that become embodied in knowledge-making

practices, organizational routines, the acquisition of capabilities, the plans for
conducting operations, and the criteria for judging the reasonableness of arguments
do not simply model the world. They make it. The formal, abstract, and ultimately
incomplete models of systems analysis became more complex and simultaneously
divorced from political context even as the political context was in part shaped by the
practice of policy modeling. Indeed, there was as Freedman argued, ‘‘a tendency,
which gradually became more acute, to place an extremely sophisticated technical
analysis within a crude political framework’’ (2003, 169). At the same time the
decisions based on systems analysis began to shape the arsenals and thus the political
world. As Adler (1992, 108) argues, ‘‘the science of nuclear strategy has an input in
creating the reality it is supposed to explain and predict.’’ The use of systems analysis
by US nuclear strategists, arms control analysts, and their critics illustrates the way
that particular rationalities and the process of argument work in foreign policy
decision making and how abstractions can make a world.14 Understanding the
abstractions, the models, helps explain how the USA acquired the capability to
utterly destroy the Soviet Union, not just once, but almost inconceivably, several
times, and why nuclear weapons remain in sizeable numbers despite the end of the
cold war.
In what follows, I Wrst brieXy summarize some of the main strategic nuclear beliefs

and arguments held in the USA during the cold war that constituted the taken-for-
granted assumptions that underpinned nuclear arguments and systems analysis as a
policy-modeling process. Second, I review the origins of systems analysis and sum-
marize the core beliefs that underpin the practice. Third, I explore the abstract and
formal world of systems analysis by ‘‘walking’’ through some of its basic techniques.
Fourth, I discuss the ‘‘scientiWc seduction’’ of operations research and systems
analysis and review some of the problems of this analytical tool and its relation to
the material reality of nuclear weapons. Finally, I return to the question of the
consequences of systems analysis—how nuclear abstractions made the world.15

14 The consequences of the systems analysis discourse for non-experts are profound but anticipatable,
similar to the consequences or eVects of technical discourse in other areas of life, for instance in the
ability of non-physicians to understand and participate in choices about their medical care. Non-experts
may then defer to the experts, trusting in their rationality and their conscious manipulation of the
nuclear forces and planning for either good or ill. Alternatively, non-initiates may claim that the system is
completely mad, insane, and illogical, that there is some underlying pathology at work in the community.
Still some critics of US nuclear policy understood it and nuclear modeling quite well. Even those who
criticized nuclear policy using systems analysis, or who charged that nuclear modeling was little more
than a rationalization for decisions that were already made, appear to have believed in the legitimacy of
this form of rationality.
15 One could, of course, make similar arguments about conventional force modeling.
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1. The Context: Nuclear Weapons and
US Strategic Nuclear Beliefs

.......................................................................................................................................................................................

The policy process can be conceived of as a Xow where US nuclear weapons policy
and forces are determined in broad outline by presidential, National Security Coun-
cil, and Defense Secretary directives. The president and NSC also direct policy
analysts to study alternative options. Presidential and NSC directives are then Xeshed
out and implemented by planners and analysts within the Defense Department and
the military services. In both oYcial and public discourse, the lingua franca of
nuclear arguments was of course deterrence theory, but arguments rested on nuclear
modeling—operations research and systems analysis techniques. United States stra-
tegic nuclear policy ranged from war Wghting to deterrence (Freedman 2003; Glaser
1990; Eden and Miller 1989). The dominant logic of deterrence theory is based on the
idea of keeping someone from acting by threatening themwith painful punishment if
they do act. The Soviet Union, it was supposed, would be deterred from attacking the
United States, or its more distant interests, if they knew the United States would
attack them in return. The belief was that decision makers would not be deterred if
they thought they could get away with an attack without being punished or if the
punishment were very light. Success in deterring an attack depended on one ensuring
that the other side knew that they would, most likely, receive unacceptable damage as
retaliation for an attack.

This logic of deterrence and credibility is embedded in other intersubjectively held
philosophical, instrumental, normative, and identity beliefs. The core beliefs of nu-
clear ‘‘rationality’’—that the Soviets were the enemy, that the best way to deal with
themwas through threats, that the utility of threats depends on an ability to carry them
out, and so on—were rarely challenged. At the beginning of the cold war, the idea of
killing tens of millions of the other’s populations was acceptable, considered necessary
to ensure the survival of one’s own state and population—though by themid-1970s the
US government argued that it was not targeting civilian population per se (Ball 1986a,
27). In addition to these core beliefs there were many more context-speciWc beliefs
about how deterrence worked and how to structure nuclear forces so that threats were
credible, and so that if war came the mission of destroying the other side could be
accomplished (Jervis 1984; Kull 1988). The project of constructing a nuclear arsenal for
the United States in part consisted of meeting the ‘‘requirements’’ of deterrence in a
nuclear world. Part of the requirement for deterrence during the cold war was to
acquire a secure second strike capability—that is, to build enoughweapons that could
survive a Soviet Wrst strike nuclear attack, and that would be able to retaliate against
their cities or remaining nuclear weapons to inXict unacceptable damage.

There were also those who pushed for the United States to develop a nuclear war
Wghting capability. Indeed, early US nuclear strategy was explicitly focused on
developing a capability for pre-emptive nuclear war Wghting, targeting Soviet and
Chinese conventional military forces and their industrial infrastructure (Rosenberg
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1986, 40, 49; CBO 1978a). The USA also acquired weapons that were accurate enough
to destroy Soviet nuclear weapons. But, some strategists argued, the USA had to be
careful not to build so many of these accurate weapons as to put the Soviet Union in
fear that the USA was preparing to attack its weapons and thus vitiate the Soviet
Union’s ability to deter a USA attack. If the Soviets believed that the USA was
planning to strike Wrst and could destroy their weapons (and their ability to the
deter the USA), the Soviets might launch their weapons out of the fear of losing them
to a US Wrst strike. According to this reasoning, each side must build enough
weapons to survive a Wrst strike by the other side, but not so many extremely accurate
weapons as to scare the other side into launching a pre-emptive nuclear strike. If both
sides had highly accurate weapons, and a policy of aiming them at the other’s
weapons, a reciprocal fear of surprise attack could be an incentive for both countries
to put their nuclear weapons on alert, and perhaps lead to nuclear war. The dilemma
of creating a secure second strike force with highly accurate warheads was perhaps
most acutely posed during the late 1970s and throughout the 1980s in the ‘‘window of
vulnerability’’ debate and by critics of US acquisition of highly accurate land-based
MX and submarine-based Trident D5 missiles.
Those charged with developing nuclear weapons, and the external critics of US

strategic nuclear policy, sought to make sure that the nuclear policy was rational. By
rational they meant that the most cost-eVective and survivable weapons were pur-
chased, and that those weapons sent the intended signal to the adversaries of the
United States. But there were frequent and often bitter disputes within the armed
forces and the Pentagon, among civilian defense analysts, and in the United States
Congress about how to best implement nuclear strategy. After 1961, a consensus
emerged within the strategic analytical community that the best method for ensuring
that the posture was rational, and to constrain procurement by military services, was
to use operations research and systems analysis.

2. Origins and ‘‘Philosophy’’ of
Strategic Nuclear Systems Analysis

.......................................................................................................................................................................................

Operations research is now widely applied to all sorts of decision problems, as is
evident in the journal of the Operations Research Society. Its origins, however, are in a
set of mathematical techniques applied by United States and British military analysts
during the First WorldWar and appliedmore widely during the SecondWorldWar to
improve the eYciency and eVectiveness of strategic bombing and anti-submarine
warfare (O’Neill 1993; Quade 1968a; Hitch 1965; Freedman 2003 167). After the Second
World War, many of the techniques that would become nuclear systems analysis were
reWned by analysts at the RAND Corporation think tank and at the Strategic Air
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Command (SAC) of the air force.16 Early nuclearmodelers relied on the analysis of the
eVects of nuclear weapons against Hiroshima and Nagasaki, and on data gathered
through nuclear weapons tests in the South PaciWc and the far West. The public rarely
saw those early studies, though they sometimes came to light in popular books such as
Herman Kahn’sOn Thermonuclear War (1960).

Systems analysis became a dominant tool in the Pentagon under Kennedy’s Secre-
tary of Defense Robert McNamara who hired operations researchers, economists, and
RANDCorporation strategists to form the Systems Analysis OYce at the Department
ofDefense in 1961.McNamara ‘‘made it clear at the outset that . . . he wanted all defense
problems approached in a rational and analytical way, and that he wanted them
resolvedon the basis of national interests’’ (EnthovenandSmith, 1971, 31).McNamara’s
‘‘whiz kids,’’ the bright young men who did the systems analysis for the Pentagon,
immediately set about ‘‘rationalizing’’ the diVerent services’ military forces, which
included eliminating some of the military’s favorite programs and weapons. They
oftenwon arguments, or at least set the terms of the debate within the Pentagon about
nuclear forces, because their analysis seemed more objective and rational than other
arguments that the services could put forward. This fact was said to annoymembers of
the military services who wanted to acquire the weapons they wanted without outside
interference. According to Fred Kaplan, ‘‘In December 1961, some of the brightest Air
Force oYcers met at Homestead Air Force Base . . . to Wgure out what they were doing
wrong, how they could deal with McNamara and win a few bureaucratic battles. They
concluded that they would have to work up their own analytical corps. . . . They too
would have to learn the lingo of ‘scenarios,’ do ‘cost-eVectiveness’ analysis, become
their own ‘systems analysts’ ’’ (Kaplan 1983, 256–7). Thus, the use of systems analysis
techniques became essential for analysis of nuclear planning and war inside the
Pentagon, as well as at the think tanks which evaluated nuclear strategy.

Basic criteria for the US nuclear arsenal were set and/or evaluated using systems
analysis. For example, in the early 1960s, McNamara articulated the requirement that
the United States be able to accomplish ‘‘assured destruction’’ of the Soviet Union
even after the USA suVered a nuclear strike by the USSR. US strategic planners
‘‘calculated that the Soviets would be suYciently deterred if we could kill 30 percent
of their population and destroy half of their industrial capacity, and further that the
task could be accomplished with the explosive power of 400megatons’’ (Kaplan 1983,
317). In 1967, McNamara reduced this ‘‘requirement,’’ arguing that the United States
would have the capacity to ‘‘inXict an unacceptable degree of damage . . . even after
absorbing a Wrst strike’’ with 200 equivalent megatons17.

16 As Rosenberg notes, ‘‘The JSCP [Joint Strategic Capabilities Plan of 1952] and the operational plans
it guided including the SAC Emergency War Plan, were prepared consistently on an annual basis. They
fostered a process of debate and analysis that, in the absence of real global conXict, served as a kind of
‘surrogate war’ for generating and testing forces and concepts.’’ In this context, ‘‘Each new planning eVort
built on the experience gained in the preceding ‘war,’ thereby creating a dynamic that tended to
discourage radical changes’’ (Rosenberg 1986, 43).

17 McNamara quoted in Salman, Sullivan, and Van Evera 1989, 209; see also Enthoven and Smith 1971,
207; and Kaplan 1983, 317–18.
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The Systems Analysis OYce prepared the initial ‘‘Draft Presidential Memoran-
dums’’ (DPMs), on issues such as strategic oVensive and defensive nuclear forces,
tactical nuclear forces, and anti-submarine warfare. The process of drafting the
Wnal DPMs, which would serve as the basis for decisions by the Secretary of
Defense and the president, included input and review by all the relevant parties within
the DOD over several months. Two former members of McNamara’s systems analysis
team described the DPM procedure this way. ‘‘The growth in the number of DPMs
reXected McNamara’s desire to have all major defense programs considered and
analyzed as a whole. This is a good illustration of what we like to call ‘McNamara’s
First Lawof Analysis’: always start by looking at the grand totals’’ (Enthoven and Smith
1971, 54). They urged systems analysts to keep the larger context in mind:

Whatever problem you are studying, back oV and look at it in the large. Don’t start with a
small piece and work up; look at the total Wrst and then break it down into its parts. For
example, if cost is the issue, look at total system cost over the useful life of the system, not just
at this year’s operating or procurement costs. . . . If you are analyzing a particular strategic
oVensive weapon system, start by looking at the total strategic oVensive forces. If you are
considering nuclear attack submarines, look at the total anti-submarine warfare force, which
includes land- and sea-based patrol aircraft, destroyers, sonars and the like. One simply
cannot make sense out of costs, or missiles, or submarines without looking at the totals.
The DPMs were a practical result of this principle. (Enthoven and Smith 1971, 54)

The DPMs drew on the work of systems analysis in order to evaluate the compet-
ing claims of diVerent actors and devise policy, and calculations were fed into
the protocols for nuclear weapons use, the Single Integrated Operational Plan
(SIOP). Enthoven and Smith describe systems analysis as a ‘‘frame of mind’’ and a
‘‘philosophy:’’

Systems analysis is a reasoned approach to highly complicated problems of choice in a context
characterized by uncertainty; it provides a way to deal with diVering values and judgments; it
looks for alternative ways of doing a job; and it seeks by estimating in quantitative terms where
possible, to identify the most eVective alternative. It is at once eclectic and unique. It is not
physics, engineering, mathematics, economics, political science, statistics or military science;
yet it involves elements of all these disciplines. It is much more a frame of mind than a speciWc
body of knowledge. . . . A good systems analyst is a relentless inquirer, asking fundamental
questions about the problem at hand. . . . systems analysis is more a philosophy than a speciWc
set of analytical techniques. (Enthoven and Smith 1971, 61–2)

Operations research and systems analysis applied to nuclear war became a form of
nuclear reasoning or rationality, but there was more than one way to analyze nuclear
problems. The Joint Chiefs of StaV ‘‘Catalogue ofWargaming andMilitary Simulation’’
notes eightmodels which could be used to assess the speciWc eVects of nuclear weapons,
estimate civilian fatalities from nuclear war, or model a full-scale nuclear war (Arkin
and Fieldhouse 1985, 99). Game theory, computer simulations, and war gaming (where
live military forces engage in mock battles under conditions that partially replicate
those of a war) are also used to understand the utility of particular forces and strategies
against potential adversaries. What is described in this chapter is thus only a snapshot
of the use of modeling for nuclear weapons issues.
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3. Basic Systems Analysis Techniques
.......................................................................................................................................................................................

Policy modelers are always responding to a problem. In the case of nuclear weapons
and nuclear war, the problem is typically understood as a scenario. War scenarios are
the political and military conditions in which the system under analysis is assumed to
be operating. For example, one classiWed study produced by the Pentagon’s Director
of Defense Research and Engineering for Secretary of Defense McNamara considered
the problem of damage limitation: ‘‘If the Soviets spend x dollars to create damage in
the U.S., and the U.S. spends y dollars to limit damage, what is the percentage [sic]
U.S. population and industry surviving? What are the results of the mirror imaging
problem? (Note: Soviet ‘damage limiting’ is the same problem as U.S. ‘assured
destruction.’ [sic])’’ (Director of Defense Research and Engineering 1964b, 14).
Other strategic nuclear war scenarios consider using nuclear weapons and the force
posture for deterrence or using the weapons to wage a nuclear war should deterrence
fail. War Wghting scenarios may be ‘‘Wrst strike’’ or ‘‘second strike’’ and they also vary
depending on whether the targets are other nuclear weapons or conventional forces
(counterforce) or cities and industry (countervalue). Charles Hitch illustrates one
use and technique of systems analysis: ‘‘To give an oversimpliWed example, suppose
the objective were to achieve an expectation of destroying 97 per cent of 100 targets,
using missiles having a per cent single-shot ‘kill’ capability.’’ He continues:

The traditional requirements study would conclude that 500 missiles were needed because
100 missiles would achieve an expectancy of 50 kills, 200 missiles—75 kills, 300 missiles—87
kills, 400 missiles—94 kills, and 500 missiles—97 kills. This, of course, merely reXects the
operation of the familiar law of diminishing returns. But the signiWcant point is that the last
100 missiles would increase the ‘‘kill’’ expectation by only three extra targets, from 94 to 97.
Thus we should not only ask the question, ‘‘Do we need a capability to destroy 97 percent of
the 100 targets?’’; we should also ask the question, ‘‘Is the capability to raise expected target
destruction from 94 to 97 percent worth the cost of 100 extra missiles?’’ In other words, we
must not examine total costs and total products but also marginal costs and marginal
products. (Hitch 1965, 50–1)18

The particular numerical values used to conduct systems analysis include the quan-
tiWcation of nuclear weapons eVects, the capabilities of the weapons and their
strategic ‘‘delivery vehicles’’ (aircraft or missiles), and the characteristics and
‘‘value’’ of the target. Table 38.1 summarizes some of the characteristics and their
units that are commonly used in basic systems analysis equations that deal with
nuclear exchange scenarios.

Analysts also want to know how likely it is that, once launched, the warhead
delivered by a missile or aircraft will be able to destroy its intended target. The
formulas used to estimate the likelihood of one of these events, and even of a number

18 For example, multiply the number of targets remaining by the SSPK of the missiles. Then add the
number of targets killed after each round. If one cannot count on knowing which missiles were
successfully destroyed in the Wrst round, one must continue to send missiles to all of the targets.
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of these events, are derived from nuclear weapons test data and from commonly used
statistical procedures. One basic problem, of determining the probability of a single
nuclear weapon of a certain size destroying a target of a certain size and type, is
symbolized in the following formula known as the ‘‘single shot kill probability’’ or
SSPK formula: SSPK ¼ 1"0.5(LR/CEP)2 where LR or lethal radius is the radius of
(blast) destruction of a warhead (measured in nautical miles) of a certain yield
against targets of a particular hardness and CEP is the measure of the warhead’s
accuracy.19 If the hardness of a particular target is given as greater than 1,000 psi the
lethal radius formula would be:

Table 38.1 Basic inputs for nuclear modeling

Type of information Characteristic measure Acronym/symbol

Nuclear explosion effects blast overpressure psi: pounds per square inch

heat/thermal radiation (prompt) temperature calories per square

long-term radiation centimeter cal=cm2

REM and RADa

half life in years

Weapon capabilities delivery vehicles DV

missile re-entry vehicles Rv

accuracy CEP: circular error probable in
nautical miles or feet; the radius
from the target that a re-entry
vehicle would land with
50% probability

yield in megatons TNT equivalent Y in MT and EMT (scaled to 1MT)
where EMT ¼ Y2/3 for
yields < 1MT and EMT¼ Y1/3
where Y is >1MT

overall reliability OAR or R

Target characteristics hardness H in pound per square inch or psi

type: area (e.g. city, airbase, factory)
or point (missile) or linear
(railroad track or road)

Note: see Glasstone and Dolan 1977 for a more comprehensive discussion of nuclear weapons effects.
a A rem (reontgen equivalent man) is a measure of biological damage; a rad is a measure of radiation energy
absorbed.

19 A nautical mile is longer than a standard mile: 1 nm ¼ 6,080 ft; 1 mi ¼ 5,280 ft.
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LR ¼ 2:62 Y1=3

H:33

and if hardness were about 5 psi, the LR formula would be:

LR ¼ 6:81Y2=3

H:62

where Y is Yield in equivalent megatons and H is hardness in pounds per square inch.
Overall probability of kill or OPK, is calculated by the equation: OPK¼ SSPK (OAR)
where OAR is the overall reliability of the missile delivery vehicle and warhead. In
other words, to determine how likely it is that a nuclear weaponwill be able to destroy
any particular target, one must determine the destructive capacity of a weapon
against a target of a certain hardness, where hardness is the target’s ability to
withstand the blast eVects of a nuclear weapon. For example, each United States
MX missile has ten nuclear warheads, each with a yield of 0.45 equivalent megatons
and an estimated accuracy of 0.06 nautical miles CEP. The overall reliability of the
MX missile delivery vehicle and warhead is often assumed to be 0.81 per cent. The
greater the hardness of a target, the less likely it will be destroyed by the blast eVects of
a nuclear weapon. However, the greater the accuracy and destructive power of a
warhead, the more likely that a single shot will destroy the target.

Modeling a nuclear war would involve assessing the probable outcome of using
one side’s nuclear weapons against another side’s nuclear weapons and cities and
other targets. This requires Wguring out how a number of weapons would perform
against many targets and whether more than one nuclear weapon should be used
against a particular target to increase the likelihood that the target would be
destroyed. And of course it is possible to model a dynamic exchange of weapons
between two or more sides assuming various constraints, such as the use of ballistic
missile defenses and so on. The results of these calculations are then used in
arguments about whether one side’s nuclear forces and strategy are adequate for the
task (deterrence or war Wghting) or whether some change in forces or strategy would
be required to meet the task (e.g. see CBO 1978a). The term ‘‘damage expectancy’’
(DE) describes the ‘‘probability that the desired level of damage will be achieved
against each target or set of targets’’ and consists of the product of individual
probabilities that systems function reliably (PRE), of prelaunch survivability (PLS),
of penetrating air defenses (PTP), and the probability of killing the target (PK).
Thus, DE ¼ PRE " PLS " PTP " PK (Postol 1987, 379–80). The CBO (1978b,
52) used a diVerent equation for Damage Expectancy: ‘‘Mathematically,
DE ¼ 1# (1# R" Pk)n.’’ Where R is reliability, P is the probability of successful
penetration to target, and n is the number of nuclear weapons of the same type
allocated to the target. Other basic formulas and procedures for calculating the
activities of nuclear war are dependent upon particular scenarios and target sets.
Common scenarios for nuclear war Wghting are ‘‘area barrage’’ (against a large area),
‘‘linear barrage’’ (against a linear target such as a railway), ‘‘defensive’’ (where
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weapons are to be defended against attack), and ‘‘counterforce exchange’’ (targeting
each other’s nuclear weapons). The assumptions, data, and formula given above are
thus intended as simple illustrations for what can be a much more involved and
intricate set of calculations.

4. Rational Representation
or Social Practice?

.......................................................................................................................................................................................

The aim of nuclear operations research and systems analysis was to help nuclear
strategists make decisions about which weapons to acquire, how to use the weapons,
and how to predict how others will likely use their weapons. Practitioners believed
that their analysis represented the realities of nuclear weapons and war. Indeed, the
equations and models seem straightforward enough. And getting the numbers or
parameters to put into the equations also seemed simple enough: just do the tests or
make observations of the phenomena. Yet practitioners themselves noted that sys-
tems analysis regularly suVered from several problems: opaqueness, uncertainty,
arbitrariness, and unrealistic scenarios. Thus, the policy modelers, and their critics
cautioned that there were limits to individual analyses and to the craft.20 As noted
below, the proposed solution of the practitioners’ systems analysis was to ameliorate
and correct these problems through better analysis—to make the models more
transparent, certain, realistic, and complete. Yet correcting the problems would not
necessarily result in better policy modeling. Insiders believed that if the problems
discussed below were corrected the models could ultimately accurately model
the nuclear world. Yet, something more fundamental emerges when we examine
the practice of systems analysis from outside the paradigm. No amount of tinkering
could make the systems analysis better for purposes of policy modeling. The nuclear
world was not simply re-presented and understood in and through a neutral and
scientiWc policy-modeling process. Rather, nuclear systems analysis itself in part
made and remade the nuclear world. As the following discussion of the problems
of opaqueness, certainty, omission, arbitrariness, and implausibility shows, the
models and abstractions made an already elusive nuclear world more opaque,
uncertain, and arbitrary.
Opaqueness. Transparency of assumptions and techniques facilitates informed

assessments and criticism of the policy process. Perhaps the most common criticism
of systems analysis and other techniques of military assessment is that the practi-
tioners have not made their assumptions and procedures transparent so that others
(including other experts) can fully understand and evaluate their work. Opaqueness

20 Quade (1968b) summarized several other ‘‘pitfalls’’ that can confound systems analysis such as the
failure to specify the problem, adherence to cherished beliefs, parochialism, disregard of the limitations
of forces available, and so on.
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may also be consciously adopted as a cover for extreme biases in analysis that are used
to advance a particular interest (Salman, Sullivan, and Van Evera 1989). In discussing
military analysis techniques, models, simulations, and games (MSG), Garry Brewer
and Martin Shubik (1979, 225–6) argued that ‘‘all such analyses are generated by a
program, the workings of which are obscure and often unfathomable . . . [T]he
interested onlooker does not know, for instance, what the structure of the MSG is,
what data are assumed to be relevant, what is omitted, what factors inXuence which
others, or how sensitive the outcome is to changes and uncertainty in the assump-
tions.’’ Like most conscientious scholars and consumers of systems analysis, Brewer
and Shubik urge practitioners to make their assumptions and operations ‘‘less
opaque’’ and to produce alternative analyses based on ‘‘equally plausible assumptions
about the performance of weapons and the operational environment.’’ Of course this
last piece of advice presumes that there are such things as more or less plausible
assumptions and scenarios.

Certainty and uncertainty. Systems analysis is speciWcally intended to model
decisions in uncertainty. Systems analysis relies on pre-existing data for inputs and
makes assumptions about probabilities of uncertain events. All policy modeling is
therefore more or less sensitive to degrees of certainty and uncertainty.21 Yet, Quade
(1968b, 356) has noted that systems analysts sometimes neglect ‘‘consideration of the
real uncertainties’’ and focus on uncertainties that have been modeled or simulated
although ‘‘real uncertainties may have made trivial the eVect of any statistical
uncertainty.’’ More fundamentally, because of the nature of nuclear weapons and
nuclear war, it may not be possible for nuclear systems analysts to even know the
degree of uncertainty they are attempting to model. Despite their best eVorts to
represent, specify, and bracket the range of possible outcomes and uncertainties,
analysts were ultimately working in a realm of illusory or even false certainty. Thus,
numbers were used as if they were hard, when in fact the values were quite uncertain.
SpeciWcally, the numbers used to describe nuclear weapons and their eVects—such as
hardness, CEP, and reliability—are assumed to be ‘‘hard,’’ based on real, observable,
and knowable data. Yet, several basic inputs are not hard at all in the sense of being
observable and knowable with high degrees of certainty because data used for input
are derived from tests under ‘‘artiWcial’’ conditions that do not approximate the real
conditions of nuclear war. Analysis assumed the numbers were ‘‘real;’’ rather, the data
that comprised the assumptions and values used in systems analysis were social
constructions.

For example, hardness, that is, the ability of an object to withstand the eVects
of a nuclear weapon to a designated level of blast overpressure, is a crucial input
to equations in nuclear systems analysis; results are often quite sensitive to changes in
the hardness parameter (recall that SSPK ¼ 1 " 0.5(LR/CEP)2 and lethal
radius depends on hardness of the target). Figures for the hardness of objects,
especially missile silos, depend on engineering data about the eVects of blast over-
pressure on certain kinds of construction. Many tests of diVerent materials

21 See Bunn and Tsipis 1983, for example.
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and construction methods were conducted by placing objects of diVerent types at
various distances from nuclear explosions (Glasstone and Dolan 1977) during the
period when above ground nuclear testing was conducted. Thus, while there are
some real ‘‘data,’’ the ‘‘hardness’’ values for an adversary’s industries, missile silos,
and command bunkers are essentially a guess, assuming that their methods of
construction and materials are basically like the systems for which one has data.
Then, to be ‘‘safe,’’ it seems that planners assumed their construction was just a bit
better, more resilient than even the best of the ones that have been ‘‘tested’’ (CBO
1978b, 46–7). Such may be the case with Wgures for the hardness of Soviet silos, given
as very high numbers (1,000 and 2,000 psi) in the late 1970s and early 1980s. These
high numbers, with little basis in ‘‘reality,’’ were often repeated without the qualiWca-
tions attached to them by the Congressional Budget OYce when CBO Wrst used the
estimates (see CBO 1978a, 16).
Donald MacKenzie’s work on missile reliability and accuracy demonstrates the

softness of these supposedly hard inputs. For instance, the Wgure used for the overall
reliability of US ballistic missiles is a probability that depends on several operations
happening in sequence. The land-based missiles must be launched from under-
ground silos and submarine-based missiles must be launched from their submarines.
After launch, booster rockets must function successfully, the re-entry vehicle that
carries the nuclear warhead must separate from the booster and re-enter the atmos-
phere, and the nuclear warhead must detonate. High estimates of overall reliability
were almost uniformly used in nuclear systems analysis. Yet, despite the importance
of missile reliability, there has never been a test of a US nuclear ballistic missile over
the same range and gravitational conditions that would be found in an ‘‘actual’’ war.
Nor were there many tests of ballistic missiles with ‘‘live’’ nuclear warheads: in
testing, ballistic nuclear warheads are removed so that tracking devices can be placed
in the missile and re-entry vehicle. Apparently, there was only one test of a nuclear
missile that approached operational conditions (although the range and trajectory of
the test were not the same as they would be during a nuclear war) in 1962 when a
Polaris missile was launched from a submarine and its nuclear warhead detonated at
the test range. Air force Chief of StaV Curtis LeMay told members of Congress that
even this test ‘‘was not under fully operational conditions, we Wred one Polaris out in
the PaciWc with a warhead on it. It was not truly operational. It was modiWed
somewhat for the test’’ (quoted in MacKenzie 1990, 344). MacKenzie (1990, 343)
also notes that because of problems with the Polaris warhead’s fusing, ‘‘By 1966 it was
being estimated by the Livermore nuclear weapons laboratory that between half and
three quarters of W47 warheads [used on Polaris missiles] would fail to detonate.’’
Thus, if overall reliability depends on the probability of missile launch, warhead
separation, and detonation, the high estimates for reliability given in most systems
analysis equations were themselves so optimistic and based on artiWcial assumptions
as to have been nearly Wctional. Perhaps such optimistic assumptions were accepted
because without them, the deterrence threat became less credible.
Similarly, uncertainty was also elided in the Wgures for missile accuracy, circular

error probable. A supposedly ‘‘hard’’ number, CEP is also based on a relatively few
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number of artiWcially simpliWed tests. Recall that CEP, a distance measured in
nautical miles or feet, is the radius of a circle around the target where 50 per cent
of the warheads are expected to fall if a large number of test Wrings were conducted.
Some 50 per cent would likely fall outside this radius.22 Accuracy depends on the
gravitational and electromagnetic Weld of a missile Xight path, precise calibration of
the inertial guidance system of a weapon, that the re-entry vehicle does not get
thrown oV course by debris when it re-enters the atmosphere, and so on. The tests
that were used to estimate US missile accuracy were conducted on east to west Xight
paths, over what is known as the Western Test Range, while a US ballistic missile
Xight against the USSR during the cold war would have gone over the North Pole and
over longer ranges—these missiles would experience diVerent gravitational and
electromagnetic forces. Moreover, the missiles that are used in these Xight tests are
specially prepared and ‘‘modiWed’’ for the tests, so that they are in better working
condition than the missiles that actually sit in silos or on submarines (MacKenzie
1990, 344).23 The missile warhead lands in the test area and the number that is
eventually given for CEP of a particular missile type depends on a statistical analysis
of a number of these tests. To take uncertainty into account, there are ‘‘safety factor’’
formulas that are apparently used by systems analysts for CEP (MacKenzie 1990, 419).
Yet the CEP number is generally taken as a given when inputted into systems analysis
calculations.

Ironically, uncertainty, and the sources of uncertainty with respect to CEP were
sometimes discussed in great detail by policy modelers and then ignored. For
example, the Congressional Budget OYce (CBO) produced a number of widely
used papers examining US strategic nuclear forces in the 1970s and 1980s. The
CBO report was careful to make the problems and uncertainty with the data explicit
and also to note that even if more tests were conducted in order to increase
conWdence in the CEP Wgures used in the analysis, ‘‘actual’’ nuclear war would be
quite diVerent from the tests:

A very signiWcant consideration for attack planning is the great uncertainty surrounding the
actual accuracy of any given guidance technology. This uncertainty results in part from the
limited number of tests a missile system undergoes to verify its accuracy potential. Gaining
high conWdence in estimates of a missile CEP would require a large number of tests for each
missile and for each change in its guidance system. Such testing is constrained, however, by the
limited resources that can be devoted to the very expensive task of missile testing. Moreover,
actual operational performance can be degraded by variable atmospheric conditions and
small perturbations in the earth’s gravitational Weld. As a result, actual CEPs can only be
estimated within a fairly large range of uncertainty, and any assessment of the damage that an

22 Lynn Eden suggested to me that this is an odd locution: it is circular error probable although
weapons would not fall in a circle but in more of an elliptical pattern.

23 One could respond that because of these areas of uncertainty, one needs to do more tests. In fact,
those who do not want to halt nuclear tests or tests of delivery vehicles and components argue that
periodic testing of nuclear weapons and delivery vehicles is necessary to ensure that the weapons will be
reliable and that the assumptions about performance are accurate. Yet, even if testing advocates had their
way, tests would still be stylized simply because to get the necessary measurements, tests must be
conducted under ‘‘artiWcial’’ and stylized conditions.
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attack can be expected to cause must take into account the uncertainties surrounding these
operational accuracies. (CBO 1978a, 10–11)

Yet, although data reported by the CBO as the basis for their calculations were
frequently used by other analysts, the explicit cautions expressed in the CBO reports,
including the one quoted above, are rarely reproduced. Thus, the problem of uncer-
tain inputs being used as hard numbers was exacerbated by the tendency of analysts to
simply repeat earlier estimates made or given by respected sources (Crawford 1987).
Uncertainty was thus acknowledged and then forgotten or erased and turned into
hard and certain numbers which became the basis for other calculations. Simulations
were taken to be real and accurate, when they were highly constructed and likely to be
far from accurate; the analysts knew this and proceeded anyway.
Further, uncertainty was magniWed and masked when classiWed and public esti-

mates frequently based on projections of future capabilities of the USSR rather than
on what was known or presumed to be the current capability. There were enormous
questions about contemporary Soviet military capabilities; those uncertainties were
even greater if Soviet capabilities were projected into the future. For example,
projections of future Soviet capabilities that never actually materialized were the
basis of the highly publicized bomber and missile gaps. ClassiWed estimates in NIEs
and operations research studies also, as a general rule, proceeded on the numbers
projecting future capabilities. For instance, the 1964 classiWed study of damage
limitation estimated US and Soviet capabilities for 1970 (DDR&E 1964a) but no
one could know for sure what the Soviet arsenal would look like in six years and the
basis for such projections was often never speciWed. Even the use of the term
‘‘projection’’ in the estimates connotes a systematic and empirically based number
when what was given was often simply a guess of what the Soviets might be capable of
doing in the future.
Omission and elision. ‘‘It is a serious pitfall,’’ Quade (1968b, 359) argues, ‘‘for

the analyst to concentrate so completely on the purely objective and scientiWc aspects
of his analysis that he neglects the substantive elements or fails to handle them
with understanding.’’ Despite this caution, issues and numbers that are impor-
tant for understanding the capabilities and eVects of nuclear weapons are often
omitted during the process of systems analysis. Four examples—the persistence in
ignoring or downplaying the thermal eVects of nuclear weapons, the omission of
command and control in many models, the problem of fratricide, and the lack of
reference to human bodies—illustrate the sort of omissions that characterize nuclear
modeling.
As Lynn Eden (2004) shows in her masterful account, nuclear planners focused

on blast eVects, despite the fact that the thermal eVects of nuclear weapons
are enormous: when combined with the wind that nuclear explosions generate,
huge Wres would be expected in cities. As Eden demonstrates, blast eVects are certainly
important, but when trying to model the destruction of nuclear missile silos or
other hard structures and when weapons planners talk about targeting cities and
industrial targets, they usually took only blast eVects into account. For example,
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the RAND Corporation SNAPPER Nuclear Damage Assessment Model focuses on
blast eVects. SNAPPER was used by the CBO (1978b) for its modeling, although
the CBO noted that ‘‘Secondary eVects from a nuclear blast, such as Wre or shorts
in electrical systems, can damage machinery just as eVectively as primary eVects can’’
(emphasis added; CBO 1978b, 47). Yet, depending on the dominant buildingmaterials
and other conditions, the area of damage from a nuclear blast in a city and perhaps
even against weapons will likely be much smaller than the area damaged by heat and
Wrestorms. Firestorms did signiWcant damage in Hiroshima and Nagasaki and there
was other evidence that thermal eVects of nuclear weapons would be signiWcant. Still,
nuclear modelers preferred to focus on blast because they believed blast eVects were
easier to predict and model. This example of a preference to model blast eVects is
taken from a now declassiWed memorandum to President Kennedy, and occurs in a
discussion of the kill distance of anti-ballistic missiles against a swarm of incoming
nuclear warheads and decoys by RAND Corporation experts Edward Teller and John
Foster:

Suppose the kill distance of the defensive warhead could be vastly increased—made compar-
able to the size of the swarm. The decoys could become ineVectual.

If there were multiple warheads they could all be killed in one blow. . . .
How can the kill distance of a nuclear warhead be made so large? Is such a warhead

development possible? The answer is that it may not be necessary to do anything to
the warhead. The kill distance with present warheads might be big enough and we just don’t
know it. It is an important fact that the science of the eVects of nuclear explosions on targets
is in a much more rudimentary state than the science of nuclear weapons themselves. Because
we know so little about eVects and because we do not know the detailed construction
of the Soviet ICBM, we are forced to base our estimate of the kill distance on the most direct,
best understood, and therefore most reliable eVects of the explosion. It is this way
[deletion]. . . .

Aren’t the Soviets, like us, forced to be conservative in their AICBM [anti-ICBM] planning?
(Teller and Foster 1961, 3, 5)

Thus as Teller and Foster imply, the fact that a Wrestorm would likely destroy a vast
area was not taken into account because analysts were focused on the blast eVects of
nuclear weapons, and the result of considering other eVects ‘‘secondary’’ is that more
nuclear weapons would be targeted on an area such as a city, to produce damage to a
certain level of blast. The idea that one needs more weapons often leads to building
them, and then the other side may build weapons to be able to target those weapons,
and so on.

Command and control of nuclear forces was also often omitted from analysis
by the assumption that it would work Xawlessly or at least quite well. There were
about thirty-six nuclear command posts in the USA and Wfty in the USSR in the mid-
1980s (Arkin and Fieldhouse 1985, 93; Blair 1985). As Ball (1986a, 19) argues, ‘‘Escal-
ation Control requires U.S. strategic nuclear forces be supported by a survivable C3I
system with suYcient endurance to maintain control through some extended period
of protracted conXict.’’ But as Ball shows, US C3I is ‘‘subject to certain critical
vulnerabilities’’ which call into question the ability to follow through with war
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Wghting scenarios. Despite command and communication redundancies and other
precautions, an attack on all of these command posts would likely hinder political
leaders’ ability to launch nuclear weapons, assess damage to their own and the other
side, or terminate a nuclear war once it was begun. The smooth and eVective
functioning of C3I, essential for all nuclear war scenarios, is assumed in most systems
analysis of second strike retaliation, despite the fact that C3I is quite vulnerable to
disruption.24
Analysts also sometimes acknowledged and then proceeded to omit from

their calculations the possibility of fratricide—that the detonation of one of your
weapons could disable another of your weapons—from their analysis. SpeciWcally,
to increase the overall probability of kill (OPK) against a target, nuclear weapons
planners often allocate more than one nuclear weapon to it. ‘‘To hedge against
massive failures of an entire weapon type, weapons would be cross targeted
by diVerent delivery systems’’ (Postol 1987, 380). Cross-targeting raises the possibility
of fratricide because the Wrst weapon to explode will create a Wreball and dust cloud.
‘‘If the second cross-targeted booster did not fail in Xight to the target, its warheads
would arrive next, perhaps minutes or fractions of minutes after the arrival
of the Wrst. . . . Some of the warheads might be damaged or destroyed if they encoun-
tered the debris clouds from the earlier detonations, but from the point of view of the
targeter that might be unimportant, because the warheads would be cross-targeted
mainly to make it highly probable that the targets of interest were struck’’ (Postol
1987, 389). But according to the CBO, ‘‘It is possible that no more than one warhead
could be successfully detonated over each target. Other nuclear eVects, such as intense
heat and dust clouds, could be lethal to subsequent warheads even if Wrst round
weapons were burst above the surface to avoid the throwing of ground debris
into the air’’ (CBO 1978a, 12). Moreover, ‘‘Uncertainties about fratricide will probably
never be settled. For one thing the prohibition on atmospheric testing prevents real
world evaluation of a modern warhead’s ability to withstand the various eVects of
a nuclear explosion’’ (CBO 1978a, 13). Despite these signiWcant concerns, fratricide is
often left out, or minimized in calculations by strategists. The result is that
the ‘‘models’’ are less and less removed from the ‘‘reality’’ of the weapons eVects,
even as the conclusions of models based on this optimistic assumption create yet
another sort of reality.
Finally, as Cohn (1987) and Gusterson (1996) have noted, one of the most

glaring omissions is the frequent lack of clear references to what nuclear weapons
do to humans. Of course one of the main points of using nuclear weapons is to
kill people. Calculations about ‘‘countervalue’’ strikes against population centers
do discuss the casualties associated with nuclear weapons use (e.g. OTA 1979; Batcher
2004). But, apart from the early research on the eVectiveness of civil defense, many
of the counterforce calculations proceed as if there were no human injuries or
deaths from counterforce nuclear exchanges. Indeed, the intentional and inadvertent

24 Though command bunkers and other elements of C3I are ‘‘hardened’’ against blast, transient
electronic eVects (TREE), and electromagnetic pulse (EMP), they are still vulnerable to direct hits.
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release of sometimes high doses of radioactive substances during nuclear weapons
tests and as part of the program of human radiation experiments undertaken in
the USA during the Wrst Wfteen years of the cold war (see Hilts 1994, 1995, 1996;
Wald 1997) could lead to speculation that human life itself was discounted by some
planners.

Arbitrariness. The inputs to policy modeling should be based on non-arbitrary
considerations. Yet, modeling inputs used as baselines in nuclear systems analysis,
and that seem relatively uncontroversial, such as the size of the ICBM arsenal, for
CEP, and the criteria of second strike survivability, were all too often arbitrary. An
initial arbitrary assumption may appear uncontroversial, but the eVects of the initial
policy choice ripple through subsequent analysis.

For example, there was no compelling military or scientiWc reason why the US
ICBM arsenal was set at 1,000 missiles (Ball 1980, 209–10). In 1974 nuclear scientist
Herbert York asked Alfred Rockefeller, chief of the Presentations Division of the
Space andMissile Systems Organization of the air force, to explain how the size of the
US ICBM force was determined to be 1,000 in the mid-1950s, suggesting that its
number was essentially ‘‘a natural one, and not decided by anybody consciously’’
(York 1974). Rockefeller replied to York, ‘‘I agree with you on the interpretation of the
number 1000. Basically, it is a nice round number which would be equally applicable
to an aircraft procurement. . . . the number 1000 was a natural one. A nice base Wgure
to calculate cost on’’ (Rockefeller 1974).

Similarly, the criterion used by NATO countries for accuracy CEP is 50 per cent
probability of the warhead landing within a radius expressed in nautical miles or feet.
According to this criterion, 50 per cent of the warheads land somewhere outside that
radius. Again, this distance is calculated based on several test Wrings of the weapon,
and the classiWed results of tests include conWdence intervals and an error budget of
the causes of inaccuracy (Mackenzie 1990, 348–9).25 So, although the number for CEP
is expressed as a distance, the circular error probable Wgure is a probability for landing
within a certain distance. Yet, the choice of 50 per cent is essentially arbitrary. Why
does NATO use 50 per cent as the probability? Clearly, if a diVerent criterion were
used, the distance would be diVerent, altering one’s perception of the missile accur-
acy, and therefore, likely altering the number of weapons procured. Why not use a
diVerent criterion, for instance 80 or 90 per cent, which would be more consistent
with the numbers for reliability of missiles and warheads? Weapons would appear to
be less accurate if CEP were 80 per cent and more accurate if it were 21 per cent, the
Wgure the Soviets used for CEP.26

Other Wgures, taken for granted at the time as not arbitrary but as ‘‘reasonable and
essential,’’ were the criteria used to assess when deterrence would be accomplished.
McNamara’s Department of Defense asserted that deterrence would be accomplished

25 Mackenzie (1990, 367–8) notes how CEP conWdence intervals were viewed diVerently and CEP
numbers adjusted when the air force wanted to make their nuclear weapons appear more accurate than
navy weapons.

26 Because the Soviet criterion for CEP was a 21% probability for landing within the radius they could
expect 79% of their weapons to land outside that radius.
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with the guarantee of 400 (later revised to 200) equivalent megatons for a second
strike—that is, the USA should be able to inXict that amount of nuclear damage even
after absorbing a Wrst strike by the Soviet Union. McNamara told the Congress in
1965 that ‘‘it seems reasonable to assume the destruction of, say, one-quarter to one-
third of its population and about two-thirds of its industrial capacity . . . would
certainly represent intolerable punishment to any industrialized nation and thus
should serve as an eVective deterrent’’ (quoted in Ball 1986b, 69). Plans were devel-
oped to accomplish this level of destruction, and it was shown through systems
analysis techniques that 400 EMTwould do the job of visiting this much destruction
on the Soviets. Yet, the number used by McNamara’s Pentagon for ‘‘unacceptable’’
damage was essentially pulled out of the air and then the number of equivalent
megatons necessary to do the job was calculated by looking at the diminishing
marginal returns of doing more damage (Kaplan 1983, 316–18). These criteria were
later changed. The Annual Report of the Secretary of Defense, Fiscal Year 1969 (1969,
50) estimated that 400 EMT would be suYcient to destroy half of Soviet industry.
The NUWEP-1 (Nuclear Weapons Employment Policy) of the USA in 1974 required
nuclear weapons to destroy 70 per cent of the Soviet economic and industrial
base needed to achieve economic recovery (Ball 1986b, 74). In 1978 US Secretary of
Defense Harold Brown told Congress that it was ‘‘essential that we retain the
capability at all times to inXict an unacceptable level of damage on the Soviet
Union, including destruction of a minimum of 200 major Soviet cities’’ (quoted in
Ball 1986a, 27). The CBO suggests that ‘‘Destruction of 80 percent of the industrial
target set [of their 1,400 industrial target base] appears to be a reasonable objective’’
(1978b, 52).
Where did these numbers, which changed from administration to administration,

come from? Why these numbers and not others? The requirements, and the arsenal
built to accomplish them, appear to be arbitrary. No one knew for sure—or even
with conWdence—what would deter the decision makers of the Soviet Union or any
other leadership. Maybe more, maybe signiWcantly less destruction would be re-
quired. Arbitrariness and uncertainty is then glossed over by the use of words like
‘‘requirement,’’ ‘‘reasonable,’’ and ‘‘essential.’’
Sometimes opaqueness and arbitrariness were combined. For example, in a dis-

cussion of allocating weapons to targets, the CBO gave an example designed to
illustrate damage expectancy: ‘‘[I]f the Wrst target has a value of 1000 and the weapon
Pk is 0.80, then, assuming 100 percent reliability, one bomb would destroy 800 units
of target value. Allocating a second weapon to this target would result in additional
value destroyed of 160 units. Therefore, this second weapon should be allocated to
the Wrst target before a target valued at 159 units is attacked’’ (CBO, 1978b, 53). But
what is the unit of target value? A 1,000 what? How should targets be valued?
Such precise yet arbitrary inputs have the eVect of making the activities of nuclear

planners and preparations for nuclear war seemmore accurate, but the consequences
of the analysis were probably just the opposite. Even as nuclear analysts acknow-
ledged uncertainty, and then developed and reWned techniques for identifying and
eliminating uncertainties from their models, they minimized the uncertainties that
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they did count and did not take into account other very important areas of uncer-
tainty. In some equations, the mathematical ‘‘precision’’ of the models was accom-
plished by inserting numbers with little or no precise, ‘‘real’’ basis.

Implausible/‘‘unrealistic’’ scenarios. Many of the systems analysis scenarios work
on paper, but because they leave important eVects out, or factor in unlikely
events the scenarios are implausible. Three examples—issues of human reliability,
the possibility of conducting nuclear and conventional war in an integrated
and controlled manner, and the idea of ‘‘reprogramming’’ during nuclear war—are
illustrative.

The question of human reliability was rarely discussed, much less factored into
systems analysis. For example, there is one missile launch control center, operated
by air force oYcers, for every 10 Minuteman and MX missiles (Blair 1985, 87).
Thus, for MX missiles, which each have ten independently targeted warheads, one
control center is responsible for launching 100 nuclear weapons. Commanders and
systems analysts generally assume that humans will perform in a nuclear war
environment as they were trained to function. Yet this is unknown and thus
huge potential failures of reliability—humans may become ill or simply refuse to
perform their duties—are rarely, if ever considered by systems analysts (see
Dougherty 1987, 413–15). Omitting the discussion of human reliability has the
eVect of making the unrealistic assumption that human reliability will be perfect.
Similarly, by not discussing Soviet reliability, one unrealistically assumes perfect
reliability on their part.

US war planners also assumed it was possible to control escalation in nuclear war
and developed plans for Xexible, limited, and theater (local) nuclear war throughout
the 1960s, 1970s, and 1980s. For example, Harold Brown presented Presidential
Directive 59 in 1980 as a plan that would ‘‘integrate’’ strategic, theater, and tactical
nuclear weapons use. ‘‘Our planning must provide a continuum of options, ranging
from use of small numbers of strategic and/or theater nuclear weapons aimed at
narrowly deWned targets, to employment of large portions of our nuclear forces
against a broad spectrum of targets’’ (Secretary of Defense 1980, 55). War plans
included ‘‘integrating’’ nuclear, chemical, and biological weapons on the battleWeld
and discussed ‘‘selective employment of nuclear weapons against armored thrusts’’
(Joint Chiefs of StaV 1977, 85). US Army Field Manual 100–50 of March 1980,
‘‘Operations for Nuclear Capable Units,’’ talked about training to ‘‘disperse’’ and
‘‘issue’’ tactical nuclear weapons rounds in a combat situation. ‘‘The U.S. has
reviewed force levels and system requirements in an eVort to achieve a TNF [Theater
Nuclear Force] posture that will correct existing imbalances and provide credible,
Xexible responses, particularly at lower levels of nuclear warfare. Such a posture will
provide timely accurate nuclear options for reinforcing deterrence outside the NATO
area’’ (Joint Chiefs of StaV 1982, 29–30). The dubious assumption was clearly that the
Soviet Union had conventional ‘‘superiority’’ which could be ‘‘corrected’’ by using
tactical nuclear weapons. Yet, little attention was paid to the fact that the ‘‘employ-
ment’’ of tactical nuclear weapons on the ‘‘battleWeld’’ could cause ‘‘tactical’’ nuclear
war to escalate to all-out nuclear war.
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Planning for ‘‘reprogramming’’ on the Xy during nuclear war was also unrealistic.
The idea was that nuclear weapons held in reserve would be retargeted to make up for
weapons that failed to detonate or to retarget the targets not destroyed by the Wrst
round of weapons. Reprogramming is designed to increase the eYciency of nuclear
targeting and boost damage expectancy, or the probability that the target will be hit
and destroyed by a nuclear weapon. Reprogramming is often considered by nuclear
planners who for instance, will make every eVort to decrease the probability of
fratricide by taking into consideration the height of burst and timing of follow-on
nuclear bursts. However desirable it might be to increase eYciency, the scenario is
implausible speciWcally because it assumes functioning damage assessment and
command and control in a nuclear environment. On the other hand, the inadequacy
of US C3I in such a scenario was highlighted in Presidential Directive 59, where
developing the requirements of counterforce were linked to making improvements in
command, control, and communications (Ball 1986b, 78).
If the notions that humans were perfectly reliable, that nuclear weapons use

could be limited to a battleWeld, and that weapons could be reprogrammed in
the midst of nuclear war are optimistic, there was also a tendency to emphasize
worst-case scenarios—that the other side will do better and your own force worse in
a nuclear war. This is known as being conservative or hedging. The tendency to think
in terms of worst-case scenarios was reinforced by inferring an adversary’s intentions
from their military capabilities.27 And oddly enough, a worst-case bias and hedging
often occurs alongside a tendency to assume that things will go according to plan
(that your equipment will function according to plan). For example, as mentioned
earlier, it is common to omit command, control, and communications from nuclear
systems analysis eVorts at modeling nuclear war, perhaps because most assume
perfect C3I (see e.g. Salman, Sullivan, and Van Evera 1989, 191). ‘‘Conservative
military planners tend to base their calculations on factors that can be either
controlled or predicted, and to make pessimistic assumptions where control or
prediction are impossible’’ (OTA 1979, 3). As Secretary of Defense Caspar Weinberger
testiWed to Congress: ‘‘I would rather err on the side of doing too much if that is,
indeed, the error, rather than doing to little. It is Wre on the side of doing too little’’
(HASC 1983, 128).
The unanticipated cumulative eVect of many ‘‘hedges’’ is a stiVening and enlarge-

ment of the requirements for war Wghting and deterrence.28 Hardness numbers were
commonly hedged. For example, without giving the evidence for their ‘‘hedge’’ the
CBO (1978b, 52) used conservative assumptions about the hardness of Soviet indus-

27 The possibility that one’s own actions could be causing defensive reactions by the adversary was
rarely explicitly considered, although game theorists, concerned with strategic interaction, do take this
into account. Another exception is the discussion in the USA about building new strategic nuclear
bombers where the likelihood that the Soviets would have to put resources into air defense systems
against bombers (and would therefore not be able to expend vital resources on other, oVensive weapons)
was used in making arguments about the utility of manned bombers.
28 While worst-case scenarios and hedging because of uncertainty may unconsciously lead to ‘‘threat

inXation,’’ deliberate threat inXation to justify strategic plans and programs also occurred.
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try: ‘‘To hedge against Soviet civil defense measures, it is assumed that half of the
Soviet industrial base is hardened to 30 psi . . .’’ Hedging also applied to the number
of potential targets: ‘‘For the purpose of estimating force eVectiveness . . . enough
weapons are included in a reserve force to maintain eVective retaliatory capability,
even if there is such a large growth in the number of industrial targets that, by 1990,
there would be a 40 percent increase in the number of weapons required to achieve
equivalent damage results’’ (CBO 1978b, 51). The public version of the 1994 Nuclear
Posture Review includes a discussion of a ‘‘necessary hedge,’’ although it is not clear
how that ‘‘necessary’’ hedge is to be determined (DOD 1994, 12, 14, 16, 18, 19). A graph
shows that the ‘‘Upload Reconstitution Hedge’’ accounts for thousands more nuclear
warheads in the US stockpile than without the hedge, in order to reconstitute US
nuclear forces ‘‘should political relations with Russia change for the worse’’ or there
are failures in implementation of the START I and START II arms control treaties
(DOD 1994, 14, 19).

5. The Scientific Seduction of
Systems Analysis

.......................................................................................................................................................................................

As noted above, both critics and practitioners of systems analysis raised some of these
concerns during the cold war. Practitioners themselves also issued cautionary notes,
though such warnings were apparently more common earlier rather than later in the
cold war. Sir Solly Zuckerman, an important British nuclear strategist, wrote in 1953
that strategy was ‘‘based upon assumptions about human behaviour which seem
totally unreal. It neither constitutes scientiWc analysis nor scientiWc theorizing, but is
a non-science of untestable speculations’’ (quoted in Freedman 2003, 171). During the
1950s, scholars at the RAND Corporation and elsewhere produced studies empha-
sizing what they called the ‘‘pitfalls’’ of systems analysis (e.g. Kahn and Mann 1957).
Quade (1968b, 363), summarizing these pitfalls argued, ‘‘No matter how we strive to
maintain standards of scientiWc inquiry or how closely we attempt to follow scientiWc
methods, we cannot turn military systems analysis into an exact science.’’ Enthoven
and Smith (1971, 71) wrote that ‘‘Some have criticized systems analysis on the grounds
that it tends to overemphasize factors that can be reduced to numbers and under-
emphasize factors that cannot.’’ They grant that this is a ‘‘potential danger,’’ that it is
‘‘possible for an analyst to become so intrigued with the measurable aspects of the
problem that he gives inadequate attention to nonquantitative factors.’’ Yet, they
argue that this is ‘‘less likely to occur under systems analysis approaches than under
alternative approaches’’ because in using systems analysis ‘‘an individual must lay out
all his assumptions, objectives, and calculations.’’ Similarly, Charles Hitch (1965, 57)
argues that the ‘‘systems analyst, like any other scientist, must be prepared to submit
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his work to critical scrutiny, and not just by other systems analysts. This is one of the
great merits of the scientiWc method—it is an open, explicit, veriWable, and self-
correcting process.’’
But by the 1980s, there was a sense that assumptions and the models themselves

need not be examined. Systems analysis was taken to be policy neutral, a sort of
‘‘scientiWc-technical grounding’’ that was alluded to in congressional hearings on the
MX missile by Scowcroft Commission member John Deutsch as ‘‘technical examin-
ation’’ by those who were ‘‘more technically inclined’’ which yielded ‘‘net technical
judgment’’ (HASC 1983, 101). Thus, technical analysis and modeling was so taken for
granted that it was not necessary to produce the Wgures. One simply had to believe
the more technically inclined. Commission Chairman Brent Scowcroft in explaining
his belief that 100 MX was the right number, argued: ‘‘There is nothing magic about
100. We felt, Wrst of all, that we wanted a number less than that which in conjunction
with the other accurate Minuteman force would constitute a Wrst strike against the
Soviet Union, their hard targets, their leadership, nuclear storage and so on’’ (HASC
1983, 86).
Thus, even the cautions described by the Wrst generations of systems analysts

appear to have been mostly forgotten by the 1980s as scholars and practitioners
sought ways to sharpen the nuclear debate. In their critical overview of nearly two
decades of public assessments within the United States of the US–Soviet strategic
balance, Salman, Sullivan, and Van Evera argue that ‘‘Discourse succeeds when it
rests on sound methods of inquiry; the [nuclear] balance debate has failed as a
discourse because its methods have been unsound’’ (1989, 177). Salman, Sullivan, and
Van Evera show how Xawed analysis can be used to manipulate the political debate
and lead to misleading conclusions. They suggested four common games that
analysts play: using static indicators or bean counts; Xawed dynamic analysis based
on bad numbers or faulty assumptions; using outlandish scenarios; and oracle or ex
cathedra pronouncements by experts making assertions without evidence.
Like others before themwho recognized and detailed some of the pitfalls of certain

forms of policy modeling, Salman, Sullivan, and Van Evera urge that the solution is
better analysis. They argue that ‘‘military strength should be assessed by measuring
the capacity of forces to execute strategy. . . . using data describing the characteristics
of the forces on both sides, the analyst measures the strength of the force by asking
whether it can perform its assigned missions, and if so, under what conditions and
with what degree of conWdence.’’ They suggest that: ‘‘To be meaningful, measures of
the Soviet–American nuclear balance should describe what both sides’ nuclear forces
can do. This requires dynamic analysis that assesses their ability to perform wartime
missions’’ (1989, 176). They then use ‘‘dynamic analysis’’ to simulate nuclear ex-
changes. Their analysis is quite thorough, and to facilitate transparency they provide
an appendix discussing the techniques and assumptions of their analysis as well as a
computer program so that readers can conduct their own dynamic analysis. They
also warn that their analysis should be understood ‘‘as an approximation of reality,
not a replica. . . . Nuclear war is a mysterious, unprecedented event’’ (1989, 213). But,
they then suggest that their simulations ‘‘probably approximate reality as closely as
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public data will allow, and our interviews suggest that classiWed simulations produce
similar results’’ (1989, 213). Salman, Sullivan, and Van Evera conclude their article by
arguing that rigorous dynamic systems analysis should ‘‘deWne serious’’ nuclear
discourse and determine what gets published:

Policy concerns will always distort balance assessment to some degree, but scholars of security
aVairs can mitigate the problem by setting and enforcing higher professional standards.
SpeciWcally, they could require that research purporting to measure American nuclear
strength, or dealing with issues that require its measurement, provide dynamic analysis that
tests the propositions its advances. The provision of such information should deWne serious
work on strategic nuclear issues; manuscripts that omit it should not be published or cited as
authority. The academic community can impose such standards if it chooses, and the quality
of net assessment will improve if it does. (1989, 244–5)

Thus, even as they document the sloppy use of policy modeling, Salman, Sullivan, and
VanEvera simply proposebettermodeling. Theyhavenot, apparently, understoodhow
there was both on the one hand, no way for the modeling to be more accurate, and on
the other hand, how the modeling itself began to make the nuclear world.

6. Conclusion: How Abstraction
Makes a World

.......................................................................................................................................................................................

Systems analysis was intended to help policy makers understand the complex and
essentially unknown nuclear world and assist them in making the policy process
more rational. It was intended to produce usable knowledge, to quantify and model
the nuclear world. As Enthoven and Smith (1971, 64) say, ‘‘In any analysis, the
assumptions drive the conclusions:’’ the virtue of systems analysis was the ability
to use it to explore ‘‘all assumptions’’ and, ‘‘In this important sense, systems analysis
becomes a method of interrogation and debate suited to complex issues. . . . a set of
ground rules for a constructive and divergent debate.’’ But while Enthoven and Smith
recognize that assumptions drive the conclusions, they and other users of systems
analysis were less than attentive to the ways that systems analysis is not simply
analysis. The political-military discourse—in the sense of what we do and don’t
talk about, and how we talk about it—was structured in subtle and not so subtle ways
by systems analysis.

As Enthoven and Smith suggest, ‘‘The issue here is not numbers versus adjectives,
but clarity of understanding and expression. Numbers are an important part of our
language. Where a quantitative matter is being discussed, the greatest clarity of
thought is achieved by using numbers, even if only expressed as a range’’ (1971,
69). Yet as one prominent systems analyst wrote, ‘‘QuantiWcation is desirable, but it
can be overdone; if we insist on a completely quantitative treatment, we may have to
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simplify the problem so drastically that it loses all realism’’ (Quade 1968b, 359).
But systems analysis did more than abridge nuclear reality too far. Systems analysis,
a ‘‘knowledge’’-making process that is embedded in the organizational routines
of government oYces, private think tanks, and sometimes part of public debate,
began to make its own ‘‘reality’’ more than that reality was simply uncovered,
understood, or even obscured through its techniques. How did systems analysis do
this?
As scholars of nuclear discourse have shown, the ‘‘clean,’’ precise, sometimes

humorous ways that strategic nuclear planners talk and write to each other
about nuclear weapons and nuclear war distances them from the reality of nuclear
use and enables them to contemplate using nuclear weapons without political
and moral connotations.29 The abstractions of nuclear discourse also help to ‘‘con-
ventionalize’’ nuclear weapons—that is, make them appear to be more benign, like
non-nuclear weapons. The conventionalization of nuclear weapons is illustrated by
their inclusion in conventional war planning scenarios and of nuclear weapons
among conventional forces. Conventionalization is also seen in the way that blast
eVects are ‘‘privileged’’ in systems analysis while thermal and radiation eVects are
usually given secondary status if considered at all (Eden 2004).30 That nuclear
weapons be seen as more like conventional weapons, whose use is more familiar,
whose consequences are believed to be less totally devastating, is important because
the ability to contemplate their use, and actually to use them requires that the users
not be afraid of the violence entailed in making and using the weapons. In this way,
nuclear weapons are demystiWed, normalized, and familiarized for the specialists in
violence.
On the other hand, the informal and formal systems analysis discourse on nuclear

weapons has the opposite eVect when it is used by specialists in violence to mystify
the weapons and the strategy. So, the formal discourse limits those from outside the
strategic nuclear weapons analytical community from understanding, much less
critiquing nuclear arguments on the technical level at which they are conducted. In
this way, the technical discourse of policy modeling decreases the accountability and
transparency of the policy modeling process not only to ordinary citizens and to
non-expert decision makers.
But, the consequences of abstraction go beyond conventionalization and mystiW-

cation. The linguistic abstractions and the mathematical procedures do more than
numb; they also mystify the subject for and among the experts. The ways that nuclear
weapons help shape our understanding of and relations to others, what the weapons
do to our own and others’ bodies, and howmaking and preparing to use the weapons
structures our ways of organizing ourselves, economically, politically, and militarily,
is obscured through the practice. In systems analysis, the focus is on technique, and
by using systems analysis, we simultaneously move further from (by omission and

29 See e.g. Cohn 1987; Eden 1991; Green 1966; Gusterson 1996; Nash 1981; Thompson 1981.
30 The exception is the consideration of radiation eVects in the battleWeld, and in the case of the

neutron bomb a design where radiation eVects are ‘‘boosted’’ over blast eVects.
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abstraction) and closer to (through a focus on detail and a sense of precision) the acts
of nuclear violence. It was not just the fact that planners were dealing with a world
and conditions that they had never encountered that shaped their conclusions and
practices.31 The formal discourse abstracts the logic and uses of nuclear weapons to
the point where the consequences of making and using nuclear weapons are not fully
appreciated by the experts, much less raised. Omission, elision, assumption, and false
precision were layered upon opacity, hedging, and imprecision. Thus, the most
fundamental workings of the logic, belief, and arguments are no longer questioned,
debated, re-examined, or perhaps even remembered, much less fully understood by
those within the intricate discourse.

Thus, systems analysis became its own baroque and self-fulWlling construction. As
a consequence, few analyses looked at the eVects of a nuclear ‘‘exchange’’ in the
aggregate—counterforce exchange models focus on the eVects on weapons, and
human deaths are rarely counted in those models (e.g. CBO 1978a; Salman, Sullivan,
and Van Evera 1989). Instead, ‘‘The question of military or political victory if
deterrence fails would depend upon the net surviving destructive capacity of the
two sides after the initial counterforce exchanges’’ (Nitze 1976, 213). Even when
numbers of humans injured or killed in a nuclear war are modeled and discussed,
analysts have often argued over whether the right assumptions went into the models
and the correct quantities were being given in the conclusions (Drell and von Hippel
1976). The debate in other words, was about improving the models so as better to
represent the nuclear reality.

But the logic of modeling and its application begins to make its own world, both
a cognitive and a real world. Greater numbers of weapons were often ‘‘required’’ as
a result of the analysis while the assumptions and results of systems analysis
also tended toward increasing the sophistication of weapons and their delivery
systems. Thus, systems analysis compounded the eVects of other factors that were
pushing the development, production, and deployment of ever greater numbers
of nuclear weapons—organizational interests, pork barrel politics, technical innov-
ation, and action–reaction dynamics. One had to hedge against failure. Planners
assumed that cities would be destroyed with blast (rather than thermal) eVects,
requiring more and also more accurate nuclear weapons than would otherwise
be necessary to destroy a city. In the quest to reduce uncertainty for their own
side in a nuclear war scenario, nuclear planners increased the number of nuclear
weapons and improved their capabilities (accuracy and range) and this increased
uncertainty for the other side, which then boosted as best they could their own
nuclear capabilities. Further, these scenarios presume a larger conXictual context, and
from within these scenarios of deterrence and war Wghting, there is no way out of the
conXictual contest. The analysis is often so abstract and disaggregated that the
nuclear world is rarely glimpsed for what it is or, more to the point here, how it is

31 Eden (1990) stresses the fact that nuclear outcomes have not been ‘‘enacted.’’ Also see Derrida 1984.
Adler describes the ‘‘ ‘imaginary’ science of nuclear strategy’’ (1992, 107).
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being made.32 The ways that policy modeling and subsequent preparations for
nuclear war reinforce the conXictual context were generally left out of the analysis.
ReXexivity was driven out of the process. The unknowable is made known and
superWcially precise by these formal abstractions, but the price of making it
‘‘known’’ was to paradoxically decrease security.
That there was a nuclear world—nuclear weapons and a nuclear arms race—was

not the consequence of systems analysis. Nuclear weapons don’t just appear
out of thin air to meet the requirements of nuclear planners. What humans have
done, in their concrete actions in preparing to use nuclear weapons, is to create
elaborate systems for the production, further development, stockpiling, transporta-
tion, and use of nuclear weapons. Weapons planners and militaries also developed
plans and means for the protection of nuclear forces from attack by other nuclear
weapons.
In sum, the material and the ideational came together in systems analysis—which

should not be surprising since that was the goal of the practice. The nuclear world
was in part remade when, based on nuclear ‘‘rationality,’’ one side constructed its
nuclear forces, thereby mobilizing and making the nuclear world of development,
production, stockpiling, and deployment of nuclear weapons. When the other side
responded by political or military means, to the forces and policies in part deter-
mined by systems analysis, the entire context was further shifted. Good analysts
change or redo their calculations when conditions change, and some of the argu-
ments that follow from their analysis may be used to change the world of weapons
and strategy yet again. The strategic nuclear belief system existed and elaborated
itself, impelled by its own logic, and was only partially stopped by a major shift
within the larger political system, the end of the cold war. That the nuclear arms race
ended was not the result of some change in systems analytical practices. But nuclear
operations research and systems analysis helped make it the kind of nuclear world
it became.
Several questions remain. First, in trying to understand the enormous nuclear

arsenal of the USA, can one separate the eVects of other forces such as organizational
biases, from the eVects of systems analysis? Was systems analysis too embedded in
other processes to be considered as a force on its own? Second, I have not shown why
analysts recognized and cautioned against ‘‘pitfalls’’ in using systems analysis, but
nevertheless continued to ignore the caveats the best among them would state.
Rational actor and cybernetic theories of decision might argue that complex prob-
lems will be simpliWed by decision makers. But why were certain behaviors (such as
the tendency to recognize that implausible assumptions were being made, and to
make them anyway) so common in systems analysis? Third, why was systems analysis

32 The brilliance of the anti-nuclear activists who argued against all nuclear weapons modernization,
and for the abolition of nuclear weapons, was that they drew the whole nuclear ‘‘reality,’’ especially the
futility of civil defense, to the forefront and ignored arguments about numbers of survivable nuclear
forces. Anti-nuclear activists who argued fromwithin the discourse of nuclear planners (see e.g. Forsberg
1982) were sometimes perhaps co-opted in some ways by the logic of nuclear analysis.

800 neta c. crawford



adopted over other methods of analysis? Are or were there plausible alternatives to
systems analysis? Fourth, to what extent was systems analysis, or something like it a
part of Soviet military planning?

Finally, turning to counterfactuals, what would US nuclear planning have
looked like in the absence of the practice of systems analysis? Would there
have been even more nuclear weapons of greater destructive capability? Did systems
analysis actually function as a tool to constrain the organizational and pork
barrel elements of the military and politics? Or, would US nuclear weapons
policies have been more or diVerently ‘‘rational’’ without systems analysis? In
other words, nuclear forces might have been designed by other criteria, such as
Clausewitzian or Just War views of proportionality of political purpose and military
means. The best strategists recognized the dilemma of trying to deal with the
unknown through policy analysis. As Brent Scowcroft said in congressional testi-
mony on the MX missile that hints at both the role and the limits of any kind of
analysis:

We have argued among ourselves for years about what is an adequate deterrence. It doesn’t
really matter. We will never know what is an adequate deterrence unless these weapons are
used, and then we will know what was not an adequate deterrence.

What we have to try to do, though, is to calculate as best we can what is in the minds of the
Soviet Union. That is a very diYcult thing to do. Deterrence is an attitude, a frame of mind.
The best we can do is look at the kind of things they do, the kinds of systems they deploy, the
kind of things they rely on, the kinds of defenses that they develop to ascertain what might be
an adequate deterrence. (HASC 1983, 95)

Although Scowcroft said, ‘‘It doesn’t really matter,’’ of course it did matter what the
USA built, how much it cost, and how the Soviets reacted. Scowcroft was simply
acknowledging the inadequacy and indeed, absurdity of the nuclear policy modeling
process. But even Scowcroft failed to recognize that the technical arguments and in
particular the policy modeling process itself, were part of the process driving the
arms race.
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SOCIAL
EXPERIMENTATION
FOR PUBLIC POLICY
...................................................................................................................................................

carol hirschon weiss
johanna birckmayer

1. Policy Experiments
.......................................................................................................................................................................................

Lift the curtain and ‘‘the State’’ reveals itself as a little group of fallible men in Whitehall,
making guesses about the future, inXuenced by political prejudices and partisan prejudices,
and working on projections drawn from the past by a staV of economists. (Enoch Powell in Jay
1996, 297–8)

The statement, made by the British Conservative politician Enoch Powell, highlights
the fact that public policy making involves not only the higher arts of principle,
intellect, and persuasion, but also the play of interests and the pushing and hauling of
partisans for power and control. While the centrality of interests and prejudices has
received a great deal of attention in both the scholarly and popularmedia, it is Powell’s
‘‘guesses about the future’’ and that ‘‘staVof economists’’ that concernus in this chapter.
Policy inevitably deals with an uncertain future. Evenwith the plethora of statistical

series and policy research currently available, policy making has to be based on some
degree of guesswork. Powell’s economists who project past trends into the future, now
supplemented by sociologists and policy scientists of several hues, shed sometimes
Xickering light on what the eVects of policy interventions will be. It is to get closer to
understanding the likely eVects of a prospective policy that social experimentation
was born. The idea is simple: Try out a policy on a small scale and see what happens.



Since the late 1960s, spending on trials of social policy proposals in the USA has
consumed over a billion dollars (Burtless 1995). In this chapter we consider the
nature of social experiments that have been conducted in the past forty years. We
review the eVorts of many social scientists and economists to develop systematic
empirical evidence about the likely advantages and disadvantages of speciWc policy
proposals through the conduct of social experiments. Then we examine the advan-
tages and disadvantages of social experiments themselves and try to project the
current trend line into the hazy future.

2. Definition
.......................................................................................................................................................................................

Social experiments are randomized Weld trials of a social intervention. Within that
rubric, two emphases jostle for primacy (and a third emphasis tags along). Some
authors deWne social experiments (SE) by emphasizing the ‘‘trial’’ in randomized
Weld trial. For them, the hallmark is that a prospective intervention is being tried out
on a small scale before it is widely adopted. Not only is it being tried out; it is being
studied in its pilot version. The aim is to Wnd out whether the intervention achieves
its aims. If so, the assumption is that policy makers should adopt it on a system-wide
basis. There is a sense of self-conscious intention to inXuence policy, and often this
intention is accompanied by a sense of urgency as the policy window opens.

Other authors put the stress on randomization. It is randomization that allows
experimenters to have conWdence that the intervention was the cause of whatever
changes are observed. In a randomized study, the experimenters select samples from
the same population, assign one to the intervention, or ‘‘experimental’’ condition,
and the other to a ‘‘control’’ condition. At the end of the period, the groups are
compared. Inasmuch as they were very much the same at the start and the only thing
that diVered over time was exposure to the intervention, any diVerences at the end
are due to the intervention. From a methodological point of view, randomization
gives experimenters conWdence in their estimates of eVects.

The third focus in the deWnition of social experiments, nowwidely taken for granted,
is that the trial is done in the ‘‘Weld.’’ Gone is the comfortable milieu of the laboratory
for studying outcomes. Rather the social scientist conducts the studies in the precincts
in which the actual policy will be run. Thus we have randomized Weld trials.

If the emphasis on randomization is accepted as the guiding principle, then
any study of desired outcomes conducted through randomization is an SE. Such a
deWnition sweeps in large numbers of evaluations of existing programs. Many
evaluations of social programs are conducted after the programs are enacted, and
some of the evaluations (although not nearly as many as evaluators would like)
randomize prospective participants into ‘‘experimental’’ and ‘‘control’’ groups. After
a period of time, the evaluator compares the status of the two groups on the desired
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indicators (e.g. health status, earnings, school graduation). To blanket such post hoc
evaluations into the category of SEs widens the category substantially.
If we conWne ourselves to randomized studies undertaken on a test basis to guide

adoption of future policy, we have a more focused Weld of enquiry. It is the deWnition
we adopt here. Of course, the distinctions are not hard and fast. Some evaluations of
existing programs are expected to guide future iterations of the program—i.e. to lead
to modiWcations and improvements in the intervention. Sometimes, as in cases
where a program at the state level is a possible model for federal policy (states as
‘‘laboratories of democracy’’), what is an evaluation at one level is an SE at another.
Still, the distinction is useful to hold on to. It is important to consider the main
purpose for which the SE is done as well as its research design.

3. History
.......................................................................................................................................................................................

With a little diYculty we could probably trace SEs back to Francis Bacon, but it is
suYciently historical to go back to Sidney and Beatrice Webb. In their 1932 book,
Methods of Social Study they argue for scientiWcally based social policy in words that
have remarkable resonance for our own times. They advocated research conducted
by social scientists trained in experimental methods who conduct independent social
investigations and transmit their results to those making social policy. The actual
methods, as Ann Oakley (1998a) has pointed out, were developed by educationalists
and psychologists in the USA in the late nineteenth and early twentieth centuries.
The philosopher Charles S. Peirce, the father of ‘‘pragmatism,’’ introduced the idea of
randomization into psychological experiments in the 1880s. Some of the early studies
dealt with the transferability of memory skills from one subject to another (Oakley
cites Thorndike and Woodworth 1901 and Winch 1908). These psychological re-
searchers invented techniques for randomly assigning subjects to experimental
treatments. R. A. Fisher who did his research in agriculture and developed much
that has become commonplace in statistics, is widely known for championing
randomization methods.
With regard to the ‘‘Weld’’ aspect of policy experiments, Oakley (1998b) reminds us

that two US sociologists, Stuart Chapin at the University of Minnesota and Ernest
Greenwood at Columbia University, applied experimental methods to the study of
social problems in the early years of the twentieth century. Where psychologists
tended to work in laboratory settings, pioneering sociologists took their research out
into the community. Chapin (1947) describes nine experimental studies that he and
others carried out on topics such as recreation programs for delinquent boys, social
eVects of public housing, and eVects of student participation in extracurricular
activities. Where others had stated that randomized experiments could be done
only under antiseptic laboratory conditions, he was interested in demonstrating
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that they could be adapted to community settings as well. Greenwood provided a
theoretical rationale for applying experimental methods to social issues, described in
his book Experimental Sociology (1945).

In the Wrst half of the twentieth century, most of the forerunners of current SEs
were evaluations of existing programs. They shared many of the characteristics of
experiments, but dealt with programs that were already up and running. The intent,
nevertheless, was very similar: to see whether a program worked and, if it proved
successful to extend and expand it. One evaluation that gained a great deal of
attention was the Perry Preschool Project, largely because the preschool participants
were followed up into their late twenties and because their lives turned out to be
signiWcantly more successful than the lives of kids in the control group (Schweinhart,
Barnes, and Weikart 1993). The data provided much of the justiWcation for author-
ization and reauthorizations of the Head Start program and other early childhood
programs. Among other noteworthy early studies were the Eight Year Study of
progressive high schools, conducted by Ralph Tyler (unpublished), the Cam-
bridge–Somerville youth worker program that aimed to prevent juvenile delinquency
(Powers and Witmer 1951), and the Hawthorne studies of reforms to working
conditions in a Western Electric plant (Roethlisberger and Dickson 1939).

A relatively small number of evaluation studies used randomization for assigning
participants, but some of them sought to introduce controls in other ways. Campbell
and Stanley (1966) wrote a landmark monograph, Experimental and Quasi-Experi-
mental Designs for Research, classifying the designs of studies that had been reported.
In the language of the time, ‘‘experimental’’ meant that the study had randomly
assigned participants to the program (or several variants of the program) and to a
control group that did not receive the program. ‘‘Quasi-experimental’’ designs used
other strategies to reduce the threat that something other than the program was the
cause of whatever diVerences appeared between the groups. Although perhaps not its
intent, the Campbell and Stanley book tended to legitimize quasi-experiments for
evaluation purposes. Campbell and his collaborators in subsequent versions of the
book (Cook and Campbell 1979; Shadish, Cook, and Campbell 2002) have sought to
overcome the impression and place randomization back in priority position.

It wasn’t until after the Second World War that the three main ideas of SE were
combined in large-scale investigations—randomization, study in the Weld, and
intentional preparation for policy change. With the War on Poverty in the 1960s,
SEs began their modern history. The Wrst noteworthy SE of the period was the series
of income maintenance experiments. They began in 1968 in four sites in New Jersey
and were followed by parallel studies in a series of urban and rural locations. The
program was an eVort to change the existing welfare system by the provision of a
guaranteed annual income to poor people (Cain and Watts 1973; Kershaw and Fair
1976; Danziger, Haveman, and Plotnick 1981). The aim of the experiment was to test a
policy innovation prior to enactment.

The income maintenance experiment was followed by experiments with housing
allowances (Carlson and Heinberg 1978; Friedman and Weinberg 1983; Kennedy
1980), health insurance (Newhouse 1993), performance contracting in education
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(Rivlin and Timpane 1975), and job search (Wolfhagen 1983). Greenberg and Shroder
(1997) provide reports on 143 SEs conducted in the USA, one in Canada, and one in
the Netherlands. All of them were randomized Weld trials of prospective new policies
(although the policies studied in the later experiments generally represented merely
incremental changes in existing programs). Only experiments that had reported
results by 1996 are included in the inventory. Their appendix lists seventy-Wve SEs
then still in progress.1
To ground the reader in some real examples, Table 39.1 provides information on

four SEs which we refer to in the following discussion.
Income maintenance experiments. Four income maintenance experiments were run

in the 1960s and 1970s at eleven sites to test the impact of variations in a negative
income tax program for low-income families. Families were provided with a guar-
anteed level of beneWts and were allowed to earn additional income through work.
Program beneWts were reduced by a set fraction for each dollar earned. The Wndings
showed that families reduced the number of hours they worked but not by signiWcant
amounts. Other results were mixed, with small positive results on many measures.
However, by the time results were reported, the political climate had changed.
Congress was in no mood to give the poor a blank check. The long and hugely
expensive experiment (Greenberg and Shroder 1997 report the cost as $111.7 million)
had little policy impact.
The health insurance experiment conducted by the RAND Corporation tested the

eVects of varying levels of cost sharing on the use of health services and health
outcomes. It randomly assigned families to one of fourteen fee for service plans or an
HMO. A total of 7,708 individuals were tracked in six sites chosen to represent the
United States over a period of eight years, making the experiment one of the largest
and most expensive in American history. The Wndings showed that overall, cost
sharing reduces use of medical services without substantial negative eVects on health.
This proved to be a factor in later acceptance of cost sharing as a cost containment
strategy in both public programs and private insurance plans.
Welfare-to-work programs. In the 1980s, the Manpower Development Research

Corporation (MDRC) tested ten speciWc state programs using random assignment,
measuring the impacts and beneWt–costs of state welfare-to-work programs, as well
as studying their implementation. State and local governments designed, implemen-
ted, and operated the programs that were evaluated, and the MDRC developed the
evaluation design and conducted the actual evaluation. The Wndings showed that the
tested programs increased earnings and reduced the size of the welfare rolls, the
beneWts to society as a whole exceeded the social costs of the programs, and the
programs usually resulted in net savings for taxpayers. However, the eVects were
relatively small.
Nursing home incentive reimbursement experiment. This experiment, conducted from

1980 to 1983, tested the eVects of incentive payments for proprietary nursing homes.

1 A new updated edition of the inventory of social experiments was published in 2004, after we had
Wnished this chapter.
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The aimwas to encourage them to accept more hard-to-care-forMedicaid patients and
to discharge patients to lower-care facilities when they had attained acceptable health
status. The study was conducted with a total of thirty-six nursing homes in San Diego
County, eighteen of which were in the control group. Findings showed that in the Wrst
year of the experiment there was no diVerence between the two groups of nursing
homes in the intensity of care that admitted patients required, but in the second year
the experimental nursing homes did admit patients in need of more intensive care. No
statistically signiWcant diVerences emerged on achievement of patient health goals or on
patient discharges to less expensive facilities. The small size of the sample and the
shortness of time over which the experiment was run (thirty months) militated against
signiWcant diVerences. The Wndings were not disseminated widely, and few people
heard about the results.

4. Themes
.......................................................................................................................................................................................

It seems obvious that social experiments (SEs) are conducted to improve decision
making regarding policies under study. However, a direct relationship between the
results of SEs and policy decisions presumes a rational policy environment with
established pathways for information from experiments to feed into policy decisions.
The relationship between the conduct of SEs and the policy environment is more
complex than such a simple statement suggests. SEs are generally lengthy and results
arrive in changed, sometimes unreceptive policy space. Experiments arise for a
variety of reasons and are not always set up to answer directly speciWc policy
questions. And indeed experiments are but one in a multitude of information
sources that policy makers must consider when making policy decisions.
In this chapter, we explore the relationship of SEs to policy making. First we look

at the advantages of conducting such experiments. We examine contributions to
policy and contributions to social science. Then we describe the disadvantages that
SEs entail both for the policy process and for social science. Last, we puzzle about
their future, in a near-sighted attempt to foresee what use is likely to be made of SEs
as political and economic conditions change.
We admit that our view is largely a United States view, but that is not totally our

doing. The story of SEs has been largely a US story. The Wrst large experiments were
done in the USA and most of the subsequent work has been ‘‘made in the USA.’’ In
recent years, Canada has jumped on the bandwagon, and the Netherlands has also
conducted a few experiments. But most of the experience on which the policy world
relies is US work.
Running alongside our discussion of advantages and disadvantages of SEs are three

main themes. Hold the pages sidewise and you will see these ideas: (1) The policy
world is a complex place. Policy making evolves from ideologies and beliefs, interests,
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and institutional norms, as well as from competing information. ‘‘ScientiWc evi-
dence’’ alone will almost never determine the direction of policy making. (2) The
research world is no less complex. Technical issues bedevil the study of complex
policy issues and aVect the extent to which social scientists can derive authoritative
evidence. (3) The Wt between the worlds of policy and research is inexact. Sometimes
the answers that SEs provide bear little resemblance to the questions that decision
makers ask. A major misalignment is timing. An experiment may not be completed
until long after the questions that provoked the experiment have faded from view.
Another issue is the uneasy pattern of communication between researchers and
policy makers. Nevertheless, despite all the disabilities that aVect SEs, we conclude
that a well-done SE provides important information that illuminates the policy Weld
and has at least the potential for inXuencing policy.

5. Advantages of Social Experiments
.......................................................................................................................................................................................

5.1 Policy Advantages

Provide Data on Likely Outcomes of a Policy Idea

Social experiments are experimental tests of new policy ideas. They provide infor-
mation to people engaged in the political process of making policy. They advance the
rational component in policy making (Rivlin 1971). Many policy decisions are made in
a relative information vacuum with little known about the actual eVects of the
policies proposed. Data from well-designed tests of policies under discussion can
provide invaluable information about the realities of the expected eVects of policy
adoption, including the potential for unexpected or negative consequences. In some
cases, such information has counted in decisions to adopt a particular policy track.
For example, the positive results of the welfare-to-work experiments played a modest
role in the further expansion of work requirements in state welfare programs. In
addition, the success of state-designed and -implemented welfare-to-work programs
may have encouraged later legislation to give states Xexibility to design state-speciWc
welfare programs (Greenberg, Linksz, and Mandell 2003; Baum 1991).

Some advocates claim that SEs oVer objective information, unsullied by the pull of
interests. But objectivity is relative. Social scientists for over a generation have
acknowledged that every social science enquiry is inevitably colored by the assump-
tions, biases, and blinkers of its investigator. Nevertheless, experiments appear less
prone to dispute than most other forms of knowledge. They collect information
systematically from a known population according to the canons of social science.
The element of randomization adds authoritativeness. When there is contention,
other social scientists can reanalyze the data to try to support their argument. In
resolving disputes, SEs rely on the judgement of the community of social scientists.
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(See Howell and Peterson 2004; Krueger and Zhu 2004, on rival interpretations of
school choice experiments.) On any reasonable scale, experimental information is
credible. In the four experiments that we have cited here, little important disagree-
ment emerged about the interpretation of the Wndings.

Clarify Trade-oVs

Social experiments can at times clarify the key trade-oVs in policy decisions and
provide information to debate these trade-oVs (Orr 1998). For example, the AFDC
Homemaker Home Health Aide Demonstration found that home care did not
reduce health costs but did improve clients’ sense of well-being. The Wndings
provided policy makers with information to debate the trade-oV between the costs
and beneWts of the program.

Keep a Policy Idea Alive

One aim ascribed to social experiments is keeping alive a policy idea that cannot
muster enough support at the moment to ensure passage. The income maintenance
experiments were reportedly undertaken because most members of Congress did not
support a negative income tax for the poor to replace the welfare system. The federal
OYce of Economic Opportunity and academic economists who favored the idea
could not carry the day, but they gained support for an experiment (and then
additional experiments) in the hopes of making a good case. They might also have
hoped that the political winds would change, and members of Congress would come
to embrace their idea for income maintenance for the poor. (Despite their eVorts, the
negative income tax was not to be.)
The contrary assumption, that SEs are used to delay a new policy until the lengthy

study is done, does not receive much empirical support. Once a policy proposal has
acquired political momentum, it is usually enacted regardless of evidence. Before
results were available from the housing allowance experiments, Congress enacted one
feature that was still being tested They passed a bill, known as Section 8, that
provided subsidized payments for the poor in the private housing market.

Stock a Library of Information

SEs can create inventories of information for future policy situations (Feldman 1989).
Although their sponsors, with their eyes focused on current options, do not intend
only to pile up knowledge for the future, that is one likely result. Even if the Wndings
of the experiment have little impact on current discussions, they do provide a stock
of information that future political actors and analysts can draw on (Orr 1998). For
example, the health insurance experiment notably provided information on elasti-
cities in health care demand that informed later analysis.
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Help to Build Consensus

The focus and intensity of a social experiment, coupled with a general acceptance
among researchers of the quality of impact estimates derived through experimental
designs, may provide the focal point needed to draw together diverse actors and
information sources to agreement. The health insurance experiment Wnding that cost
sharing reduced health care use without harming health led to a fairly broad
acceptance among researchers and policy makers of cost sharing as a legitimate
cost containment strategy. Similarly, the welfare-to-work experiments broadened
acceptance of mandated work requirements in public assistance programs.

Legitimize Existing Preferences

If the results of an experiment align with preferences of decision makers, they can
provide legitimacy to existing policies or preferred alternatives. They can reaYrm
policies after the policy has been chosen (Greenberg and Mandell 1991). Some social
scientists worry that this kind of after-the-fact legitimization is a misuse of social
science. But if the Wndings support a policy that policy actors have already selected on
other grounds, there doesn’t seem anything wrong with giving it a social science seal
of approval.

At times, social experiments may provide political cover for either diYcult or
highly contested policy decisions, shifting the onus of decision making onto ‘‘sci-
ence.’’ They may oVer policy makers a set of data-driven arguments for or against a
particular policy option.

5.2 Research Advantages

Spur the Development of New Research Methods

In order to do the challenging work of SEs, social scientists have had to develop new
methods and techniques. They have also had to develop new statistical methods to
analyze the data. The Weld environment, the size of the samples, the rarity of certain
groups about whom data is needed, the need to generalize to a larger population, the
need to measure diYcult concepts—all have contributed to innovations in research
methods. Current textbooks bear witness to the methodological advances spurred by
decades of social experimentation.

Real-life Test for Social Theories

Another advantage for social science is that SE gives social scientists the opportunity
to test theories in the crucible of real-world settings. They can subject theories and
practices based on those theories to actual test. This can help bring abstract theor-
izing down to a practical level. For example, theories about the value of competition
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in improving the quality of schools are being tested in a number of SEs that give
parents choice of their children’s schools (Howell and Peterson 2004). Theories about
the positive eVects of a non-stigmatizing guaranteed income, implemented through a
negative income tax, were studied in urban and rural areas for extensive periods of
time.2
Many of the pilot ideas that SEs have studied originated not in social science

theories but in political or practice settings. For example, the MDRC welfare experi-
ments did not directly test any speciWc behavioral theory. Nevertheless, they often
derived from—or coincided with—theories that were current among social scien-
tists. The studies therefore supported, refuted, or failed to provide convincing
evidence regarding the theories to which they were related.

Provide Interesting Work to Social Scientists

SEs are interesting, frontier studies. They generate considerable enthusiasm among
social scientists, especially those who work in research institutes that have the
resources to do them well. SEs require skilled staV and the latest statistical know-
how to do this kind of demanding work, and only a few organizations have over time
been able to establish and maintain the type of expertise needed for such work. An
analysis of the 143 SEs identiWed in The Digest of Social Experiments found that three
organizations dominate the conduct of SEs in the USA: Abt Associates, the Man-
power Demonstration Research Center (MDRC), and Mathematica Policy Research
conducted almost half of the experiments reviewed (Greenberg et al. 1999). In
Canada, the Social Research and Demonstration Association does most of the social
experiments.
One of the interesting things about SEs is that economists are the investigators in

most of them. Economists, who haven’t been known for their empirical Weldwork, in
a sense reinvented survey research for the income maintenance experiments, and
developed sampling and analysis techniques from their tradition. Why economists?
Many of the topics deal with money. They are testing schemes that expect to reduce
government expenditures. Do welfare-to-work programs reduce the welfare rolls and
welfare costs? Does nursing home reimbursement increase intake of patients in need
of intensive care so that they do not have to stay in (very expensive) hospitals? Do
job-Wnding programs reduce the length of time that unemployed workers receive
unemployment compensation? Another reason for the frequent presence of econo-
mists is that money is easier to measure than the outcomes that often concern
sociologists and psychologists, such as ‘‘functional ability’’ or ‘‘age-appropriate
childhood development.’’ Policy makers and the public Wnd data on costs and savings
more credible than fuzzier concepts. Economists have the techniques to study and
model data denominated in dollars.

2 See Kershaw and Fair 1976; Watts and Rees 1976; Palmer and Peckman 1978.
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6. Limitations of SEs
.......................................................................................................................................................................................

6.1 Policy Limitations

EVects on Decisions

When we review the history of social experiments, we see that they have not had a
decisive, direct eVect on the ensuing decisions. Of our four examples, only the
welfare-to-work experiments were later reXected in policy. Neither the health insur-
ance experiment, the nursing home incentive reimbursement experiment, nor the
income maintenance experiments made much of a dent at all, and the Wndings were
relegated to the great analytical storehouse. Even in the welfare-to-work experiments,
where experiment results seemed to aVect later policy, the result was at best indirect.

Greenberg, Mandell, and their colleagues did a telephone interview study of welfare
directors in the states. They found thatwhilemost of the state directors knew something
about the Wndings of the welfare-to-work experiments (although not the speciWcs),
they didn’t believe the Wndings had inXuenced the policies of their own state. What
they did value was the demonstration that states could administer the program
without much problem and a general sense that work Wrst was better than training
Wrst for former welfare recipients. In their 2003 book, Greenberg et al. conclude:

Ironically, however, even though these experiments did have important eVects on policy, their
role was nonetheless limited . . . In particular, many policymakers already viewed the programs
tested by the welfare-to-work experiments as attractive on other grounds. Findings from the
experiments simply reinforced that view. Consequently, rather than being pivotal to whether
the types of programs they tested were adopted, they were instead used persuasively and in
designing these programs. In other words, they aided policymakers in doing what they already
wanted to do. (2003, 308, 310)

Why should the results of SEs be so marginal? Why doesn’t rationality reign?
Social scientists are under no illusions that ‘‘scientiWc evidence’’ will displace all

other sources of understanding. Policy making is also based on ideologies and beliefs,
interests, competing information, and institutional norms (Weiss 1983, 1995). The
results of social experiments can nudge policy only a small distance, and their
inXuence is dependent in large part on the interplay with the other factors in the
policy environment. Social scientists know that legislators and administrative
oYcials have long-standing beliefs and principles that guide much of their orienta-
tion toward policy. Their ideological orientation exerts powerful inXuence over
which policy proposals receive even a hearing. Attitudes toward abortion and gay
marriage are obviously determined by ideology and principles, but it is not only on
such extreme issues that ideology often prevails. For some policy makers, similarly
strong beliefs aVect their views of the enactment of a draft, the need for standardized
performance tests in schools, mandatory sentences for repeat oVenders, and needle
exchange programs for drug addicts.
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Interests are always powerful inXuences on policy. Drug manufacturers, farmers,
radio station owners, state and city service workers, trial lawyers, charities, utility
companies, universities, hospitals—almost every organized body in the nation seeks
to promote its own well-being through public policy. The jostling among organized
interests provides much of the drama in the policy arena. The scene is marked by the
formation and dissolution of temporary coalitions of interests as the issues on the
agenda shift and change.
Nor does social science represent the only form of legitimate information. The

policy world is awash with formation. Lobbyists hawk their own version of past
events and futures. Media columnists and editorial writers add to the stew. Many
organizations have their own in-house information resources—databases, research
units, news services. The availability of 24/7 web-based information in titanic pro-
portions makes getting information much less diYcult than interpreting the infor-
mation with a sense of history and context.
Furthermore, each institution in the policy system has its own set of rules and

norms. The US Congress, for example, proceeds according to a system of committee
appointments, minority/majority representation on committees, vote taking, report-
ing to the full body, closing oV debate, reconciling diVerent versions of bills passed by
the two houses, as well as time schedules, budget limits, pressure group access, and so
on, that have major inXuence on the nature of policy that emerges. Ron
Haskins (1991) tracked the instances that the MDRC research was mentioned at
various times in the welfare reform policy process and found fewer and fewer speciWc
mentions of the MDRC research as the welfare policy made its way through
hearings, bill writing, and consideration in the House and Wnally in the House–
Senate Conference. The internal norms and culture of each institution in the policy
system exercise great pressure on its own activities and on the activities of other
institutions with which it interacts. These four sets of inXuences—ideology and
beliefs, interests, other information, and institutional norms—set limits to what
social science can contribute and how much attention it can mobilize. Social
experimentation, as one small subset of social science research, is even further
constrained by the surround.

Misuse of Research Findings

The results of SEs can be misused in policy discussions (Orr 1998). As with any source
of information, policy makers may choose to disregard results if they are not
congruent with their own beliefs and political agendas. During the congressional
welfare reform debates, the welfare-to-work research was used to argue that educa-
tion and training were eVective strategies and that large amounts of federal funding
were needed to produce eVects. In fact, education and training received little
attention in the programs studied, and the experiments showed that relatively low-
cost job search and work experience were eVective (Haskins 1991).
Policy makers may take note of the general public reaction. If the public is not

interested or is skeptical of certain results, policy makers have little incentive to push
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forward any change based on the results. Results may not even reach the ears of
policy makers if the sponsoring agents of the studies themselves do not like the
results. What goes to publication can be inXuenced by the satisfaction (or dissatis-
faction) of the agency that asked and paid for the study in the Wrst place. Less
insidious is a simple lack of dissemination of experiments’ results. In the nursing
home incentive study, the departure of the federal staVer who had sponsored the
study contributed to the lack of dissemination of the Wndings. Few people learned of
the results, and little use was made of the Wndings (Greenberg et al. 2003). A
reanalysis of the data that showed more positive results from incentives (Norton
1992) went almost totally unnoticed.

Contributing to the risk of misinterpretation or misuse, policy makers may not
have a particularly honed sense for the quality of research or indeed have the skills to
interpret results correctly when they are presented with them (they are not alone . . . it
is diYcult for everyone). Policy makers tend to rely on indirect indicators of quality
such as the reputation of the researchers, how the research community reacts to the
results, and whether the research Wts with their own preconceived notions of what the
results should be (Orr 1998).

Simplistic Thinking

SE encourages policy makers to ask a simple question: What works? It leads them to
think that social scientists can identify one policy that has the desired results. It
discourages them from asking follow-up questions: For whom does it work? Under
what conditions? What kind of implementation is necessary? How much diVerence
does it make? What are other alternatives and how eVective are they?

Ability of Researchers to Work in the Policy World

Social experiments take place in the messy world. The kinds of social scientists who
have the requisite knowledge of research design, sampling, measurement, and stat-
istical analysis are not always the kinds of social scientists who communicate well
with political actors. Experimenters in these circumstances have to listen. They have
to be aware of what policy options are feasible. They should know the history of
political battles already waged on the turf. And still they have to know the scientiWc
literature and the intricacies of research design and conduct. Such people can be hard
to Wnd. In their stead come highly skilled researchers who may have little skill, and
often less interest in aligning their experiment with the world of politics.

Heightened Scrutiny

The results of social experiments may fare somewhat better than other research
Wndings as they are less assailable by opponents. This occurs, in part, as the research
community tends to support the results of randomized experiments and thus, may
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present a more uniWed front for policy makers trying to understand what researchers
believe. Thus, for example, the health insurance experiment produced generalized
agreement among the research community that cost sharing could reduce health care
without detrimental eVects on health—a question that until then no study had
adequately answered. And yet, even some of the best social experiments are open
to methodological critique and indeed sometimes may be treated to a more rigorous
critique than might be expected due to their high visibility in both the research and
the policy worlds. The school choice experiments are an example (e.g. Howell and
Peterson 2004; Krueger and Zhu 2004). Because parental choice of schools is such a
politically loaded issue, studies are scrutinized in meticulous detail.

6.2 Research Limitations

Social experiments are not easy to bring oV. To be at all persuasive, social experi-
ments require big slugs of time, lots of money, powerful research expertise, and
enough Xexibility to respond to changing conditions and questions while the ex-
periment is in process. The impact of social experiments on policy making is limited
not only by the political process but also by the constraints and limitations of the
research world. Social science methods themselves are not always ideal for describing
and analyzing complex policy issues.

Design Challenges

Researchers are plagued by a series of challenges when conducting research in the real
world. Experiments pose diYculties all along the way. The Wrst problem is choice of
sites. Even though the policy option that an experiment is testing is usually intended
to apply to all members of the relevant group in the nation (or the state), the
experiment cannot be implemented among a random sample chosen throughout
the nation. The intervention can be oVered (and studied) in only a few places. Even
the most expensive SEs have had to limit the intervention to a few sites. How does the
researcher decide what sites are ‘‘typical’’ or ‘‘representative’’ enough to stand in for
the nation as a whole? Researchers avoid places with obviously unusual features, but
much of the choice depends on which sites agree to cooperate.
Another problem is recruitment. The design demands enlistment of nursing

homes or low-income households, and the experimenter has to convince the re-
quired number of units to sign on. About half of them have to be told that they will
not receive any new services but will be required to give periodic information.
Locating participating units, explaining the conditions of the experiment, and
convincing them to participate is no small task. Then there is the issue of when to
tell participants that they might be in the control group and receive no service at all.
Cook and Shadish (1994) provide a balanced discussion of the pluses and minuses of
revealing the possibility of control group status at various points in the recruitment
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process. It is an important issue because if people (or organizations) refuse to
participate because they know about the no-service possibility, the randomness of
the assignment is compromised.

Another problem is being sure that the program is being implemented as planned.
If, say, the state welfare agency is not delivering the job-search services it is supposed
to be oVering, i.e. the intervention is not on oVer, the SE would be testing the eVects
of a phantom policy or of an unknown intervention of the agency’s own devising.
Results of the SE would be meaningless. From experience, researchers have learned
the importance of monitoring the implementation of the intervention.

Probably the most basic design issue is implementing and maintaining random-
ization. Often researchers do not do the random assignment themselves. The oper-
ating agency selects participants for its programs and in the process is expected to
assign participants to intervention and control groups according to the protocols
prepared by the researchers. The actual assignment is ‘‘often carried out by a social
worker, nurse, physician, or school district oYcial’’ (Cook and Shadish 1994, 558).
Sometimes these people misunderstand what they are expected to do, and sometimes
they are tempted to use their professional judgement in assignment decisions.
Researchers have learned that they must not only train agency staV but also maintain
an oversight presence to ensure that assignment is indeed random.

Nor is that the end of the problem. What started as true randomized assignment
may become undone as time goes on. In some cases the experiment does not
enroll enough participants. Agency staV therefore may raid the control group to Wll
slots in the program. People labeled ‘‘controls’’ may in truth receive the intervention.
Or, and this is inevitable, participants may drop out of the program and the
study. That would be Wne if they dropped out equally from intervention and control
groups for similar reasons. However, it is usually more common for controls to drop
out. They are not receiving services and they have less reason to persevere. For
example, in the income maintenance experiments, higher drop-out rates were
registered in the control group and in some of the experimental groups receiving
smaller beneWts than in the more generous beneWt groups. The eVect of diVerential
drop-out is to compromise the equality of the groups. A selection bias is reintro-
duced.

In other cases, the control group may become contaminated by being inadvert-
ently exposed to the intervention under study. Teachers receiving an experimental
professional development course may share some of their new learnings with fellow
teachers in their school, regardless of their oYcial ‘‘control’’ status.

The list of complications goes on and on. As researchers have become more
sophisticated over time and with experience, they have identiWed a host of further
threats to the validity of SEs. Manski and GarWnkel (1992) suggest that some
interventions might cause changes in norms and attitudes in the community, and
the changed community attitudes would inXuence the success of the intervention.
Heckman (1992) and Heckman and Smith (1995) have written that people who enlist
in SEs may not be representative of people who would participate in full-scale
programs. MoYtt (1992, 2004), too, has worried about ‘‘entry eVects,’’ the conditions
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of a full-scale program that would aVect participants’ behavior that do not show up
in small-scale experiments.

Time

The worlds of research and policy do not work in tandem. Social experiments are
time consuming, often taking many years to design, implement, and Wnally analyze
and report results. The policy process meanwhile has moved forward and the results
of a SE arrive in a new, changed policy environment. Research results may have little
or no relevance in this changed policy world. For example, the health insurance
experiment began at a time when the development of a national health care system
was under active consideration, and the impact of cost sharing had real relevance. By
the time the results of the experiment were known, the health care debate had petered
out and national health care was no longer an imminent possibility. The relevance of
the results was greatly diminished (Greenberg et al. 2003).
In the past it has often taken four or Wve years (or more) before experimental

results were ready. The housing allowance experiment ran much longer. It studied the
eVect of giving housing allowances to low-income people not only on the families
involved but also on the supply of housing. It had to go on long enough for landlords
to increase the number of housing units available to recipients of allowances. The
study ran (in two cities) for eleven years (Bradbury and Downs 1981).
On the other hand, some experiments are too short to produce convincing results.

The nursing home incentive study ran for thirty months. Many nursing homes were
evidently not willing to change their practices in response to the short-term monet-
ary incentives. One of the sponsoring agency’s reports states:

To the participants [nursing homes] . . . it may seem a very brief duration and there may be
reluctance to make staYng, policy, and organizational changes which could aVect their
environment long after the experiment is concluded. (Greenberg et al. 2003, 107)

Yet even within that brief time period, the study was not able to catch the wave. By
the time it was completed, political interest had moved away from incentives and
toward regulation.
Foresight is not a particularly strong point of social science. Trying to Wgure out

what policy issues will be lively at some future point is an exercise for a soothsayer.
Knowing how rapidly the political canvas changes, knowing how volatile the com-
plexion of government is these days with the country divided almost equally between
Republicans and Democrats, knowing how policy windows open and shut as the
economy changes, can we ever be conWdent that we are foreseeing an appropriate mix
of interventions? Many people worry about issues of causation in experimentation.
We worry about the clouded crystal ball. Fortunately or not, in recent years SEs have
become more modest. As noted in the next paragraph, they are making do with
available data, and they are taking less time to complete. But they are testing more
modest initiatives.
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Expense

Expense can limit the value that social experiments can provide to policy making.
There is generally a direct relationship between the complexity of a research design
and its cost. The more policy alternatives, settings, or types of participants tested, the
more expensive is the experiment likely to be. Thus, cost plays a direct role in limiting
the relevance of the Wndings of social experiments to particular policy questions.
Over time, social experiments appear to be becoming simpler and consequently cost
less. Greenberg et al. (1999) suggest that this is due in part to the increased use of
administrative databases rather than special surveys, an increase in the likelihood
that organizations that would run the program are the ones involved in the social
experiment (as opposed to developing new programs run by the research organiza-
tion), simpler designs with fewer groups, and shorter tracking periods for
participants.

Limits on How Much Can be Tested

It is a rare experiment that can test all the variations in a particular policy that may be
relevant to the question under study. Thus, the Wndings of social experiments are
limited only to speciWc alternatives tested. SEs take place in a limited number of sites
with a particular set of participants, and the Wndings may not generalize to other
settings or participants. The time horizon is often truncated (although not in the
health insurance experiment). Only a few social experiments can assess trade-oVs
among components of the intervention. Almost none are large enough to examine
diVerences among multiple subgroups of the client population (the income main-
tenance experiments are an exception). Few examine the behavior of the staV
implementing the program and so have little to say about practices that are associ-
ated with better or worse outcomes. Costs of the intervention are not always carefully
calculated (for example, in the nursing home reimbursement experiment, oYcials
were unable to separate costs of running the program from costs of the study
(Greenberg and Shroder 1997)).

A distinction can be made between ‘‘black box’’ experiments, which test one or
a few treatments, and ‘‘response surface’’ experiments that test a wide range of
treatments (Greenberg et al. 2003; Burtless 1995). Examples of the latter are the
income maintenance experiments of the 1960s and 1970s in which income guarantees
and tax rates were varied across the treatment groups and the health insurance
experiment in which cost sharing was varied across the groups. Greenberg et al.
(2003) conclude that if the particular intervention that is being tested is still on the
policy agenda when the experiment is concluded, the black box experiment would be
Wne. However, that is almost never the case. The advantage of the ‘‘response surface’’
experiment is that the design allows for the estimation of elasticities over a range of
treatment options and its results can be used in later simulation models well into the
future.
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Small EVects

Social experiments almost never produce slam-dunk Wndings. If a proposed inter-
vention were so obviously superior, there would probably be little reason to experi-
ment. Most policy proposals are uncertain. The results of experimentation are often
marginal. There are small gains in certain circumstances with some subpopulations.
Interpretation becomes critical.
Because experimentation is such a diYcult craft, the results are not always

authoritative. Decisions about the course of the experiment have to be made all
along the way. Compromises are made, sometimes in response to crises in the
environment, sometimes to Wt within a budget, sometimes to suit the skills of the
available staV, sometimes to meet deadlines, sometimes in an attempt to answer new
questions that emerge in the course of the study. Other researchers will critique the
Wndings. They may reanalyze the data. They will come up with new models that they
claim better account for the patterns in the data. The experiment can get captured by
the research experts and become fodder for struggles for dominance.

Feasibility of Random Assignment for Organizational/Community
Interventions

Some innovative policy ideas involve intervening in neighborhoods or systems or
states. Rather than giving service to individuals one at a time, the proposed policy is
designed to change the practices and culture of a larger entity. Examples include:
changing the attitude of welfare oYces so that staV priority is to place the client in a
job; changing the practices in a neighborhood so that families, restaurants, and law
enforcement agencies actively work to prevent youngsters from drinking alcohol; and
changing the culture of a school system so that teachers and administrators actively
welcome parents to participate in their child’s education. To test ideas like these in an
SE requires study not so much of individuals as of the units that are being altered—
welfare oYces, neighborhoods, or school systems. The interest is the behavior of the
collectivity.
The obvious solution is to randomize the unit. A certain number of school systems

or neighborhoods might be assigned randomly to the intervention or to a control
group. However, as the size of the unit increases (say, to counties or states), fewer
units can be studied. It is extraordinarily diYcult and expensive to study a large
number of neighborhoods or counties, and few studies have managed to go beyond
ten or twelve. However, with only a limited number of cases, the laws of probability
do not necessarily work. Any diVerences observed between the intervention group
and the control groupmay be the result of chance. There are too few cases to even out
the lumps of chance. Therefore, randomization of large units is a partial solution at
best. Here is an issue where research innovations are needed and are currently being
developed.
Another reason for the objection to random assignment is that a city is not a city is

not a city, nor are neighborhoods interchangeable, or health systems or schools. Each
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of them has a history. Each has a set of established traditions. Each has a culture that
has developed over generations. Each has attracted particular kinds of civic organ-
izations and program staV and residents. Harlem is not the South Side of Chicago,
which is not Watts. P S 241 in Brooklyn is not the same as the Condon School in
Boston (Towne and Hilton 2004). Even if a researcher were randomly to assign
neighborhoods, they wouldn’t be totally comparable, and diVerences observed at the
end might be due not so much to the intervention as to the whole complex of prior
history and culture. For example, an evaluation of a program to promote nutritious
food products randomly assigned supermarkets in Washington and Baltimore. The
intervention group of markets placed nutritious products in favorable shelf locations
and distributed Xiers about nutrition. The control group did nothing. The measure
of success was the customers’ purchase of nutritious foods. Results showed that there
were more diVerences between the two cities than between the experimental and
control groups.

Ethics

Ethical issues have dogged experimentation since its beginning. People have dis-
played considerable concern with withholding a social good from one group regard-
less of degree of need. Practitioners are often loath to allow services to be allotted on
the basis of chance, without exercise of their own professional judgement. BeneWci-
aries of service object strongly to being placed in a no-service control group. A host
of ethical issues (withholding services for those eligible, full disclosure of experimen-
tal procedures, right to refuse, harm to participants) may signiWcantly limit the
questions that social experiments can address.

The rebuttal is that no one really knows whether the service is a social ‘‘good’’ until
it has been studied. Many experiments Wnd that the intervention is no better than
standard service—or even detrimental. Thus, the nursing home reimbursement
experiment did not show positive eVects from the reimbursement scheme. Bickman’s
study of intensive mental health service, which included all the professionally
fashionable bells and whistles, showed that intensive service did not have better
results than regular service (Bickman 1996).

Complexity of Interventions

Perhaps the most vivid argument against experiments is that they assume that
interventions have a simplicity that can be captured in a treatment/no-treatment
design. Many interventions are highly complex social interactions, and simple cause-
and-eVect patterns may not be easily detected. The ‘‘program’’ is often implemented
diVerently by staV, and the desired outcomes are social processes that cannot be
readily measured by simple metrics. Studying the eVects of psychotherapy, for
example, poses all manner of problems because of the inherently personal ways in
which therapists work and clients respond. No matter what label one aYxes to the
‘‘brand’’ of psychotherapy, or how assiduously one tries to train therapists to use the

social experimentation for public policy 825



same procedures, critics argue that quantitative randomized studies cannot yield
sensible results.
Similarly, educators often say that interactions within a classroom, such as the

introduction of a new teaching method, cannot be studied appropriately by quanti-
tative randomized techniques. The assumption that all teachers trained in the new
teaching method will implement it consistently, and that children in all classrooms
will react in similar ways, represents a fundamental misunderstanding of the vari-
ability of teaching and learning. The rejoinder is that despite the variability, which
certainly introduces more error of measurement, large samples should show the
extent to which mean scores (of social functioning, of math achievement, of attend-
ance) diVer across populations exposed and unexposed to the intervention. In Cook’s
(2001) words: ‘‘It is not an argument against random assignment to claim that some
schools are chaotic, the implementation of a reform is usually highly variable, and that
treatments are not completely faithful to their underlying theories.’’ There is enough
consistency in human behavior, experimentalists claim, to allow an experiment to
reach valuable conclusions about whether an innovation is worth adopting.

7. Conclusions
.......................................................................................................................................................................................

We started this chapter with a description of three distinctive traits of SEs: research in
the Weld, conducted through random assignment of samples of prospective bene-
Wciaries to intervention and control conditions, in order to test the probable success
of a policy intervention. The Wrst two characteristics are increasingly accepted as
viable and necessary. Research in the Weld has now become mainstream practice.
Randomized studies have received considerable support not only from the research
community (although some researchers, particularly in the Weld of education, have
lodged vigorous dissents) but also in Congress. For example, the education legisla-
tion that Congress passed in 2002 gives preference to evaluation studies with ran-
domized designs. It is the third feature that may no longer be as Wrmly established:
the prospective test of alternative policies.
SE came into prominence in the late 1960s at a time of turbulent policy change. It

was part of the climate of innovation and radical reform that was sweeping the
country. In the late 1980s and 1990s, as interest in fundamental change lessened, the
fortunes of experimentation also shifted. Experiments continued to be done, more of
them in fact, but fewer resources were devoted to them. The emphasis changed from
major innovations to marginal improvements in existing programs. In Burtless’s
words, they were ‘‘narrower in focus, less ambitious, and less likely to yield major
scholarly contributions’’ (1995, 63). Now, at a time of budget deWcits and Wscal
stringency in the USA and elsewhere, the likelihood of new domestic initiatives
seems low. It is not a time when large new ideas will be tested, at least with
government funds. The trend is to test minor modiWcations, preferably cost-saving
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modiWcations, and shifts of activity to the private sector. If you were considering
investment in large-scale SEs, our advice would be: hold oV. The product is a sound
one, with high potential, but the time is not now—at least in the USA. But hang in.
Some version of SEs will have their day.

We also began our story with an outline of three themes: the complexity of the
policy world, the technical complexity of the research world, and the alignment or
misalignment between experimental Wndings and policy questions. Overall, SEs have
showed the possibilities and the limits of aVecting policy through social science
research. They have contributed considerable new knowledge. Some of their Wndings
have inWltrated the policy arena and are part of policy-speak (Anderson 2003; Weiss
1999). InXuentials in Congress, federal agencies, international organizations, interest
groups, and the media learn to be conversant with experimental Wndings in order to
take an informed part in policy conversation.

On the other hand, there are no examples of an SE that led directly to policy
change. Results of the health insurance experiments were so late and so unfocused on
actual legislative proposals that they were pretty much ignored—except by econo-
mists, who have used them to model new proposals. The nursing home reimburse-
ment experiment results also arrived late, after the zing had gone out of the incentive
idea. Almost nobody was still interested in incentives for nursing homes; the action
was in the area of regulation. While widely published, the income maintenance
experiments led to little concrete change in policy. The welfare-to-work experiments
seemed to have policy consequences. The MDRC study provided support for man-
datory work-Wrst requirements and demonstrated the ability of states to design and
manage their own welfare programs. All three of these program design aspects
ultimately ended up in the Family Support Act of 1998. Nevertheless as we have
seen, the experiment merely reinforced what policy makers were planning to do on
other grounds.

Because policy making is such a complicated business, with so many players
pursuing such divergent interests, it is overly optimistic to expect research
information to carry the day. Even the high-quality information supplied by SEs
cannot overwhelm all the other forces on the scene. And as we have seen, the timing
of SEs is often oV. The policy agenda moves on, while the SE is still studying last
year’s proposals.

Yet, totting up advantages and disadvantages, we come out in favor of further
experimentation. The world is in dire need of greater understanding of the conse-
quences of government action. Social experimentation cannot fully satisfy the needs
for knowledge about policy outcomes, partly because of the intrinsic nature of social
science research and partly because of the limitations imposed by the conditions
under which it is done. Still it makes headway. Anything that advances rationality in
the messy world of policy is worth supporting. Not venerated or kowtowed to, but
cheered on.

But we also need to moderate our expectations of the contributions that SE can
make. The notion of basing policy strictly on experimental evidence is wrong-headed.
SE doesn’t tell everything that a polity needs to know about a pending policy option.
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Many other considerations have to go into government action, such as popular
demands, costs, capabilities available for implementing the policy, competing
needs, eVects on neighboring policies, and so on. Resolution comes through politics.
Although the word has fallen on evil times, politics is the systemwe have for resolving
diVerences in our complex societies and reaching decisions that are at least minimally
acceptable to all parties (for a resounding aYrmation of politics, see Crick 1972).
Evidence of policy outcomes cannot and should not supplant the play of politics as

the basis of policy. Of course, we do not want to see policy developed on the basis of
faulty understanding of the situation or unrealistic expectations for the eVects of
action, but it does seem presumptuous to think that experimental data alone can
point to the best resolution of complex policy issues. History matters, as do political
culture and institutional practices. What SE can do is illuminate the understanding
of publics and elites and infuse policy discussion with insight.
Science and politics cohabit in the policy sphere, but their alliance is an uneasy

one. Social scientists, to put the best face on the relationship, have pointed to the
‘‘value-added’’ features that social science brings to the table: an inventory of
knowledge for the future to draw on, general enlightenment of elites and publics in
the present, puncturing of faulty assumptions, and conWrmation of wise instincts for
action. But for all the understanding and insight contributed by the social sciences—
and by SEs in particular—they do not run the show. There is inevitable tension
between science and politics, and convergence is usually a happy accident.
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amitai etzioni

Policy research requires a profoundly diVerent methodology from that on which
basic research relies, because policy research is always dedicated to changing the
world while basic research seeks to understand it as it is.1 The notion that if one
merely understands the world better, then one will in turn know how to better it, is
not supported by the evidence.

Typical policy goals are the reduction of poverty, curbing crime, cutting pollution,
or changing some other condition (Mitchell and Mitchell 1969, 393). Even those
policies whose purpose is to maintain the status quo are promoting change—they
aim to slow down or even reverse processes of deterioration, for instance that of
natural monuments or historical documents. When no change is sought, say, when
no one is concerned with changing the face of the moon, then there is no need for
policy research in that particular area.

Moreover, although understanding the causes of a phenomenon, which successful
basic research allows, is helpful in formulating policy, often a large amount of
other information that is structured in a diVerent manner best serves policy
makers.2 Policy researchers draw on a large amount of information that has no

1 The Wrst book to deal with policy sciences and consequently often cited is Lasswell and Lerner’s The
Policy Sciences (1951). However this book does not address the methodological issues at hand. For an early
treatment of these issues, see Etzioni 1971b, 1968.

2 For an example of how to structure and present policy research and analysis, see Dunn 1981, 322.



particular analytical base or theoretical background (of the kind that basic research
provides).3 In this sense medical science, which deals with changing bodies and
minds, is a protypical policy science. It is estimated that about half of the informa-
tion physicians employ has no basis in biology, chemistry, or any other science;
but rather it is based on an accumulation of experience.4 This knowledge is passed
on from one medical cohort to another, as ‘‘these are the way things are done’’ and
‘‘they work.’’
The same holds true for other policy sciences. For instance, criminologists who

inform a local government that studies show that rehabilitation works more eVec-
tively in minimum security prisons than in maximum security prisons (a fact that
can be explained by sociological theoretical concepts based on basic research)5 know
from long experience that they had better also alert the local authorities that such a
reduction in security could potentially lead some inmates to escape and commit
crimes in surrounding areas. Without being willing to accept such a ‘‘side eVect’’ of
the changed security policy, those governments who introduced it may well lose the
next election and security in the prison will be returned to its previously high level.
There is no particular sociological theoretical reason for escapes to rise when security
is lowered. It is an observation based on common sense and experience; however it is
hardly an observation that policy makers, let alone policy researchers should ignore.
(They may though explore ways of coping with this ‘‘side eVect,’’ for instance by
either preparing the public ahead of time, introducing an alert system when inmates
escape, or some other such measure.)
The examples just given seek to illustrate the diVerence between the information

that basic research generates versus information that plays a major role in policy
research. That is, there are important parts of the knowledge on which policy
research draws that are based on distilled practice and are not derivable from basic
research. Much of what follows deals with major diVerences in the ways that
information and analysis are structured in sound policy research in contrast to the
ways basic research is carried out.
One clariWcation before I can proceed: Policy research should not be confused with

applied research. Applied research presumes that a policy decision has already been
made and those responsible are now looking for the most eYcient ways to implement
it. Policy research helps to determine what the policy decision ought to be.

3 For example many policy makers subscribe to George L. Kelling and James Q. Wilson’s criminology
theories because they make sense, despite the fact that they are not grounded in academic research. See
Wilson and Kelling 1982. For criticisms of this approach to criminology, see Miller 2001.
4 ‘‘Much’’ of medicine is not scientiWcally supported (IngleWnger, Relman, and Findland 1966). ‘‘85

percent of the problems a doctor sees in his oYce are not in the book’’ (quoted from a physician in Schön
1983, 16).
5 See Etzioni 1971a, 246–7.
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1. Malleability
.......................................................................................................................................................................................

A major diVerence between basic and policy research is that malleability is a key
variable for the latter though not the former (Weimer and Vining 1989; 4). Indeed for
policy researchers it is arguably the single most important variable. Malleability for
the purposes at hand ought to be deWned as the amount of resources (including time,
energy, and political capital) that would have to be expended to cause change in a
given variable or variables. For policy research, malleability is a cardinal consider-
ation because resources always fall short of what is required to implement given
policy goals. Hence, to employ resources eVectively requires determining the relative
results to be generated from diVerent patterns of allocation (Dunn 1981, 334–402). In
contrast, basic research has no principled reason to favor some factors (or variables)
over others. For basic research, it matters little if at all whether a condition under
study can be modiWed and if it can how much it would cost. To illustrate, many
sociological studies compare people by gender and age and although these variables
may seem relevant, they are of limited value to policy research. Other variables used,
such as the levels of income of various populations, the extent of education of various
racial and ethnic groups, and the average size of cities, are somewhat more malleable
but still not highly so. In contrast, perceptions are much more malleable.

One may say that basic research should reveal a preference for variables that have
been less studied; however, such a consideration concerns the economics and politics
of science rather than methodology. Because all scientiWc Wndings are conditional
and temporary and often subject to profound revision and recasting, for basic
researchers, retesting old Wndings can be just as valuable as covering new variables.
In short, although in principle for basic research the study of all variables is
legitimate, in a given period of time or amongst a given group of scientists, some
may consider certain variables as more ‘‘interesting’’ or ‘‘promising’’ than others. In
contrast, to reiterate, for policy research, malleability is the most important variable
as it is directly related to its core reason for being: Promoting change.

Given the dominance of basic research methodology in the ways policy research is
taught, it is not surprising to Wnd that the question of which variables are more
malleable than others is rarely studied in any systematic way. Due to the importance of
this issue for policy research, some elaboration and illustrations are called for.
Economic feasibility is a good case in point. Many policy researchers’ Wnal reports
do not include any, not even crude estimates of the costs involved in what they are
recommending.6 Even less common is any consideration of the question of whether
such changes can bemade acceptable to elected representatives and the public at large;
that is, political feasibility (Weimer and Vining 1989, 292–324). For instance, over the
last decades several groups favored advancing their policy goals through constitu-
tional amendments, ignoring the fact that these are extremely diYcult to get passed.

6 See for example Free Expression Project 2003; Raver 2002, 3–19.
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In other cases, feasibility is treated as a secondary ‘‘applied’’ question to be studied
later, after policy makers adopt the recommended policy. However, the issue runs
much deeper than the assessments of feasibility of one kind or another. The challenge
to policy research is to determine the relative resistance to change according to the
diVerent variables that are to be tackled. And this question must be tackled not on an
ad hoc basis, but rather as a major part of systematic policy research. Moreover, if the
variables involved are studied from this viewpoint, they themselves may be changed;
that is, feasibility is enhanced rather than treated as a given.
Another example of the cardinal need to take malleability into account when

conducting policy research concerns changing public attitudes. Policy makers often
favor a ‘‘public education’ campaign when they desire to aVect people’s beliefs and
conduct. Policy makers tend to assume that it is feasible to change such predisposi-
tions through a way that might be called the Madison Avenue approach, which
entails running a series of commercials (or public service announcements), mount-
ing billboards, obtaining celebrity endorsements, and so on.
For example, the United States engaged in such a campaign in 2003 and 2004 to

change the hearts and minds of ‘‘the Arab street’’ through what has also been termed
‘‘public diplomacy.’’7 The way this was carried out provides a vivid example of lack of
attention to feasibility issues. American public diplomacy, developed by the State
Department, included commercials, websites, and speakers programs that sought to
‘‘reconnect the world’s billion Muslims with the United States the way McDonald’s
highlights its billion customers served’’ (SatloV 2003, 18). It was based on the premiss
that ‘‘blitzing Arab and Muslim countries with Britney Spears videos and Arabic-
language sitcoms will earn Washington millions of new Muslim sympathizers’’
(SatloV 2003, 18). A study found that the results were ‘‘disastrous’’ (SatloV 2003,
18). Some countries declined to air the messages and many Muslims who did see the
material viewed it as blatant propaganda and oVensive rather than compelling.
Actually, policy researchers bent on studying feasibility report that the Madison

Avenue approach works only when large amounts of money are spent to shift people
from one product to another when there are next to no diVerences between them
(e.g. two brands of toothpaste) and when there is an inclination to use the product in
the Wrst place. However, when these methods are applied to changing attitudes about
matters as diVerent as condom use,8 the United Nations,9 electoral reform, and so

7 See, for instance, The Advisory Group on Public Diplomacy in the Arab and Muslim World,
‘‘Changing minds, winning peace: a new strategic direction for U.S. public diplomacy in the Arab and
Muslim world,’’ Oct, 2003, Edward P. Djerejian, chair.
8 For instance, the Centers for Disease Control conducted a ten-year ad campaign to educate

Americans about condoms and to encourage their use to prevent HIV transmission. After spending
millions of dollars on these ads, a CDC study found that only 45% of sexually active high school students
used a condom the last time they had sex: see Scott 1994. A recent evaluation of the program issued an
unqualiWed ‘‘no’’ in answer to the question, ‘‘Has the U.S. federal government’s HIV/AIDS television
[public service announcement] campaign been designed not only to make the public aware of HIV/AIDS
but also to provide appropriate messages to motivate and reinforce behavior change?’’ See DeJong, Wolf,
and Austin 2001, 256. Of the fifty-six ads reviewed, Wfty were created by the CDC, the other six were
created by the National Institute on Drug Abuse.
9 Star and Hughes 1950, quoted in Berelson and Steiner 1964, 530.
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forth, they are much less successful. Changing people’s behavior—say to conserve
energy, drive slower, cease smoking—is many hundreds of times more diYcult. This
is a major reason why totalitarian regimes, despite intensive public education cam-
paigns, usually fail. The question of what is most feasible is determined by Wat by
policy makers and their staVs rather than by studies that are reported to the policy
makers by policy researchers. Hence decisions are often based on a Xy-by-the-seat-
of-your-pants sense of what can be changed rather than on empirical evidence.10One
of the few exceptions is studies of nation building in which several key policy
researchers presented the reasons why such endeavors can be carried out at best
only slowly while at the same time many policy makers claimed that it could be
achieved in short order and at low cost.11

In a preliminary stab at outlining the relative malleability of various factors, one
may note that as a rule the laws of nature are not malleable; social relations, including
patterns of asset distribution and power, are of limited malleability; and symbolic
relations are highly malleable. Thus any policy-making body that would seek to
modify the level of gravity, for example, not for a particular situation (for instance a
space travel simulator) but in general, will Wnd this task at best extremely diYcult to
advance. In contrast, those who seek to change a Xag, a national motto, the ways
people refer to one another (e.g. Ms Instead of girl or broad), have a relatively easy
time of doing so. Changes in the distribution of wealth among the classes or races—
by public policy—are easier than changes involving the laws of nature, but more
diYcult than changing hearts and minds.

When policy researchers or policy makers ignore these observations and enact laws
that seek grand and quick changes in power relations and economic patterns, the
laws are soon reversed. A case in point is the developments that ensued when a policy
researcher inserted into legislation the phrase ‘‘maximum feasible participation of
the poor.’’ This Act was used to try to circumvent prevailing local power structures by
directing federal funds to voluntary groups that included the poor on their advisory
boards, which thus helped ‘‘empower the poor.’’ The law was nulliWed shortly
thereafter. Similarly, when a constitutional amendment was enacted that banned
the consumption of alcohol in the United States, it had some severely distorted
eVects on the American justice and law enforcement systems and did little actually to
reduce the consumption of alcohol. It was also the only constitutional amendment
ever to be repealed.

Among social changes, often legal and political reduction in inequality is relatively
easier to come by than are socioeconomic changes along similar lines. Thus, African-
Americans and women gained de jure and de facto voting rights long before the
diVerences in their income and representation in the seats of power moved closer to
those of whites (in the case of African-Americans) and of men (in the case of
women). Nor have socioeconomic diVerences been reduced nearly as much as legal

10 Indeed unlike science, Carol Weiss has argued that in the policy Weld it may be impossible to
separate objective knowledge from ideology or interests: see Weiss 1983.

11 See Carothers 1999; Etzioni 2004.
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and political diVerences, although in both realms considerable inequalities remain.
The same is true not just for the United States, but for other free societies and those
that have been recently liberated.
In short, there are important diVerences in which dedication of resources, com-

mitment of political capital, and public education are needed in order to bring about
change. Sound policy research best makes the determination of which factors are
more malleable than others, which is a major subject of study.

2. Scope of Analysis
.......................................................................................................................................................................................

Another particularly important diVerence between basic research and policy research
methodology concerns the scope of factors that are best encompassed. Policy re-
search at its best encompasses all the major facets of the social phenomenon it is
trying to deal with.12 In contrast, basic research proceeds by fragmenting the world
into abstract, analytical slices which are then studied individually.
Awit has suggested that in economics everything has a price; in sociology, nothing

has a price. Policy makers and hence researchers are at a disadvantage when they
formulate preferred policy alternatives without paying attention to the longer-run
economic and budgetary eVects—or the eVect of such policy on social relations
including families (e.g. tax preferences for singles), socioeconomic classes (e.g. estate
taxes), and so on.
To put it in elementary terms, a basic researcher may well study only the prices of

Xowers (together with other economic factors); a physiologist the wilting processes; a
social psychologist the symbolic meaning of Xowers; and so forth. But a community
that plans to grow Xowers in its public gardens must deal with most, if not all of these
elements and the relations between them. Flowers that are quick to wilt will not be
suitable for its public gardens; the community will be willing to pay more for Xowers
that have a longer life or those that command a positive symbolic meaning, and so on.
Medicine provides another model of a policy science. It cannot be based only on

biology, chemistry, anatomy, or any one science that studies a subset of variables
relating to the body. Instead physicians draw on all these sciences and add observa-
tions of interaction eVects among the variables. This forms a medical knowledge base
and drives ‘‘policy’’ recommendations (i.e. medical prescriptions). Indeed doctors
have often been chastised when they do not take into account still other variables,
such as those studied by psychologists and anthropologists. Similarly, international
relations is a policy science that best combines variables studied by economists,
political scientists, law professors, and many others.
In short, the scope of variables that basic research encompasses can be quite

legitimate and eVective but also rather narrow. Policy researchers must be more

12 Roe 1998. For an academic policy research perspective, see Nelson 1999.
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eclectic and include at least all the variables that account for a signiWcant degree of
variance in the phenomenon that the policy aims to change.

3. Private and Confidential
.......................................................................................................................................................................................

Basic research is a public endeavor. As a rule its results are published so that others
can critically assess them and piece them together with their Wndings and those of
still others in order to build ever more encompassing and robust bodies of know-
ledge. Unpublished work is often not considered when scientists are evaluated for
hiring and promoting, for prizes, or for some other reason, especially not if the work
is kept secret for commercial or public security reasons. Historically, scientiWc
Wndings were published in monographs, books, and articles in suitable journals.
These served as the main outlets for the Wndings of basic research both because only
by making scientiWc Wndings public could they become part of the cumulative
scientiWc knowledge base and also because publication indicates that they have
already passed some measure of peer review. It is only through peer review that
evidence can be critically scrutinized. In recent years Wndings are still made public
but increasingly they are often posted on websites, most of which lack peer review
foundations, which is one reason why they are less trusted and not treated as a full-
Xedged publication. Publication is still considered an essential element of basic
research.

In contrast, the Wndings of policy research are often not published—they are
provided in private to one policy maker or another (Radin 1997, 204–18). The
main purpose of policy research is not to contribute to the cumulative process of
building knowledge but rather to put to service available knowledge. In that pro-
found sense policy research is often not public but client oriented.13 Although some
policy research is conducted in think tanks and public policy schools that may treat it
similarly to basic research, more often than not it is conducted in specialized units in
government agencies, the White House, corporate associations, and labor unions.
And often tools of policy research are memos and brieWngs, not publications.

Often the Wndings of policy researchers are considered conWdential or are gov-
erned by state secret acts (which is the case in many nations that have a less strong
view of civil liberties than does the United States). That is, the Wndings are merely
aimed at a speciWc client or a group of clients, and sharing them with the public is
considered an oVense.14

13 See ‘‘Professional practice symposium: educating the client,’’ Journal of Policy Analysis and Man-
agement, 21 (1: 2002): 115–36.

14 For instance, the Defense Department has prohibited a Washington think tank from publishing a
complete report about the lack of government preparedness for bioterror attacks: see Miller 2004.
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4. Communication
.......................................................................................................................................................................................

Basic researchers, as a rule, are much less concerned with communicating, especially
with a larger, ‘‘secular’’ public than are policy researchers. This may at Wrst seem a
contradiction to the previously made point that science (in the basic research sense)
is public while policy research is often ‘‘private’’ (even when conducted for public
oYcials). The seeming contradiction vanishes once one notes that basic researchers
are obligated to share their Wndings with their colleagues, often a small group, and
that they seek feedback from this group for both scientiWc and psychological valid-
ation. However, as a rule basic researchers have little interest in the public at large.
Indeed, they tend to be highly critical of those who seek to reach such an audience—
as did scholars such as Jay Gould and Carl Sagan (Etzioni 2003, 57–60).
In contrast, policy researchers often recognize the need to mobilize public

support for the policies that their Wndings favor and hence they tend to help policy
makers to mobilize such support by communicating with the public. James Fishkin
developed a policy idea he called ‘‘deliberative democracy,’’ which entailed bringing
together a group of people who constitute a living sample of the population for a
period of time during which they are exposed to public education and presenta-
tions by public Wgures, and they are given a chance to have a dialogue. By
measuring the changes in the views of this living sample, Fishkin found that one
is able to learn how to change the public’s mind. Fishkin did not just develop the
concept and publish his ideas, but conducted a long and intensive campaign
through radio, TV, newspapers, visits with public leaders, and much more, until
his living sample was implemented in several locations (Fishkin 1997). Indeed,
according to Eugene Bardach, policy researchers must prepare themselves for ‘‘a
long campaign potentially involving many players, including the mass public’’
(Bardach 2002, 115–17).
Hence, basic researchers are more likely to use technical terms (which may sound

like jargon to outsiders), mathematical notations, extensive footnotes, and other
such scientiWc features. On the other hand, policy researchers are more likely to
express themselves in the vernacular and avoid technical terms.
One can readily show numerous publications of professors at schools of public

policy and even think tanks that are rather similar if not indistinguishable from those
of basic researchers.15 But this is the case because these schools conduct mostly basic,
and surprisingly little policy research. For example, on 28 April 2004 Google search
found only 210 entries for ‘‘policy research methodology,’’ the good part of which
referred to university classes by that name. But on closer examination, most entries

15 See for instance the reports of the family research division of the Heritage Foundation, available at
www.heritage.org/research/family/issues2004.cfm (accessed 29 Apr. 2004). See also ‘‘The war on drugs:
addicted to failure,’’ Recommendations of the Citizens’ Commission on US Drug Policy, available at
www.ips-dc.org/projects/drugpolicy.htm (accessed 29 Apr. 2004).
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were referring to basic, not policy research methodology. For instance, a course titled
‘‘Cultural Policy Research Methodology’’ at GriYth University in Australia includes
in its course description ‘‘basic research techniques, particularly survey methodolo-
gies, qualitative methods and a more in depth approach to statistics.’’16 Many other
entries were for classes in policy or research methodology (usually basic). The main
reasons for this are (a) because few places train people in the special methodologies
that policy research requires and (b) the reward structure is closely tied to basic
research. Typically, promotions (especially tenure) at public policy schools are
determined by evaluations and votes by senior colleagues from the basic research
departments at the same universities or at other ones. Thus the future of an
economist at the Harvard Business School may depend on what her colleagues in
the Harvard Economics department think of her work. More informally, being
invited to become a member of a basic research department is considered a source
of prestige and an opportunity to shore up one’s training and research. Conversely,
only being aYliated with a policy school (like other professional schools) indicates a
lack of recognition, which may translate into objective disadvantages. This pecking
order, which favors basic over policy (considered ‘‘applied’’) research, is of consid-
erable psychological importance to researchers in practically all universities. Even in
think tanks dedicated to policy research, many respect basic research more than
policy research and hope to conduct it one day or regret that they are not suited to
carry it out.17

People who work for think tanks, which are largely dedicated to policy research,
often seek to move to universities, in which tenure is more common and there is a
greater sense of prestige. Hence many such researchers are keen to keep their ‘‘basic’’
credentials, although often they are unaware of the special methodology that policy
research requires or are untutored in carrying it out in the Wrst place because they
were trained in basic research modes instead.

At annual meetings of one’s discipline, in which Wndings are presented and
evaluated, jobs are negotiated and information about them shared, and prestige
scoring is rearranged, policy researchers will typically attend those dominated by
their basic research colleagues. And attendance at policy research associations (such
as the Association for Public Policy Analysis and Management) is meager. Most
prizes and other awards available to researchers go to those who conduct basic
research.

In short, although the logic of policy research favors it to be more communicative
than basic research, this is often not the case because the training and institutional
formations in which policy research is largely conducted favor basic research.

16 See GriYth University course catalog. Available at: www22.gu.edu.au/STIP/servlet/STIP?s¼
7319AMC (accessed 28 Apr. 2004).

17 This section is based on my personal observations of organizations such as the John F. Kennedy
School of Government, the American Enterprise Institute, RAND, CATO, the Heritage Foundation, and
many others.
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CHOOSING
GOVERNANCE SYSTEMS:

A PLEA FOR
COMPARATIVE

RESEARCH
...................................................................................................................................................

oran r. young

1. Introduction
.......................................................................................................................................................................................

Studiesofpublicpolicy typically focusonprocesses takingplaceat a single levelof social
organization—more often than not the national level—and direct attention either to
one-oV choices (e.g.whetherornot theUS federal government shouldopenpartsof the
Arctic National Wildlife Refuge to oil and gas development) or to generic decisions
applicable to a relatively well-deWned class of situations (e.g. whether or not the US
should prohibit or ban the harvesting of marine mammals regardless of the circum-
stances). There ismuch to be said for engaging in analyses of this type. They have given
rise to an inXuential stream of research; there is much still to be done to broaden and
deepen our understanding of public policy processes approached in this way.
In the discussion to follow, however, I take the view that there is a compelling case

to be made for adding to the mainstream of research in this Weld a second stream of
work that directs attention to a diVerent class of public choices and highlights the
value of comparing and contrasting policy processes occurring at diVerent levels of
social organization. SpeciWcally, I focus on public choices featuring the creation of
governance systems or institutional arrangements (e.g. the system of tradeable
permits for sulfur emissions established under the US Clean Air Act Amendments



of 1990), and I emphasize the added value to be derived from supplementing the
normal focus on the national level with comparative studies of the formation,
implementation, and adaptation of these regimes at the local and international levels.

In developing this argument, I proceed as follows. The Wrst substantive section
provides a map of the relevant conceptual landscape. The next section explores
insights about the policy process arising from this approach to public choice. The
Wnal substantive section then raises questions about the practical implications of these
insights and more speciWcally about issues of scale and institutional interplay (Young
2002). To illustrate my argument, I resort throughout to examples relating to natural
resources and the environment. But the subject is generic; it arises in all issue areas.

2. Mapping the Terrain
.......................................................................................................................................................................................

There is a natural tendency to equate public policy with the actions of governments
construed as organizations that possess the authority to make choices on behalf of
societies or in other words, public choices addressing more or less well-deWned sets of
issues or subjects. This way of thinking is understandable and often useful. But it
obscures several important points. The domain or range of issues over which govern-
ments can exercise authority is a variable. Actual governments diVer widely in these
terms, ranging from minimalist arrangements in which the government is limited to
maintaining law and order internally and providing for the common defense against
external threats, tomaximalist arrangements inwhich the government owns themeans
of production and possesses authority to intervene deeply in the lives of individual
citizens. In most places and during most eras, the boundaries of the authority of
governments are contested, with some groups calling for an expansion of the authority
of government and others advocating increased restrictions on the authority of gov-
ernment. Under the circumstances, equating public policy with the actions of govern-
ments deWnes a subject whose boundaries are often hard to specify and whose scope
varies not only from one society to another but also over time within the same society.

Even more fundamental is the observation that performing the social function of
governance in the sense of arriving at public choices that are authoritative and
regarded as legitimate by members of the relevant society does not require the
existence of a government in the ordinary sense of the term. Many small-scale and
especially traditional societies, for instance, rely on the emergence and evolution of
social conventions to handle the function of governance (Ostrom 1990). They
produce, as Hayek and others have observed, public orders that are spontaneous or
self-generating in nature (Hayek 1973). Similar remarks apply to governance in
international society, a social system widely construed as a society of states (and
increasingly, non-state actors) that is anarchical in character due to the lack of
anything resembling a government at the international level (Young 1999). Naturally,
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there is considerable variation in the methods used to address the functions of
governance in small-scale societies as well as in distinct sectors of international
society. Valid generalizations in this realm are diYcult to construct. The important
point, however, is that societies lacking governments in the ordinary sense or in other
words, stateless societies still need to Wnd ways to arrive at public choices, a fact that
makes them interesting to those seeking to understand public policy processes. My
starting point in this regard, is that there is much to be gained from comparing and
contrasting the public policy processes characteristic of stateless societies
with the more familiar processes centered on the activities of governments at the
national level.
Beyond this, it is helpful to draw clear distinctions among major types or classes of

public choices emerging from policy processes. On one account, policies are (or
should be) generic decisions that can be applied to determine the proper course of
action to take in dealing with any member of a well-deWned class of issues. A policy
that calls for the stationing of observers on board all Wshing boats, for instance, can
be applied to individual vessels without regard to the details of speciWc cases.
Similarly, a policy requiring all oil tankers to be built with segregated ballast tanks
can be applied to individual cases without engaging in any assessment of the
circumstances surrounding speciWc situations.
But this does not exhaust the range of situations that public policy processes

address. There are many situations in which issues are framed as one-oV choices and
the relevant policy process is expected to reach a decision applicable to a singular or
unique situation. Issues relating to public lands, for example, are often cast in these
terms. Although it is perfectly possible to make generic decisions relating to matters
like the establishment of national parks or the creation of wildlife refuges, policy
makers regularly Wnd themselves confronted with the need to make choices about the
management of places—such as the Arctic National Wildlife Refuge—construed as
unique situations rather than as matters to be handled through the application of
generic decisions.
Yet another, arguably more important class of issues that arise in public policy

processes encompasses those in which the challenge is to create a management
regime or governance system that addresses a particular issue area and that is
expected to guide human (inter)actions relating to that area for an indeWnite period
of time. Such regimes may vary widely from spatially limited arrangements like the
Colorado River Compact to global arrangements like the ozone regime and from
regimes involving a small number of actors like the regime established under the
provisions of the Great Lakes Water Quality Agreements to arrangements involving
large numbers of actors like the climate regime.
During the course of agenda formation, it is sometimes possible to make con-

scious choices regarding the framing of an issue as a one-oV choice, a generic
decision, or a matter of regime formation. But there is no denying that many issues
now call for decisions involving the creation of regimes or specialized governance
systems and that choices of this sort can and often will produce outputs, outcomes,
and impacts whose eVects are felt far and wide and over long periods of time. My plea
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in this short chapter is for a more concerted eVort to examine choices of this type and
to compare and contrast the policy processes involved in making such choices at the
local, national, and international levels.

In thinking about the implications of these distinctions, it may help to visualize
the major points outlined in the preceding paragraphs. Table 41.1 highlights the
distinction between the mainstream of policy analyses and the supplemental stream I
am advocating. To be speciWc, the center of gravity of mainstream analyses of public
policy processes falls into the cells marked ‘‘A’’ in the table. The supplemental stream
I am advocating, by contrast, focuses on the cells marked ‘‘B.’’ Note that there is no
conXict between the two streams, except perhaps with regard to the allocation of
scarce resources available to support research. On the contrary, the addition of the
second stream provides a new lens for the examination of public policy processes that
can sharpen our understanding of these processes at all levels.

3. Comparing Policy Processes
.......................................................................................................................................................................................

Turn now to a comparison of policy processes involving eVorts to create institutional
arrangements across three levels of social organization: small-scale, largely traditional
societies, national societies, and international society. It is apparent at once that
small-scale, traditional societies and international society share a fundamental fea-
ture that sets them apart from national societies. They are stateless societies in the
sense that they do not have well-developed governments possessing the authority to
make public choices regarding a range of important matters and the capacity to make
them stick (Young 2005). Yet the need to create governance systems or regimes
capable of addressing the demand for governance is just as pressing in these settings
as it is in national societies. A systematic investigation is needed to understand the
implications of this diVerence—together with a number of lesser diVerences—for
eVorts to establish and implement regimes in a variety of issue domains. In address-
ing this topic here, I draw relatively sharp distinctions among the three levels of social
organization. No doubt, some actual societies constitute borderline cases or exhibit

Table 41.1. Policy domains

Level of decision making

Type of decision Small scale, traditional National International

One-off choices A

Generic decisions A

Regimes B B B
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complexities that make them hard to place into one or another of the categories I
employ. Even so, an analysis of public policy processes in three distinct social settings
can generate insights that help to illuminate fundamental features of the processes
involved in making public choices about the provisions of institutional arrangements
or regimes. I discuss the most signiWcant of these insights in this section and
summarize them in Table 41.2.

3.1 Policy Products

The provisions of institutional arrangements take distinct forms depending upon the
level of social organization at which they operate. We are all familiar with the
legislative acts or statutes (e.g. the US Fishery Conservation and Management Act
of 1976 or the Outer Continental Shelf Lands Act of 1978) that set forth the principal
elements of regimes and provide the administrative arrangements needed to operate
them at the national level. Many small-scale traditional societies by contrast, make no
use of legislative acts or statutes; their institutional arrangements develop spontan-
eously and evolve into informal but often well-understood and generally eVective
social conventions. For their part, international regimes generally Wnd expression in
conventions or treaties (e.g. the 1946 International Convention on the Regulation of
Whaling, the 1992 UN Convention on Biological Diversity). In some respects, these
products diVer sharply. Whereas legislation becomes the law of the land upon
enactment, for instance, international conventions do not enter into force until
they are ratiWed by some speciWed number of signatories. The UN Convention on
the Law of the Sea, for example, was opened for signature in 1982 but did not enter
into force until 1994; the United States has still to ratify the convention.

Table 41.2. Comparing policy processes

Social settings

Policy processes Small-scale societies National society International society

Policy products Social conventions Legislation/statutes Conventions/treaties

Agenda formation Individual leaders Interest groups Civil society/non-state
actors

Relevant knowledge Traditional knowledge Mainstream science Global science

Decision process Consensus building Legislative bargaining International
negotiation

Implementation Stakeholders themselves Government agencies Two-step processes

Sources of compliance Social pressure Sanctions Management

Interpretation Ad hoc tribunals Courts/litigation Self-help procedures
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Even so, it would be a mistake to exaggerate these diVerences. Rules in use at the
national level and in international society often diVer substantially from the letter of
the law (Ostrom 1990); social conventions may become quite clear-cut with the
passage of time and the growth of precedents. Although their building blocks are
quite distinct, institutional arrangements become successful at all three levels of
social organization when they give rise to rules of the game or social practices that
subjects follow routinely or out of habit.

3.2 Agenda Formation

Recent studies of policy processes have documented the importance of the pathways
through which issues are framed, Wnd their way onto policy agendas, and achieve
suYcient salience to attract the attention of inXuential players (Kingdon 1995). In
small-scale societies, individuals are apt to champion speciWc issues and to play
essential roles in propelling these issues toward the top of the policy agenda.
Surprisingly perhaps, interest groups and various non-state actors loom large in
processes of agenda formation at the national and international levels. Naturally,
chief executives at the national level and powerful states at the international level can
exert considerable inXuence over processes of agenda formation. Nevertheless, it is
uncommon for an issue to move toward the top of the policy agenda in these settings
in the absence of one or more groups that provide the intellectual capital needed to
cast the relevant issues in an appealing manner and invest the time, energy, and
political capital needed to ensure that the issue does not get displaced or over-
shadowed by issues of interest to other groups. At all three levels in other words,
leadership is essential to framing and promoting issues arising in policy processes.
But the forms that leadership takes can be expected to diVer substantially from one
level of social organization to another.

3.3 Relevant Knowledge

Those who focus on policy processes at the national level have become accustomed to
focusing on the science/policy interface. But what types of knowledge are most
relevant to policy making at other levels of social organization (JasanoV and Martello
2004)? For the most part, small-scale traditional societies do not rely on scientiWc
knowledge in the sense of mainstream Western science; they base their decisions on
traditional ecological knowledge (Berkes 1999) and analogous modes of thinking
applicable to other issue areas (Usher 1987; Riordan 1990).

Proponents of science often maintain that the scientiWc method is international or
global in character so that science should play the same role at the international level
as it does at the national level. In many cases, however, this is not the case. Not only
do non-state actors in international society have their own stables of scientists ready
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to provide testimony of the desired sort, but also there is no international or global
academy of sciences or similar body to evaluate and aggregate the views of the science
community regarding matters of policy arising at the international level. The result-
ant problem has given rise to the creation of blue ribbon panels (e.g. the Intergov-
ernmental Panel on Climate Change, the Millennium Ecosystem Assessment)
designed to provide scientiWc assessments that seek to distill and codify current
judgements of the global scientiWc community (Andresen et al. 2000). But as these
examples suggest, the task of developing a consensus regarding the state of know-
ledge pertaining to global concerns such as climate change or the loss of biological
diversity is not an easy one. As a result, policy processes taking place at the
international level are particularly susceptible to dissension regarding the knowledge
claims that proponents of diVerent plans of action bring to such processes.

3.4 Decision Processes

Actual decisions about the creation of institutional arrangements or regimes emerge
from diVerent processes at the three levels of social organization. Most familiar
perhaps is the process of legislative bargaining that yields outcomes regarding the
(re)formation of regimes at the national level. Because it is clear who the players are
in legislative bargaining and it is assumed that subjects are likely to comply with the
outcomes, analyses of this process typically center on matters like the development of
minimum winning coalitions and the opportunities for logrolling or vote trading
across two or more distinct issues (Riker 1962).
The decision process in stateless societies diVers fundamentally from the process of

legislative bargaining. In small-scale traditional societies, every eVort is made to craft
institutional arrangements capable of producing consensus among the stakeholders
themselves (in contrast to their elected representatives). In international society, the
weakness of compliance mechanisms generally leads to a process of institutional
bargaining in which the goal is to put together maximum winning coalitions in
contrast to minimum winning coalitions (Young 1994). Although the formal players
in these processes are normally states in contrast to the stakeholders themselves, it is
worth emphasizing that the result is a process in which those engaged in bargaining
make a concerted eVort to arrive at consensual results in much the same way that
stakeholders do in devising the terms of institutional arrangements at the level of
small-scale societies.

3.5 Implementation

How are the provisions of the regimes emanating from these processes implemented?
Again, we are most familiar with the national-level process in which legislative
provisions assign a public agency (e.g. the US Forest Service, the National Park
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Service, the National Marine Fisheries Service) to take the lead in the implementation
process, the lead agency prepares and promulgates regulations, and agency personnel
serve as what are sometimes called ‘‘street-level bureaucrats’’ in administering the
provisions of regimes on the ground

Here again, the processes occurring in small-scale societies and international
society are quite distinct. In small-scale traditional settings, stakeholders participat-
ing in the process of developing the rules of the game often play key roles in
implementing the provisions of regimes as well. Whether the regime focuses on the
appropriation of water for agricultural use or the allocation of Wshing sites and trap
lines, the stakeholders themselves monitor implementation and are the Wrst to spot
deviations from the terms of consensus-based rights and rules. Due to the under-
development of administrative arrangements at the international level, by contrast,
eVorts are commonly made to incorporate the provisions of conventions or treaties
into the legal and administrative systems of member states. What ensues is a two-step
process in which member states ratify conventions or treaties, (typically) pass
implementing legislation, and assign the task of administering implementation to
speciWc agencies. On a day-to-day basis, therefore, the implementation of
international regimes is apt to resemble the implementation of national-level
regimes. Yet, as I discuss below, this similarity can prove illusory when it comes to
the resolution of disagreements regarding compliance or the production of authori-
tative interpretations concerning the meaning of speciWc provisions embedded in
regimes.

3.6 Sources of Compliance

At the end of the day, institutional arrangements work at every level of social
organization when they evolve into social practices whose participants adhere to
the rights and rules embedded in them as a matter of habit or in other words, without
making calculations regarding the beneWts and costs of compliance on a case-by-case
basis (Hart 1961). Beyond this, however, the procedures employed to discourage
potential violators diVer substantially from one level of social organization to
another. In small-scale traditional societies, the essential mechanism involves the
application of social pressure. In extreme cases, traditional communities can resort to
ostracism, an outcome that is generally costly to the violator and that can amount to
a death sentence under some conditions. Lacking the capacity to impose serious
sanctions, international society tends toward the use of what have come to be known
as management mechanisms in contrast to enforcement mechanisms (Chayes and
Chayes 1995). In essence, this means building capacity for compliance in cases where
members of regimes are willing to comply once enabled to do so and nurturing the
growth of what is often called the logic of appropriateness in contrast to the logic of
consequences as a determinant of the behavior of the members of the relevant
regimes (March and Olsen 1998).
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Once again, there is a clear distinction between these processes and the parallel
processes occurring at the national level in which government agencies have the
capacity to monitor the behavior of subjects, and public authorities (e.g. the US
Department of Justice) can initiate legal action against violators and ultimately
impose serious penalties on them. Yet it would be a mistake to exaggerate these
diVerences, especially in terms of day-to-day practices in contrast to the procedures
envisioned in constitutive documents. Not only are social pressures and management
approaches often quite eVective, but also those who violate the provisions of
national-level arrangements may get away with their infractions without being
caught and often receive no more than symbolic punishments even when they are
caught.

3.7 Interpretation

One of the more striking diVerences in the policy processes occurring at the three
levels involves the mechanisms available for producing authoritative interpretations
when disagreements arise regarding the application of the provisions of institutional
arrangements to speciWc situations. Even the promulgation of detailed regulations
cannot prevent the emergence of more or less sharp disagreements concerning the
application of regulations to concrete cases. At the national level, this is where the
courts enter the picture. In most (but not all) systems, stakeholders can sue the
government asserting that the responsible agency has failed to implement the terms
of a regime in accordance with the intent of the legislature. Conversely, the govern-
ment can sue individuals—including corporations treated as legal persons—alleging
that the defendants are failing to comply with the relevant rights and rules. Societies
in which such procedures work well have a great advantage wherever there is a need
to implement the provisions of institutional arrangements in a wide range of
circumstances.
By contrast, small-scale societies rely for the most part on ad hoc tribunals, and

international society either turns to the domestic systems of individual members for
authoritative interpretations or accepts (or tolerates) self-help procedures in the
sense of interpretations arrived at by individual member states, often on their own
behalf. It would be a mistake to overemphasize these diVerences. Some national
societies do not have a fully independent judiciary. Ad hoc tribunals can produce
satisfactory outcomes without incurring the cost to society of creating a permanent
judiciary, and international society is engaging in important experiments with
tribunals designed to deal with the need to arrive at authoritative interpretations in
speciWc issue areas (e.g. the International Tribunal on the Law of the Sea). Still,
diVerences regarding the production of authoritative interpretations constitute one
of the sharper contrasts between policy processes occurring at the national level and
their counterparts occurring in small-scale, traditional societies and in international
society.
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4. Exploring the Implications
.......................................................................................................................................................................................

What are the implications of the diVerences in public policy processes discussed in
the preceding section? Do analytic diVerences typically wash out in concrete settings
or are the eVects of these diVerences ampliWed as we shift our attention from regimes
on paper to regimes in practice? Those who take the view that institutions matter can
be counted on to argue that the contrasts described in the preceding section will have
a marked impact on the products emerging from public policy processes (Weaver
and Rockman 1993). Analysts who claim that other driving forces, such as popula-
tion, consumption patterns, or technology explain most of the variance in human
aVairs will take the view that the diVerences I have described are not likely to explain
a signiWcant portion of the variance in the character—much less the impacts—of
public choices. I cannot address this issue systematically in these reXections. But I do
want to identify and comment on two important aspects of this topic; I describe
them as the problem of scale and the problem of interplay (Young et al. 1999).

4.1 The Problem of Scale

With regard to public policy processes, the problem of scale is a matter of the extent
to which propositions developed in the course of analyses conducted at one level of
social organization hold at other levels as well. Are generalizations derived from
research on policy processes at the national level, for instance, applicable to parallel
processes occurring in small-scale traditional societies or in international society?
Can we apply generalizations about policy processes occurring in international
society to analogous processes in small-scale societies and vice versa (Ostrom et al.
1999; Young 2002)? The preceding discussion suggests that it is important to avoid
both excessive optimism and undue pessimism in this regard. There are obvious
diVerences among the three levels that lead to skepticism about the prospects for
scaling up and scaling down in this Weld of study. The actors involved in policy
processes at the three levels—individual stakeholders, elected representatives,
appointed representatives of governments—are suYciently diVerent to raise ques-
tions about the applicability of models based on the same behavioral assumptions at
the three levels. Similarly, both the decision rules employed and the types of
knowledge brought to bear on speciWc issues diVer, often dramatically, across the
level of social organization. Yet it would be inappropriate to dismiss the prospects for
scaling up and down for these reasons. The policy processes occurring at all three
levels address the same basic functional need: how to arrive at public or collective
choices in settings involving interactions among a number of actors whose interests
overlap but are by no means identical.

One attractive response to this concern features the selection of a particularly
important element of policy processes for more thorough investigation. Take the case
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of the decision process, for instance, where the diVerences I have noted among
consensus building, legislative bargaining, and international negotiation appear to
be profound, at least at Wrst glance. Building winning coalitions through vote trading
or logrolling across distinct issues certainly seems to diVer fundamentally from
bargaining over the terms of a single convention or treaty. And both of these
processes seem to diVer from the consensus-building processes occurring in small-
scale societies. On reXection, however, these diVerences are not so sharp or dramatic.
Actors engaged in legislative bargaining frequently strive to put together bipartisan
and even maximum winning coalitions rather than minimum winning coalitions.
Those engaged in negotiating the terms of treaties are mindful of the importance of
consensus building, especially in settings where nurturing a sense of ownership on
the part of major constituencies provides the best prospect for securing compliance
once a speciWc treaty has entered into force. More generally, there is a lot to be said
for the proposition that a serious concern for consensus building looms large—in
fact if not on paper—in policy processes at all three levels. It follows that future
research on policy processes may well generate signiWcant payoVs by comparing and
contrasting strategies and styles of consensus building under the speciWc circum-
stances prevailing at the diVerent levels of social organization.

4.2 The Problem of Interplay

The problem of interplay centers on a fundamentally diVerent concern. As the
density of institutional arrangements operative in a given social space increases, the
probability that individual regimes will aVect one another in signiWcant ways rises
(Young et al. 1999). In many cases, these interactions, which may be both unintended
and unforeseen, are horizontal in nature in the sense that they involve two or more
institutional arrangements operating at the same level of social organization. As
levels of interdependence among human activities rise, however, vertical inter-
actions—those involving regimes operating at two or more levels of social organiza-
tion—become more common. Recent developments featuring both globalization
and the devolution of authority from central governments to local governments
have intensiWed this trend. Increasingly, actions occurring at the international and
global levels aVect the results Xowing from public or collective choices made at the
local level. Far from reducing vertical interactions, eVorts to reallocate political
authority between the national and local levels regularly intensify interplay, since
the growth of functional interactions continues apace without regard to juridical
decisions about the allocation of authority. As a result, the need to structure policy
processes at diVerent levels of social organization in such a way as to maximize
synergy and minimize conXict has emerged as a central concern in the Weld of
public policy.
Yet addressing this need is easier said than done. A particularly striking case in

point in the realm of environmental or resource regimes centers on the creation of
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co-management systems (Singleton 1998). The deWning feature of co-management is
the sharing of decision-making power (though not necessarily authority) regarding
the use of natural resources or environmental services among users and managers
who are located at diVerent levels of social organization. Typical examples in the
United States involve the establishment of boards whose members include represen-
tatives of federal agencies (e.g. the US Fish and Wildlife Service) and representatives
of local user communities (e.g. harvesters of migratory birds in western Alaska)
(Osherenko 1988). When they are successful, such arrangements can generate a sense
of legitimacy that encourages all the stakeholders to comply with their provisions on
grounds of appropriateness rather than some utilitarian calculation of the relevant
beneWts and costs. But how likely are initiatives of this sort to succeed? A consider-
ation of the distinctions discussed in the preceding section should make it clear that
achieving success in this realm is a major challenge. Members of local user groups
often rely on diVerent types of knowledge (e.g. traditional ecological knowledge)
from representatives of federal agencies in arriving at conclusions about harvesting
renewable resources (Berkes 1999). What is more, traditional approaches to imple-
mentation and compliance bear little resemblance to those characteristic of modern
bureaucratic systems. None of this is to argue that co-management cannot work.
Several intriguing arrangements that appear to be producing positive results have
been established in recent years. But the argument I present in these reXections
points to several key issues that must be addressed in a thoughtful and sensitive
manner if co-management is to be capable of overcoming divergences in policy
processes occurring at diVerent levels of social organization.

5. A Concluding Observation
.......................................................................................................................................................................................

The comparative approach to the study of public policy processes I recommend in
these reXections will not only sharpen our understanding of the production of public
choices in speciWc settings, it can also contribute to the transition from studies of
government to studies of governance now occurring in a number of subWelds of
political science. As the discussion in the preceding sections makes clear, it is a
serious mistake to assume that the domain of public choice is conWned to the
products of governments and that public policy processes do not occur in stateless
societies. It goes without saying that this does not mean that research on policy
processes centered on the actions of legislatures or government agencies (e.g. studies
of legislative bargaining) is no longer relevant. But expanding the analysis of policy
processes to encompass stateless systems, including small-scale traditional societies
as well as international society, makes it possible both to contrast processes of
arriving at public choices with and without the involvement of a government in
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the normal sense and to identify fundamental features in contrast to idiosyncratic
details of policy processes occurring at the national level.
To take a single example, we want to know how much the operation of speciWc

attributes of decision rules aVects the substantive character of the regimes or man-
agement systems chosen in diVerent settings. One way to approach this concern is to
compare and contrast national societies that diVer from one another with regard to
these attributes. But an alternative—and equally attractive—procedure is to compare
and contrast processes of consensus building and institutional bargaining occurring
in small-scale societies and international society with the legislative bargaining
characteristic of national societies. It is not easy to forecast the results likely to Xow
from comparisons of this sort. But they may well involve the identiWcation of certain
underlying similarities in mechanisms leading to the selection of public choices that
are not aVected by speciWc attributes of particular policy processes.
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c h a p t e r 4 2
...................................................................................................................................................

THE POLITICS OF
RETRENCHMENT:

THE US CASE
...................................................................................................................................................

frances fox piven

This chapter reconsiders theories of the political dynamics underlying welfare state
development in light of the sharp reversals that have occurred in recent decades,
particularly in the United States. I argue that the big theories that have dominated
interpretation of the welfare state, with their emphasis on systems, or institutions
and their organizational, legal, political, and cultural concomitants, lead us to expect
continuity and gradualism, and are not equal to the task of explaining ruptures with
past practices. Such ruptures reXect institutional factors to be sure. But they also
reXect the exceptional episodes that can occur in politics, including the periodic
crusades of powerful interest groups, and the eruption of social movements.
Consistent with an emphasis on systems or institutions, we usually think of the

historical development of the welfare state as the gradual creation by governments of
categorical exemptions from unregulated markets. By providing income or services,
governments constructed protections for speciWc groups from the penalties they
would face if left to fend for themselves and their families in labor markets. Or the
protections were constructed with regard to speciWc needs that could not reasonably
be met by markets. Once created, these exemptions became institutionalized, encased
in legal rights, in public bureaucracies and their supportive constituencies, and in the
ideas and expectations of the broader public.
Some of the categories of people protected by welfare state programs are bio-

logical. The aged are supported with pensions to protect them from a penurious old
age. Or the sick or the crippled or the orphaned or the widowed who cannot fend for



themselves in labor markets are provided with income supports. Other categories
reXect gaps in market provision of socially acknowledged necessities that result from
market instabilities or market Xaws. Thus the unemployed are given income to
sustain them through downturns in employment. Or government programs help
people who cannot aVord market prices for housing or health care to gain these
essentials. Whatever the intention, all of these interventions have the eVect of
shielding substantial numbers of people from participation in markets, or the
programs provide subsidies that allow people who otherwise could not to enter
markets. Two decades ago, Esping-Andersen coined the term ‘‘decommodiWcation’’
to describe this aspect of the welfare state (Esping-Andersen 1985a). And two decades
ago, most welfare state scholars thought that the century-old trend toward decom-
modiWcation would continue. The welfare state would expand, and as it did, it would
generate new and stronger shields from markets for vulnerable groups. Put more
simply, we believed that our societies were gradually becoming more benign, more
just in their treatment of the vulnerable among us.

No longer. A dramatic shift has occurred in the past two decades in the politics and
policies of the welfare state. New welfare state initiatives are now justiWed not because
they protect people who need protection from the harsh terms of labor markets, or
because they provide goods or services that markets do not provide on aVordable
terms, but because the reforms are necessary to promote economic growth and
enforce participation in labor markets. Welfare state expenditures, it is said, have
become a drag on proWts and therefore on economic growth in an era when the
internationalization of capital, goods, and labor markets have intensiWed competitive
pressures. And welfare state protections are also a drag on economic growth because
the very protections they provide interfere with what is called labor market Xexibility,
meaning the ability of employers to adapt the terms they oVer their own workers to
internationally competitive markets.

At the same time, and rollbacks in spendingnotwithstanding,welfare stateprograms
have become a new frontier for market expansion. The neoiberal rallying cry of
deregulation is translated into measures to turn the provision of erstwhile public
services over to private entrepreneurs. This shift in ideas from a protective welfare
state to a market-friendly welfare state was led by the United States, where the new
policies havealreadyhada signiWcant impact. But the ideas that justifywelfare cutbacks
and work-enforcing policies are spreading across the globe, and especially to Europe,
partly as a reXection of the enormous cultural inXuence of the USA in an era of
globalization, and partly as a result of the purposeful eVorts of American-based think
tanks topromotewhathasbecome thenewcommonsenseofwelfarepolicy,which Iwill
call the turn from decommodiWcation to commodiWcation (Janiewski 2003).

In fact, the welfare state was never simply ‘‘decommodifying,’’ either in the United
States or elsewhere. Rather, state interventions were shaped with an acute conscious-
ness of their potential impact on labor markets. The very categories of people
designated as eligible for social protections reXected consideration of labor markets.
People were eligible for government income supports when they were not considered
active labor market participants. Thus income supports for the aged and the disabled
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were, until recently relatively uncontested. Even so, not all of the aged or the disabled
were eligible. In the USA, eligibility for old age and disability insurance depended on
a record of steady work in a covered occupation, although the covered occupations
have expanded over time, as has the eligible population. Income supports for the
unemployed were more elaborately conditioned, in the USA by past work experience
and earnings, by evidence of job search, and in any case, beneWts were typically
available only for the short term. BeneWts for children and single mothers were even
more stringently conditioned. Not only were grant levels kept very low, but the
concern that unearned cash would reach men who were potential workers, as well as
the fact that some women and children, particularly black women and children in the
south, were considered workers, helps account for the elaborately conditioned system
of regulation and surveillance that characterized the American Aid to Families with
Dependent Children program.
The old welfare state was also market friendly in another sense. It did not provide

public beneWts that would compete with market provision. In Europe, the big
programs in housing and health were inaugurated only after the Second World
War had weakened the private sectors in these industries. In some countries, there
were no signiWcant organized health or housing providers to oppose the public or
quasi-public programs that were initiated to build housing or provide health care. In
the United States, by contrast, where the housing and health markets were vigorous,
so was the opposition from industry actors to public intervention that would
interfere with private markets. Eventually that opposition succeeded in limiting
government intervention largely to measures that shored up markets. The result is
that in the United States, both the housing and health sectors function as private
markets with minimal government regulation, even though they are heavily depen-
dent on public subsidies.
All this said, the development of the American welfare state did have some

decommodifying eVects. Until the development of pensions for the old and the
disabled, most of the old and the disabled were considered workers, whether they
could actually Wnd jobs or not, and they competed with other workers on unfavor-
able terms. Far fewer worked once beneWts became available and as coverage grad-
ually expanded. Similarly, until the unemployment insurance program was
inaugurated, workers who lost their jobs were forced to take whatever other work
they could Wnd, whatever the terms, since without the cushion of beneWts, they could
not aVord to wait for a job at their customary wage or in their customary occupation.
For some of those without the employment and earnings record requisite for
unemployment beneWts, there was ‘‘welfare,’’ the means-tested programs that were
the ultimate recourse for the destitute. And then there were the non-cash programs
which were really in-kind income programs, such as food stamps, or low-cost
housing, or health services for the poor. All of these combined to provide some
security for people whose position in the labor market was precarious. This was
decommodiWcation, American style.
Now these programs are under attack, and signiWcant rollbacks have occurred.

These rollbacks are not readily apparent if we rely on gross data on welfare state
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expenditures. Rather, it is the decommodifying features of the programs that are
under attack, and spending on work-enforcing features, some of them new initia-
tives, has in fact greatly increased. Thus, cash assistance to poor mothers and children
has been slashed; nutritional and housing assistance to the poor is contracting;
extended unemployment insurance beneWts have been made more diYcult to get.
Even coverage of social security pensions for the aged, long considered the ‘‘third
rail’’ of American politics, is contracting as the age at which people become eligible
inches upward. Meanwhile, expenditures on programs that push people into the
labor market, or that increase the rewards of low-wage work are growing. Funds that
once provided ‘‘welfare’’ now pay for ‘‘workfare;’’ more funds are provided for child
care assistance for working mothers; and expenditures are increasing for Earned
Income Tax Assistance, a program that provides refundable tax credits, but only for
the working poor.1

The main theoretical traditions that attempt to account for the development of the
welfare state are not adequate to explain this development. ReXecting the dominant
perspective of the historical period in which they were developed, the theories
explain the genesis, continuity, and expansion of the programs, mainly by fastening
on two sorts of assumptions. One assumption is that welfare state programs are
broadly functional in an industrial and capitalist society because they solve problems
that have to be solved to maintain the stability of such societies. The second
assumption to which I turn later focuses on the continuities and vulnerabilities
generated by political institutions, including the institutions of the welfare state.
Presumably, a developed welfare state gives rise to the constituencies that defend it.
But some features of national political institutions, which come to be reXected in
welfare state programs themselves, can also generate the political opposition that
accounts for retrenchment.

The most ecumenical of the functional perspectives argued straightforwardly
enough that the dislocation of traditional village and family arrangements associated
with industrialization and urbanization made new forms of public provision neces-
sary, at the same time that the wealth generated by economic growth provided the
funds to support public provision. Variants of this approach identiWed the motor of
welfare state development not in a sui generis economic growth but more speciWcally
in capitalist economic systems, and the imperatives of accumulation and legitimiza-
tion that capitalist—and therefore class-divided—economies generate. Thus, welfare
state programs promoted accumulation by subsidizing some of the costs of capitalist
production, particularly the health, housing, and education costs of ‘‘reproducing’’
labor. At the same time, welfare state programs helped to legitimize a class-divided
society by easing the grievances of workers, thus quieting class conXict and creating
the illusion of a universalizing political system. Or in feminist variants, the propelling

1 Spending for prisons has also soared. By convention, incarceration is not considered a welfare state
activity, although arguably the large-scale incarceration of the minority poor in the USA ought to be
examined in the light of theories of welfare state development. See for example Western and Beckett 1999.
For the original argument about the labor market functions of prisons, see also Rusche and Kirchheimer
1939.
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force for the development of the welfare state was rooted not in the economy but in
the imperative of sustaining patriarchy and/or the patriarchal family. Or the devel-
opment of the welfare state was attributed to the evolution of the electoral-repre-
sentative institutions which came to characterize North America and Europe. Each of
these theoretical traditions allowed for qualiWcation, according to distinctive national
cultures, or the peculiarities of national political institutional development, or
distinctive state capacities. Nevertheless, the explanatory ambitions of these theories
were large for they attributed welfare state development not to these national
peculiarities, but to what were perceived as the dominant institutions of contem-
porary Western societies. Theories of the welfare state echoed Anthony Giddens’s
deWnition of structural functionalism as the theory of industrial society (Giddens
1976, 81).
There were problems, however. None of these perspectives could claim a very neat

Wt between the historical evolution of the big systems of industrialism, or capitalism,
or electoral-representative institutions, and the development of welfare state pro-
grams. Germany and Sweden, the pioneering welfare states were not the pioneers of
industrialization or capitalism or democracy. Nor did these systemic theories explain
the signiWcant diVerences that had emerged among welfare state regimes, diVerences
between, for example, the relatively ample programs in the Nordic states, and the
relatively niggardly programs in the United States. Esping-Andersen (1990) was later
to dramatize these diVerences as distinctive ‘‘welfare regimes,’’ grouping the Nordic
states together as social democratic welfare states, while countries on the European
Continent were ‘‘conservative,’’ and the nations descended from the British empire,
including the United States, were ‘‘liberal.’’ None of these perspectives, however,
anticipated contemporary reversals in welfare state development.
A potential solution to the theoretical puzzle of accounting for retrenchment is to

reconsider the exogenous imperatives generated by the big systems of industrializa-
tion—capitalism, democracy, and family—which framed earlier explanations of
welfare state development. Perhaps rupture and reversal reXects the evolution of
these systems in ways that demand a new kind of welfare state. Consider, for example,
the changes associated with the multifaceted developments called economic global-
ization and post-industrialism. Whatever else is meant by the term globalization, the
internationalization of investment, goods and service production, and labor markets
has intensiWed competition for investment, trade, and employment. IntensiWed
competition in turn, generates growing opposition to the Wscal burdens of welfare
state expenditures on the national state, which inevitably must join the international
competition for investment if it is to sustain its revenues and satisfy mass voting
publics. Competition also means rising calls for labor market ‘‘Xexibility,’’ meaning a
rollback of the regulatory measures and the income supports which restrain em-
ployer discretion in the workplace and shore up wages. Meanwhile, huge changes
have occurred in traditional family structures as women move into the labor market
to take jobs generated by expanded public and private service sectors. There is a case
to be made, in other words for a reconsideration of the big systemic theories by
paying more attention to changes in those systems. ‘‘[T]he ‘real’ crisis of contem-
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porary welfare regimes,’’ writes Esping-Andersen, ‘‘lies in the disjuncture between the
existing institutional construction and exogenous change’’ (Esping-Andersen 1999).
Still, even the most casual appraisal of the comparative data suggests that this route
will not produce an entirely satisfactory explanation of welfare state reversals. The
United States is far from the most open or internationalized economy, but it is the
pioneer in welfare state retrenchment, and in particular, the pioneer in the commo-
diWcation of welfare state programs. Indeed, not only is it the pioneer, but it has
become an international proselytizer of retrenchment and privatization throughout
the world. This anomaly I argue should lead us to attend to the distinctive politics of
the USA, and not only the institutionalized politics that welfare state scholars have
emphasized, but also the more disruptive and unpredictable politics of mobilized
interest groups and social movements.

It is now generally agreed that however satisfying their bold sweep, structural-
functional theories of industrial society are inadequate to explain patterns of welfare
state development. The solution of choice to solve the problems of historical timing
and comparative diVerences is to focus on national political institutions, including
the institutions of the welfare state itself. Political institutions shape the translation of
the systemic imperatives of industrialism or capitalism or family reproduction into
speciWc government policies, and into diVerent government policies. The general
argument is that speciWc and nationally distinctive features of political institutions,
such as the structure of electoral-representative arrangements or the internal admin-
istrative capacity of the state, account for the variable timing of welfare state
initiatives, and also explain the variable organization and scope of the programs
(Shefter 1979; Evans, Reuschemeyer, and Skocpol 1985; Skocpol 1992; Amenta 1998;
Pierson 1994).

And American political institutions are distinctive. For example, the power re-
sources school associated with Walter Korpi has long argued the importance of
working-class inXuence, expressed through the institutionalized political vehicles
of unions and labor or socialist parties, in the growth of the Nordic welfare state
(Korpi 1983; Shalev 1983, 315; Stephens 1979; Esping-Andersen 1985b). In the USA,
however, not only was working-class inXuence muted, popular inXuence generally
was muZed by the weak and fragmented character of American political parties. And
weak parties, in turn, could be traced to the structure of American government, to
divided powers in the national government, and to the substantial decentralization of
government authority to states and localities. Schattschneider thought these arrange-
ments, embedded in the American constitution, were ‘‘designed to make parties
ineVective . . . [because they] would lose and exhaust themselves in futile attempts to
Wght their way through the labyrinthine framework’’ (Schattschneider 1942, 7).
Perhaps so; the founders did, it is true, express an antipathy to parties. Weak parties,
in turn, simultaneously frustrated the expression of working-class identities and
interests and also inevitably opened the way for greater inXuence by organized
interest groups, notably business and farm interest groups, and this also has been a
characteristic of American political development that helps account for a stunted
welfare state.
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Weak and fragmented parties also did not resist the elite disenfranchising move-
ment that swept the American state capitols in the late nineteenth century. In the
south, the reigning Democratic Party led the movement to impose the poll taxes,
literacy tests, and voter registration requirements that stripped blacks and poor
whites of their votes. In the north, where the immigrant working class was the
main target of the disenfranchisers, state Republican parties led the disenfranchising
eVorts, but state and local Democratic Party resistance was feeble, notwithstanding
the fact that these state and local parties claimed the immigrant working class as their
constituents. As a consequence, at the very moment when the European peasantry
and working class were gaining the franchise, signiWcant portions of the American
peasantry and working class were losing it (Piven and Cloward 2000, ch. 1–6). The
United States entered the industrial era with a stunted and skewed electorate. This
also was to limit welfare state development.
Another important reason for a limited welfare state in the USAwas the inXuence

of the southern section on welfare state policies, reXecting a sectional political
advantage that was owed to institutional arrangements. The constitutional decen-
tralization of policy authority to the states was importantly the result of the inXuence
of the wealthy and powerful delegations from the southern colonies who were
determined to protect their distinctive slave-based economy from national interfer-
ence. To this end, they worked to limit the authority of the national government in
ways that became embodied in the enduring slogan of ‘‘states’ rights,’’ with pervasive
consequences for the emergence of labor as a force in American politics. Just as
important, southern delegates used constitution making to shore up the power of the
southern section in national government, with a series of rules that weighted
representation in the Congress and in presidential elections toward the south.
The power of the south was tamed by its defeat in the Civil War and later by the

election of 1896 which became a sectional contest pitting largely northern Repub-
licans against a largely southern Democratic–Populist alliance. The south was
defeated, and the Republican Party became the dominant force in national politics.
But shoring up Republican power was a tacit compact permitting southern elites a
large degree of autonomy in the management of their region. The resulting persist-
ence of the southern caste system, and its low-wage and caste-based labor force, had
dramatic consequences in limiting the welfare state initiatives that became possible
during the tumultuous 1930s (Piven and Cloward 1971; Quadagno 1994). The political
upheavals of the Great Depression propelled national politicians to introduce na-
tional welfare state programs, but southern congressional delegations made certain
that the programs were narrowly circumscribed so that they would not interfere with
the terms of southern labor, especially the terms of indentured black plantation labor.
Institutional continuities are sometimes described by the phrase ‘‘path depend-

ence,’’ meaning that existing institutional arrangements limit the policy options of
political actors at a given historical juncture, and that the resulting policies tend to
reproduce those limitations (Steinmo and Watts 1995; Pierson 2000). Thus in the
American case, a fragmented and decentralized state ensured that mass political
parties would remain weak and fragmented, and ready vehicles not only for local
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and sectional interest group inXuence, but for a political culture stamped with
parochial and racist sentiments.

These features of American politics were reXected and reinforced by the welfare
state programs that were created under the Social Security Act in the 1930s. To be
sure, pensions for the old who had earned eligibility in covered occupations eventu-
ally covered a large proportion of the aged, and were administered by the national
government. But eligibility for unemployment insurance was conditioned by a
record of steady employment and earnings, and the program was administered by
the states, although the states were prodded to assume this responsibility by the
threat of a new federal payroll tax were any state to demur. Other groups in need were
divided among diVerent programs, each with their own conditions of eligibility, and
each decentralized. Thus the several means-tested programs, including aid to orph-
ans, to the uninsured aged, and to the disabled who were not covered by disability
insurance, were to be administered by the states and counties under broad federal
guidelines. (Only in 1975 did the federal government assume responsibility for the
impoverished aged and disabled.) In these cases, federal grants-in-aid ensured that
the states would create the programs.

These arrangements constituted the skeletal structure of the American welfare
state, and a number of its features are noteworthy. One is that it reproduced the
decentralization of the American state structure and party system. Another is that it
created fragmented programs that also had the consequence of fragmenting the
constituencies which institutionalists argue become the political defenders of the
programs, ensuring continuity and even expansion (Mettler 2002; Campbell 2003;
Soss 2005). And a third is that decentralization granted the states (and the counties)
great latitude to craft the unemployment and means-tested programs so that the
potentially decommodifying eVects of state income supports would not interfere
with local labor markets. Put another way, if the institutionalists emphasize that once
in existence, welfare state programs generate a politics that sustains them, the US case
provides dramatic examples of program structures that inhibit the growth of political
support, and also generate political opposition.

A focus on American political institutions helps, in short, to account for a stunted
and fragmented American welfare state. And a stunted and fragmented welfare state
in turn helps account for public ambivalence toward the welfare state, and outright
antipathy toward the means-tested and unemployment programs that are doubly
burdened because their constituents are poor, disproportionately racial and ethnic
minorities, and because both programs and constituents come to be tainted by the
elaborate conditions and monitoring that characterizes decentralized programs
crafted with an eye toward their impact on local labor market participation.

The most demeaned of these programs became Aid to Families with Dependent
Children. Originally designed as a program for orphaned children and their care-
takers, in the 1960s it was the program that was allowed to oVer a limited safe harbor
for African-American families suVering the multiple distresses of forced displace-
ment from the agricultural south and marginalization from the urban economy. In
the face of urban protests and riots, program rules were liberalized, and the program
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expanded (Piven and Cloward 1971, 1977). Somewhat later, as Hispanic migration
increased, many of them turned to AFDC as well. No wonder that this was the
program that became the punching ball for the opponents of the US welfare state.
But while AFDC Wgured largely in the rhetorical campaign against social spending,
the retrenchment campaign had far broader goals.
The business political mobilization that began in the 1970s, and that came to

operate through a new infrastructure of think tanks, policy institutes, and the Repub-
lican Party, targeted a number of the New Deal and Great Society welfare state
initiatives for rollbacks, partly to justify the tax cuts business was demanding, but
more importantly as a component of the eVort to roll back labor costs. The reforms,
initially advocated by the new business-backed think tanks such as the Heritage
Foundation and the Manhattan Institute, were actually a revival of formulas that
have existed since the days of poor relief, and were applied most assiduously to the
means-tested programs which reach the contemporary poor: welfare, food stamps,
and Medicaid. Eligibility for beneWts said the reformers, should be more strictly
conditioned by work and marital behavior, real beneWts should be lowered, states
should have a larger role in the administration of beneWts, bureaucratic discretion to
give or withhold beneWts should be increased (andwherever possible, the privatization
of the programs should be promoted). Ironically, these are the program features that
help explain popular antipathy toward the means-tested programs. Low beneWts and
intrusive procedures stigmatize both the programs and their beneWciaries, and this
cultural stigma is then mobilized in attacks on the programs.
Once Ronald Reagan gained the presidency with the almost undivided support of

American business, large-scale action on this agenda became possible. Not only were
big cuts made in a range of welfare state programs, but a strategy of what Paul
Pierson calls ‘‘systemic retrenchment’’ was inaugurated (Pierson 1994). Huge tax cuts
were implemented, while military spending escalated, and this pincer movement
limited the revenues available for welfare state spending. (When the strategy was
revived with the election of George W. Bush in 2000, leading again to a series of huge
tax cuts and a military build-up, Paul Krugman (2004a) called it the ‘‘starve the
beast’’ strategy, meaning of course, starve government social spending.)
In 1996, the campaign scored a signal success with the passage of the Personal

Responsibility and Work Opportunity Reconciliation Act which eliminated AFDC in
favor of a new program called Temporary Assistance to Needy Families that not only
granted the states greater administration discretion to limit aid, but by replacing
grants-in-aid with block grants, gave the states a Wnancial incentive to lower the rolls
and thus lower the amounts they actually spent on assistance (Diller 2000). The Act
also introduced new restrictions on eligibility for means-tested health and nutri-
tional programs. These developments surely give credence to an institutionalist
perspective. Once they were targeted by the retrenchers, the narrow and marginalized
constituencies of these programs, and the cultural stigma encouraged by program
procedures did indeed make them excruciatingly vulnerable.2

2 Hacker (2004) provides an insightful discussion of the covert strategies by which many of these cuts
were accomplished.
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But the retrenchers had broader sights from the start. The really big prizes were the
huge Medicare and social security programs. In institutionalist terms, the programs
are well defended because they are so popular with the broad public. The popularity
of the programs is owed in no small measure simply to the fact that they help a lot of
people and are not means tested, and thus involve none of the humiliating rituals of
certifying need, investigation, and surveillance that characterize means-tested pro-
grams. Indeed, social security is widely believed to be a social insurance system, a
misapprehension that was in fact carefully cultivated by the proponents of the
program during its early years in the 1930s. And then there is the fact that both
programs have huge constituencies of supporters among the tens of millions of
seniors or soon-to-be seniors who receive beneWts. These are exactly the features
that, according to an institutionalist perspective, should lead to the continuation and
expansion of the programs.

These features have indeed bred caution among opponents of the programs, but it
is the persistence of their campaign, and their innovative strategies that I will pause to
describe in somewhat greater detail. To be sure, no one proposes to do away with the
programs. Rather the argument for change is always on the grounds that the
programs are Wnancially unsound and need to be restructured in order to be saved.
And the main solution proVered is privatization. In other words, the conservative
animus against these programs is forged not only from their general animosity
toward social spending; they are also animated by the proWts that privatization
promises, for health care providers and insurance companies in the case of Medicare,
and for Wall Street Wrms that will handle private pension accounts in the case of
social security.

There are in fact Wnancial problems looming for Medicare, which provides federal
health insurance for 41 million of the aged, and some of the disabled, and is paid for
by a combination of payroll taxes, general revenues, deductibles, and co-payments.
The Wnancial problems expected in the future are not simply the result of demog-
raphy, of the aging of the baby boomer generation, and longer lifespans, but are more
importantly the result of anticipated continuing increases in health care costs (CBO
2003). In other words, the Medicare program is aVected by the crisis in health care
costs that aVects all Americans. The Bush tax cuts, by depleting future revenues, of
course make this problem much more serious. The recently passed Medicare Pre-
scription Drug Act takes steps toward a market solution to this at least partially
manufactured crisis. Well, not really a market solution. Rather, the legislation moves
us further toward the creation of an unregulated market in health care, but a market
saturated with public funds. The legislation contains subsidies for just about every-
one in the health care business, including doctors, hospitals, insurance companies,
and for-proWt health plans. Moreover, the legislation forbids Medicare from bargain-
ing with the pharmaceutical companies to bring down the cost of prescription
medicines.

More than that, the legislation contains what may be important pilot programs
that move in the direction of privatization. Private health plans are oVered $12 billion
in subsidies to compete with traditional Medicare, and are also guaranteed that no
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HMOwill be paid less for a patient than the provider would receive in the traditional
fee-for-service Medicare program. This is called an experiment, and it will be
launched in six major cities in 2010 (Meyerson 2003). Tax-free Health Savings
Accounts are also introduced, which actually means another tax cut for the better
oV. And a provision in the legislation requires that a crisis be declared if more than 45
per cent of Medicare funding is expected to be drawn from general revenues in a
seven-year budget projection (Skocpol 2004). As for prescription drugs for seniors,
the bill provides a decidedly patchy and limited solution. A senior will have to pay
$3,600 out of the Wrst $5,100 in annual costs of drugs before the government starts
reimbursing costs.
It is noteworthy that the Bush administration and Republican leaders in the

Congress were singularly determined to pass this legislation. As Elizabeth Drew
reports:

Republicans allowed no House Democrats and only two Senate Democrats, Max Baucus and
John Breaux, both of whom supported the Medicare bill, to participate in the House-Senate
conference setting its Wnal terms. It had been passed by the house by a Wve-vote margin (220–
215) just before 6:00 AM, after the Republican leaders made extraordinary eVorts to persuade
reluctant members—a process that took three hours rather than the usual Wfteen minutes for
a roll-call vote. Republican House leaders made oVers of campaign funds to reluctant
conservatives; they also threatened one Republican, who was planning to retire, with cutting
oV money for his son, who was running to replace him. This sort of rough stuV is without
recent precedent. (Drew 2004)

There were reasons for the rough stuV. Not least, the legislation allowed the admin-
istration to trumpet the new subsidies for prescription drugs in the run-up to the
2004 presidential election, while taking large steps toward the privatization of
Medicare.
Social Security is far and away the biggest prize among the social programs, and it

will also be the hardest to grasp. The program was initiated during the crisis of the
Great Depression, when massive unemployment and its politically destabilizing
eVects made public solutions imperative. As high levels of unemployment persisted,
resistant even to the upturn of the economy in 1934, New Deal politicians became
persuaded that it was important to remove the aged from the labor market. They
were also helped to reach that conclusion by the huge numbers of the elderly who
were mobilizing behind Francis Townsend in a movement that demanded pensions
far more generous than social security would ever pay. Once the program was
established and eligibility gradually expanded, while beneWts rose especially during
the tumultuous 1960s, the program became very popular indeed. It helped that the
program was widely understood to be ‘‘insurance,’’ and therefore not welfare, much
as its early proponents intended. Then the tide turned, largely under the inXuence of
the business mobilization that began in the 1970s, and especially of the think tanks
that were created with business money. Several arguments against the program
emerged. One was that the old were greedy, using funds that should be spent on
the young. Another was that old age itself had changed; people lived longer and were
healthier, and so they should work longer. And Wnally, there was the argument that
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over the long run, the programwas not Wnancially sound, an argument that tarnished
the program for the simple reason that it spread doubt in the minds of future
beneWciaries about whether their pensions were safe (CBO 2003).

Some changes were introduced. The age at which people become eligible for social
security is being gradually raised, from sixty-Wve to sixty-seven. Those currently
receiving beneWts who were prohibited from working in the original legislation are
now encouraged to work by regulations that reduce the penalties on earnings. These
changes reveal that the labor market preoccupations that animated eVorts to reduce
other social programs also aVected social security.

But the Bush agenda for social security is far more ambitious. Social security was
originally a pay-as-you-go system, where payroll taxes collected each year funded the
pension beneWts that were paid each year. That changed in 1983 when the large
deWcits created by the Reagan tax cuts and defense increases were eased by a big
increase in payroll taxes for social security. The result is that at least on paper, social
security reserves have become enormous, although in actuality, those reserves exist
only as Treasury notes, debts of the federal government to the fund. Nevertheless, the
existence even in principle of huge public pension funds is ideologically oVensive to
the right. More than that, were the funds converted to private pensions, a new
frontier of millions of individual stock accounts and broker fees would open for
Wall Street investment Wrms, an arrangement naturally favored by the Wnancial Wrms
that backed Bush, including Merrill Lynch & Co., Crédit Suisse First Boston, UBS
Paine Webber, and the Goldman Sachs Group, who together with others formed a
lobbying group called the Coalition for American Financial Security (Center for
Public Integrity 2004). The strident and insistent talk of a long-term crisis in social
security Wnancing is the overture to proposals for privatizing the system. Almost as
soon as he assumed the presidency, Bush appointed a commission to make recom-
mendations regarding social security that concluded in December of 2001 that any
reform of the program should ‘‘include a system of voluntary personal accounts’’
(Center for Public Integrity 2004).

George Bush has long advocated that younger workers be allowed to set aside part
of their social security tax payments for private investment accounts. This would be a
Wrst step toward the big goal of privatizing the system. There are huge obstacles such
a strategy has to overcome. One is simply that the much-hyped crisis in social
security Wnancing is at most a far-oV and unpredictable event. Thanks to a steep
increase in payroll taxes inaugurated in 1983, the system is sound for the next fifty
years, and even after that the gap in Wnancing is small relative to the economy, less
than three-quarters of 1 per cent of national income (Krugman 2004b; Weisbrot
2004). If there is a Wscal crisis looming in the foreseeable future, it is a crisis of overall
federal debt, and the prospect that raises that the Treasury notes now owed to the
social security fund will not be honored. Another obstacle is that the step-by-step
strategy of partial privatization while honoring existing pension promises means
sharply higher costs, since the money redirected to private accounts would come out
of the funds now used to pay current retirees. The largest obstacle is that the program
continues to have staunch voter support, and the institutionalists may yet be proven
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at least partly right. Still, with deWcits ballooning, no one can safely predict the future
of the programs.
Clearly, an institutional perspective yields insights into retrenchment in the US

welfare state. A decentralized and fragmented governmental structure was reXected
in decentralized and fragmented parties, parties that were easily penetrated by
interest group and sectional inXuences, parties that did not even sustain the mass
franchise during the critical early period of industrialization. These political institu-
tions in turn produced the politics that led to fragmented and truncated welfare state
programs, helping to account for the exposure of the mean-tested programs when
opposition to them was mobilized.
But why did these institutions produce welfare state programs at all? An institu-

tionalist perspective goes far toward explaining the limits on the American welfare
state, but it cannot explain the irregular and non-institutionalized political forces
that Wnally made the inauguration of the programs an imperative if domestic
stability was to be sustained. After all, employer opposition to social spending is
long standing. It was overcome in the United States only during periods when
popular economic discontent reached levels that threatened both civil order and
the stability of reigning political regimes. During the Great Depression of the 1930s,
joblessness and hardship led to demonstrations and riots across the country, and also
led to the defeat of the then dominant Republican Party. Programs like emergency
relief, and later social security and unemployment insurance, were initiated quickly
by Franklin Delano Roosevelt to deal with the immediate threat of popular unrest,
and to build longer-term support for his New Deal Democratic coalition. Once
trouble subsided, however, most of the social programs atrophied, until a new
surge of popular protest erupted in the 1960s, this time spearheaded by the civil
rights and urban poverty movements. The New Deal programs were revived and
expanded, and new programs were added, most importantly Medicaid andMedicare.
It is worth noting that at these peak moments of crisis in the 1930s and 1960s, even
leaders of big business supported new social spending.
Similarly, an institutionalist perspective explains the vulnerability of the means-

tested programs. Most Americans didn’t like the programs they called ‘‘welfare.’’ But
for the most part, neither were they mobilized to do much about it. That required the
emergence of a business-backed campaign that created the new think tanks and
policy institutes, paid for the coalitions of organizations of the populist right, funded
the campaigns of right-wing candidates, and launched the propaganda campaign
that targeted these programs. This too was a kind of social movement, albeit a
movement employing the strategies available to well-funded elites.
And the campaign by organized business interests and the right-wing populist

groups with whom they have become allied also targeted the more universal pro-
grams. The long-term and persistent campaign has scored some considerable suc-
cesses, and it shows no signs of abating. Moreover, the opponents have succeeded in
altering the conditions which will inXuence the viability of social security over the
longer term. Their propaganda has shattered public conWdence in the program; they
have used tax policy to encourage private pension investment accounts; and they
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have implemented massive tax cuts to produce the huge deWcits that threaten to
deplete social security funds.

Many of the arguments developed in the assault against welfare state programs in
the United States have spread to Europe, especially to the United Kingdom. Sloga-
neering about ‘‘workfare not welfare’’ is also widespread on the Continent, and so is
the introduction of new ‘‘workfare’’ programs. The similarities to the USA are not
accidental. The right-wing think tanks and public intellectuals who played a large
role in the campaign to roll back welfare state programs in the USA worked hard to
carry their arguments overseas.3 But while the language of welfare cutbacks, and even
some of the model workfare programs, spread relatively easily, overall the cutbacks
have remained modest.4 In some countries, and particular in the social democratic
Nordic states, welfare programs have actually continued to expand.5 Norway’s Cash
BeneWt Scheme is a good example. As Nina Berven has shown, the debates over the
new program, which provides cash beneWts for stay-at-home mothers, employed
language very similar to the language used in the debates over US welfare reform,
emphasizing work, family, and responsibility. In Norway, however, this language was
used to justify a rather diVerent set of policies. To be sure, the number of years a
single mother could receive welfare beneWts was reduced. At the same time, however,
a new cash allowance program was inaugurated that allows all mothers, whether in
single or two-parent households, to either stay at home or pay the costs of child care
for children aged one to three (Berven 2004).

Institutional explanations are clearly relevant. The United States exempliWes the
‘‘liberal’’ welfare regimes which Esping-Andersen characterized as highly stratiWed,
with an emphasis on individual self-responsibility and stigmatizing relief for people
at the bottom (Esping-Andersen 1990, 65). These characteristics permitted but by no
means predicted the contraction and reorganization of recent decades. The European
welfare regimes not only generated higher levels of popular support which, at least
until now ensured considerable continuity, but they have not experienced the full-
scale mobilization against welfare state programs by business and its right-wing
populist allies that occurred in the United States.

Institutional perspectives have obviously contributed to our understanding of
welfare state developments. Still, theories of the welfare state need to confront
more squarely the deep social conXicts that periodically erupt and overXow the
channels of institutional politics, driving both the expansion and the contraction
of the welfare state. In the United States, ongoing transformations reXect not the

3 Janiewski (2003) discusses this process in some detail.
4 The German government is, however, currently proposing cutbacks in unemployment beneWts,

which are now far more generous than unemployment beneWts in the USA. The proposals would end
unemployment beneWts after twelve months, after which the unemployed would receive only basic
welfare. The proposals have precipitated modest protests in a number of German cities. See Landler
(2004). See also Gangl (2004) for a study that shows that the more generous German unemployment
beneWts reduce the ‘‘scar’’ of unemployment in comparison with the US system.

5 See Navarro, Schmitt, and Astudillo 2004. Navarro et. al. cite data from the OECD, OECD Historical
Statistics 1960–1994 (Paris, 1996), and OECD, OECD Historical Statistics 1970–1999 (Paris, 2000).
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relatively comfortable politics of institutional gradualism, but the bold politics of a
business class primed for class war.
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c h a p t e r 4 3
...................................................................................................................................................

REFLECTIONS ON HOW
POLITICAL SCIENTISTS
(AND OTHERS) MIGHT
THINK ABOUT ENERGY

AND POLICY
...................................................................................................................................................

matthew holden, jr.

1. A Perspective of Thirty Years:
Personal History as Method

.......................................................................................................................................................................................

In this chapter, I wish to stipulate three important factors that limited space will not
allow me to analyze. (1) Energy policy in the next decade or two will be profoundly
inXuenced by China, India, and Russia. China and India are the two biggest energy
consumers in the world, and their consumption is growing. This aVects both inter-
national energy economics and international politics. (2) Unless there are notable
economic and technological changes, energy patterns will work hardship upon the
poorest countries of the world. (3) Energy policy everywhere will be inXuenced by
climatic events, and policies based upon the proposition that global warming is
occurring and that climate change is occurring as a result of activity that human
beings can make a decision to control. These three factors must be read ‘‘between the
lines,’’ though overtly most of this chapter is about the policy of the United States.



By good fortune rather than training or planning, I was led from the 1970s until
now, into a series of oYcial and private engagements to do with energy. The Wrst step
was purely intellectual. Edwin Young, the Chancellor of the University of Wisconsin
in Madison, sponsored a small faculty seminar on ‘‘a method for natural resource
decision-making’’ over the same period that the Organization of Petroleum Export-
ing Countries (OPEC) placed its 1973 embargo on oil sales to the United States and
other Western countries.

The year 1973 was a crucial one. Another was 1979, the time of the Iranian
revolution. United States policy making and public opinion has been dominated
by fears and fantasies of those years and others that might hypothetically be similar to
them. Those fears and fantasies have also governed the study of energy policy. It turns
out that, after an initial spurt promoted by the 1973 and 1979 crises, students of
politics have been little concerned with energy. Apparently, this is not true of political
science alone. Judge Richard D. Cudahy (US Court of Appeals, Seventh Circuit)
spoke of this to an energy lawyers group: ‘‘Energy law, although it is gradually Wnding
a place in the thinking of students of law, is still a rather exotic oVering, landing
somewhere between regulated industries, environmental, and natural resources law’’
(Cudahy 2004). When the realistic fears, and the fantasies declined, the subject
became less topical. In turning to consider the newest political science on energy,
I have been surprised to Wnd less new work focused centrally on energy than
expected. There is in my opinion, a serious need for new work. My hoped-for
audience is in political science, but also amongst others concerned with energy
who need to understand its politics.

2. How Political Scientists Have
Looked At Energy

.......................................................................................................................................................................................

Political scientists may understand the energy problem somewhat better if we put it
in the simplest human terms, and move thus to the technical. No one can fail to
perceive the imperative of physical self-protection. Energy is requisite in some form,
lest one die from excessive cold of the Arctic regions or excessive heat of the
Australian ‘‘Outback’’ or the arid regions of Arizona and Nevada.

The ‘‘new politics of energy’’ was a function of, or at least brought forcefully to view
by the 1973 crisis. This overrode the traditional politics which had mainly to do with
limited government regulation of coal, stripmining, government regulation of domes-
tic production in order to maintain oil prices, civilian nuclear power, government
regulation of natural gas, and a variety of attempts at deregulation. David H. Davis
(1992) ranks ‘‘Wve political arenas of energy—coal, oil, natural gas, electricity, and
nuclear energy . . . in an order based on the degree to which government intervenes.’’
The new energy politics also involves new participants and new issues. The biggest new
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issue is the attempt at protecting thedomestic energy supply fromdisruptive actions by
foreign governments.
The assumption that demand would outrun supply within a quarter-century made

the concept of conservation seem imperative. This assumption ran through the
National Energy Act, which was a Wve-part combination of legislation dealing with
deregulation of natural gas, conversion from natural gas to coal, windfall proWts
taxation, legislation to encourage utilities (under state regulation) to allow higher (or
more ‘‘eYcient’’) pricing.
The political science literature on energy appears notably disenchanted. Robert E.

Keohane supposes that the impact of the 1973 crisis could not have been avoided. The
problem he saw as inherent in American society. ‘‘Fragmentation of public authority,
pervasive business inXuence, and the willingness of public oYcials to follow the path
of least resistance in the short run [were] fatal Xaws [that made] it diYcult to imagine
that the United States could have averted the oil crisis of the 1970s’’ (Keohane 1982,
183). Others asked, how well was the 1973 crisis managed? Badly, supposes Peter
deLeon (1988, 72):

To help unravel the complicated relationships between energy resources and uses, public and
private sponsors generated an immense set of research studies, most of them quantitative in
nature, which were used as the basis for recommending and formulating energy policy. . . .
Perhaps as many as two-thirds of the models failed to achieve their avowed purposes of direct
application to policy problems.

deLeon oVered the judgement (which fortunately for the real world has not been
tested by experience) that ‘‘it is highly likely that the United States will experience
another seriously debilitating energy shortfall; the only outstanding questions are of
magnitude and timing.’’
Franklin Tugwell, with about ten years’ experience in the State Department, OYce

of Technology Assessment, and the Congressional Information Service, said he had
Wrst thought we had done well. But:

It became evident [upon closer retrospective study] that, though we did avoid some costly
mistakes, our policies on balance accomplished little of value. Worse, when they did not cancel
one another out, they often increased our economic losses and our strategic vulnerability, and
failed to protect the disadvantaged from bearing a disproportionate burden of the costs
involved . . . . The arrangement left after ten years of struggle—‘‘free markets’’ in energy—
likely to work well or endure. (Tugwell 1988, vii)

Wildavsky, Tenenbaum et al. (1981, 14) make a case more generally, that ‘‘U.S.
behavior has always been irrational (except in wartime), if by that one means
inconsistent policies were followed.’’ One may adapt here the use of the political
science word ‘‘regime’’ (Greenstein and Polsby 1975). Tugwell uses the same termin-
ology, with credit to Robert E. Keohane, with perhaps more stringency than the
present author uses it here.
Policy analysts within political science have had hardly a good word to say for

United States energy policy, and it is doubtful whether the overall assessment of any
other policy would be better. Maybe that is correct. But at this stage, recall Baker’s
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(19**) admonition: ‘‘scholars often neglect the hard realities that impinge on ideal
solutions and the day-to-day requirements that constrain the statesman’s options.’’

3. ‘ ‘Politics,’ ’ ‘ ‘Institutions,’’
‘ ‘Interests,’ ’ and ‘‘Energy’’

.......................................................................................................................................................................................

Whatever policy or innovation one may have in mind does depend upon a fourfold
connection of technology, economics and Wnance, law, and politics. If the proposal
violates scientiWc knowledge and the related technology, it will not work. But it will
not make any diVerence either, unless the innovation can be Wnanced by someone,
somehow. Finance depends upon deWning parties’ rights and duties (such as the
terms on which the Wnancier can sue if payment is not made). But in the end, there is
some point at which those who would do something must resort to politics, trading
amongst incommensurable values.

‘‘Politics’’ is the deWning framework of ‘‘policy’’ organizations. ‘‘Politics’’ can mean
the use and control of an energy resource in order to achieve some result that has
nothing to do with energy per se. It can also mean as the emergent term ‘‘the
geopolitics of energy’’ suggests, the ability to interdict because of physical location.
So it was in 1973. But the main interest in this chapter is in the making of decisions in
order to achieve some result about energy both for now and for the future.

Those who would pay attention to energy would Wnd it useful to know the
institutions of energy policy making. Institutions may not be adequate causes to
explain results. But the ways they come into existence, gain a presence, and assume
functions indicate that decision makers, acting from interests deem them important.

In most countries, an energy decision seems to be a function mainly of the
executive—whether this is the political part of the executive or the career/technical
bureaucracy—with fairly limited eVects from any collective representative body.
Equally important is what interests or inXuence gives the agency its tone and
function, and how the agency asserts its self-perceived mission. Perhaps the intense
passion that people felt about the discomforts of the 1973 crisis explains why the
United States was the only country with a separate Department of Energy, compared
with nine IEA countries in 1983 and three in 1976.

As of 2005 the Secretary of Energy, under whose domain some of the major energy
industries lie, is head of a department that had been established for a supply objective
with responsibility also for collecting data from a national survey of greenhouse gas
emissions. It is also the department for weapons development.

The idea of combining functions into one uniWed department is very inXuential in
American (and possibly other countries’) thinking about the organization of gov-
ernment. There is a special set of institutions in the regulatory agencies. These
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agencies seem to have new roles almost everywhere, or themselves to be new, and
studies of them are beginning to become available.
Regulation is a process in which in principle, private parties may be asked to secure

prior clearance, to accept concurrent oversight and after-the-fact review, with
rewards and penalties being attached.
The role of the judiciary has been a very big factor in American decision making

about energy issues. Through judicial decision, the natural gas part of the energy
market was put under price regulation.1 Judicial interpretation of what a statute (the
Natural Gas Policy Act of 1938) required an agency (the Federal Power Commission)
to do in interpreting a contract (by the Phillips Petroleum Company), imposed legal
authority for producer price regulation for almost twenty-four years. Similar phe-
nomena have been major factors in German decision making about nuclear plants,
about subsidies to encourage wind and solar electric power, and have some role in the
emerging Australian regulatory system. Regulatory systems have existed in some
form through much of history, since ancient Rome. But regulatory systems that seem
somewhat like the American format have been created in many countries within the
past two decades.
Economists under the impact of neoclassical reasoning, talk of ‘‘command and

control’’ regulation. In fact, there is not all that much ‘‘command’’ and little
‘‘control.’’ The strength and the limitations of a regulatory agency’s dealings with
regulated Wrms can be expressed in terms of how much it can actually command the
Wrm, and how much it bargains with the Wrm on a continuing basis. Four variables
determine the strength or weakness of the regulatory agency’s actual ability to make
decisions. These are: the degree of complexity of the subject being regulated; the
changing beliefs, myths, and values that encourage the society and its political
leadership to invest the agency with authority and latitude or to withhold that
authority and latitude; the access of the regulated interests to other inXuential decision
points that have some control over the regulatory agency; and the reality of tomorrow
or the expectation of future engagement with the regulated interests.
Federalism can also be extremely important if the political regime allows diVerent

national and subnational decision making on energy questions. This has been
notably important in the United States and has at least sometimes been important
in Canada, and should be taken into account in thinking about Australia and India.
As regards legislative law making, it is well known that US party discipline or

cohesion is nowhere near that in otherwise similar countries such as the United
Kingdom, Canada, and Australia. The US president, powerful as he is, does not
control the agenda of either House; nor does either House take precedence over the
other.
Political scientists generally Wnd it useful to deal with institutions but the true Wrst

principle of political analysis is ‘‘interest.’’ Interest is not merely the same thing as
‘‘overt attitude.’’ It is the inherent necessity.

1 See below on how this happened.
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What we must know is what are the uses and who are the users. We must know the
gains and losses and therefore, the interests likely to be aVected, activated, or neutralized
politically, in any set of imagined decisions. From this, we are likely to have some
better idea of the likelihood of feasibility and viability.

Energy policy is necessarily involved with the inherent conXict between producer
interests and consumer interests. Industrial customers in all sectors have interests that
diverge from those who purchase energy in some form to use in their residences, in
contrast to thosewho purchase energy to use in their shops and stores. Political science
can take some account of energy issues within the conventional understandings of a
petroleum regime. In 1900 total world oil production was something like 150million
barrels annually. In 2002, the world as a whole produced about 30 billion barrels per
annum. By that count, the world is 200 times more dependent on petroleum in the
twenty-Wrst century than it was at the beginning of the twentieth century.

The importing country—or the importing part of a country with adequate
resources—has the necessity of Wnding a supply of energy. In the circumstances of
the early twenty-Wrst century this most often means petroleum or natural gas. There
are a variety of other issues that can emerge. In the contemporary United States, one
of the contending positions is not to Wnd new physical supply, but to practice
conservation and eYciency as an equivalent means of supply (Lovins et al. 2004).
Physical protection by force or threat of force is another means. In addition, there is
economic protection via purchase contracts, storage mechanisms, and reserves as
part of means of doing business.

Implicitly what we have described is the problem of allocating supply. Allocation
can be done by a completely free market, by some kind of regulated market, or (in
theory) by complete central control. If supply is taken as the objective, what is integral
is the question of whether or not money making is also an objective. On the other
hand, in exporting countries, money making is a crucial objective, whether for the
government or for governmental facilitation so that private persons can makemoney.
This distinguishes such diVerent countries as the former Soviet Union, present Russia
or the other of the former Soviet republics, Saudi Arabia, Nigeria, or Venezuela.

There are, especially for exporting countries, the issues of adopting market terms
for governmental action, as in the creation of state-operated companies that behave
more or less as if they were private companies (Grayson 1981; Scholes 1989, 19–21).

As both the oil and uranium cases show, energy policy has involved a permanent
intersection, not only for the United States but also for Britain with military policy.
This war/defense-related interest goes back almost a hundred years. The example was
set Wrst by the United Kingdom. The naval objective was to convert warships from
coal-burning engines to oil-burning engines. The Anglo-Persian Oil Company was
set up about 1907, evidently as a private venture (Caroe 1951, 71). In just a few years,
Winston Churchill, not yet forty years old, pushed successfully to get the government
to take half-ownership of the company.2

2 Black (2004, 128–65) oVers a detaileddiscussion of the negotiations andWnally, parliamentary sanction
of the arrangement that gave the British government a 50% interest in Anglo-Persian Oil Company.
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American Wrms were interested in the Middle East, in competition with their
British and Anglo-Dutch rivals. They desired governmental help for their business
purposes. But the United States military had no particular interest. The situation
changed as of the Second World War. The United States was then the second biggest
oil-producing country and domestic United States oil was deemed virtually invul-
nerable. The Second World War left a strong argument amongst members of
American elites, that ‘‘resources for America’s future’’ must be conserved, and that
Middle East oil should be secured.
The Conservation/Environmental Objective historically may have involved the

protection of energy resources. By now, the protection of the total environment
from adverse impacts is the bigger political question. As of the 1970s, this meant the
‘‘Faustian bargain’’ concern about permanent custody of supra-dangerous nuclear
wastes. Now it also means the global climate change issues that are embodied in the
Kyoto Treaty.3
The Social Objective is to deal with policies as supplements to presumptive market

failure. These may include short-term, sudden, disruptive price changes, even for
prosperous and middle-class consumers.4 They may also involve the issue of distri-
bution of beneWts to diVerent classes of owners, such as was undertaken by the Texas
system of pro-rationing that protected independent producers and royalty owners
from the impact of the major international companies.
What pass as conservation/environmental objectives may in reality be distributive

social protection. This may be illustrated when the question of ‘‘environmental impact’’
is advanced to prevent some energy facility, such as a liquiWed natural gas (LNG), from
being developed in what prior users Wnd a desirable area for other purposes.

4. Experience from US Policy Making
.......................................................................................................................................................................................

4.1 The Problem of Massive Legislation

Energy legislation at least since the 1973 crisis has two qualities:

1. The conXicts are so intense and protracted that new legislation appears almost
impossible. During the Carter administration, Speaker Thomas P. O’Neill
adopted the tactic of the omnibus bill. ‘‘This practicing of ‘packaging’ or
‘bundling’ a number of legislative proposals into one legislative measure’’—
known as ‘‘omnibus legislation’’—‘‘has been engaged in for about half a
century’’ (Patterson 2001, ix). Glen S. Krutz (2001, 122) ‘‘found omnibus use

3 Since the Kyoto Treaty issues are so strongly advocated, one should call attention to one forceful
advocate of the other side (Michaels and Balling 2000, 209–13).
4 See below on the natural gas case.
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to be a positive and signiWcant inXuence on legislative productivity.’’ It worked
well for passing the Carter program through the House. It has not worked so
well in energy since.

From 1954 onward, the industry aim was get Congress to override the Phillips
decision and deregulate natural gas. After what was probably the hardest-fought
energy battle during the Carter administration, Congress adopted a law (the
Natural Gas Policy Act of 1978) that provided for phased price increases.

There followed a tortuous fourteen years until another major energy law was
adopted: the Energy Policy Act of 1992, adopted by a Democratic Congress when
George H. W. Bush was president. In some respects, it is a far-reaching law. To give
some sense of its physical size it amounts to 443 printed pages and, one may estimate
crudely about 250,000 words.

In American law-making terminology, a major section of a statute is called a
‘‘title.’’ The Energy Policy Act has some thirty titles. Every provision is there for a
reason. Or the provision is there because some person of inXuence or reputation
suggested it, or was in any case prepared to sanction it.5

The politically salient questions are: ‘‘Who was interested in energy eYciency and
why? What did they give for it? What has been done with it since the law was
adopted?’’ Title VII deals, as noted with electricity and contains important modiWca-
tions of the Federal Power Act. That provision more or less assumes the theory that
generation is not a natural monopoly that has to be regulated.

Nearly all other energy legislative eVorts have been blocked by what Uslaner (1989)
calls ‘‘destructive coalitions of minorities.’’ The net result has been that there has been
no comprehensive energy legislation in the United States since that time.

The Energy Policy Act of 2003 is said to be 900 pages, which means it is about
twice the size of the Energy Policy Act of 1992. In 2003, the crucial and diYcult
features were manifestations of the petroleum regime. One was the proposal for
drilling in the Alaskan National Wildlife Reserve (ANWR). This is a high-priority
item for the petroleum industry, as the area is estimated to contain about 10 billion
barrels.

The other issue was rather technical, involving a chemical known as MTBE
(methyl tertiary butyl ether). MTBE was used in reformulated gasoline. Reformu-
lated gas is required in some circumstances, under Act of Congress, to satisfy EPA
requirements in cities with the worst smog.6 On the other hand, MBTE has
been found to have leached into the underground water supply in some areas, to
be extremely diYcult to remove, and apparently to be cancer related. As a result,
litigation has been brought against some companies. We would not spend time on so

5 Most students of the legislative process know how important staV is (are), but the present author has
never seen a detailed, informed, quantitative study that shows how often legislative provisions result
from staV initiatives that members neither know about nor approve nor have left within the scope of the
staV.

6 The summary explanation of MTBE in this paragraph comes from the Environmental Protection
Agency: www.epa.gov/mtbe.faq.htm.
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arcane a matter as MTBE, except that it illustrates how ‘‘technical’’ matters
may become the critical items that jam the entire process. If somewhere in the
legislative process, there had not been some actor determined to protect MTBE,
the 2003 legislation almost surely would have passed and been signed by the
president.

2. The massive legislation, once adopted is likely to lack intellectual coherence.
The far-reaching eVects of energy generate a demand for comprehensive
decisions, in contrast to ‘‘piecemeal’’ decisions. It is likely to be so complex
that no one understands it, and therefore is likely to be unadministrable.

The two features join to impose special burdens upon the regulatory process,
which also plays a large role in energy decision making. United States energy policy
also involves ‘‘research and development,’’ or the spending of large amounts of
money from the federal treasury. That, except for passing references, is one also
that is also bypassed in this chapter.

4.2 Regulatory Decision Making

Regulation in the United States has been primarily a means of dealing with the social
protection objective. In petroleum proper, there has been relatively little governmen-
tal regulation over many years, though there have been increases during patent
national emergencies (Bradley 1996, vol. i). There was a period in which oil producers
were limited in the amount they could pump, theoretically on the ground of
protecting the oil source from wasteful or damaging exploitation. But a
signiWcant element of this was to protect smaller producers from the really major
producers (Bradley 1996). There were also controls for a time, to prevent too much
cheaper oil (mainly Middle Eastern) from being imported. The advantage in such
regulation was in favor of domestic producers against the international Wrms that
had the money, skill, and diplomatic backing to operate in Saudi Arabia and
elsewhere (Engler 1961).
The distributional issue became most apparent in the regulation of pricing in

the natural gas market. Natural gas was a fuel not widely marketed before the
1940s. The incentive for investing in long-distance pipeline technology was not
very high. Then came the Second World War. The federal government paid for
big pipelines to move gasoline run from the producing areas in Texas to the East
Coast. After the war, these pipelines were sold, and a company known as the Texas
Eastern Transmission Company converted them to carry natural gas (Goodwin
1980, 130–2).
Protection of urban customers, now that gas could become big business in the

cities, had a diVerent economic and political meaning. Natural gas policy was one of
the matters where technology, economics and Wnance, politics, and law created an
issue in the 1940s that had hardly existed before.
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It provided a new reality to test the language of the Natural Gas Act of 1938.
Under the law, the prices from the transmission companies to the distributors were
regulated by the Federal Power Commission. The producers charged what they saw
Wt, and these became part of the transmission prices automatically to be passed
through to the distributors and, through them automatically to the end-use
customers.

The issue arrived in the form of a dispute about what contracts would mean and
how to interpret them. Producers (who brought the gas out of the ground) and
pipelines (people who bought the gas and transported it to sell to their customers)
had contracts with each other. The contract would state that Producer would sell X
million cubic feet of gas to Y for price Z. The contract would also say, ‘‘if such and
such event occurs, then the price will go to 125% of Z.’’

The Wght that began in 1948 in the FPC went on in a virtual thirty years’ war. Its
settlement came in the form of the Natural Gas Policy Act of 1978, mentioned before,
the complex new statute to govern this fuel. The Federal Energy Regulatory Com-
mission had to Wgure out how to administer this law, and to do so in a way
compatible to most of the forces at play in Congress.

In the 1978 legislation, Congress set some higher gas prices than the contracts
called for. The question is: did that mean that the existing contracts would have
to stay at the old price until they expired, which might mean several years?
Within the Commission there were Commissioners and staV members who wanted
to move as rapidly as possible to something like deregulation. There was the minority
of Commissioners (the present author among them, and sometimes the present
author only) and staV who wanted to retain as much as possible of the regulation,
in the interest of the household customer. SuYce it to say, the former won and the
latter lost.

This discussion is intended to show that the regulatory process has an important
part in the United States natural gas policy arena. It has, and characteristically has
had a relatively modest role in the petroleum arena. It has a very large part in the
electric arena. In the past twenty years, since the Reagan administration oYcially
advocated deregulation, the regulators have been prone to advocate deregulation as
well. But reality is much more complicated. The concept of creating a competitive
electric power system (or of deregulating the electric system to the extent legally
possible) was in motion. In the United States, the Federal Energy Regulatory Com-
mission has argued that Congress required it to follow that path. It is seldom that a
simple and patent statement of FERC statutory authority can comfortably be
accepted unless the words are so explicit as to admit no doubt.

A claim of mandatory congressional instruction may often be taken as a claim for
protection in doing what the agency would itself like to do. In the regulated electric
utility industry, the Commission may have acted wisely, or not. It may well have
acted within its authority. But, subject to the controversy this may bring, FERC did
not have to do what it did; it chose to do what it did.

The Commission, having developed a procedure for application to natural gas,
could Wnd no basis for not applying the same concepts to electricity. FERC decided a
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long time ago that it would favor open access when and if it could. After all, the
Commission had learned transmission policy in the natural gas area, and it is
plausible to think it would try to apply the same principles (or ‘‘principles’’) to
electricity. Moreover, the parties (‘‘interests’’) who had all along wanted wheeling
could be expected to bring wheeling cases. They did.
The heavy-duty transmission lines that carry power in bulk have historically been

owned by the individual utility companies. Those lines can only be built by going,
often for many miles, through other people’s real estate. The companies, though
privately owned are granted certain rights of eminent domain, which is ‘‘the inherent
right of a governmental entity to take privately owned property, especially land, and
convert it to public use, subject to reasonable compensation for the taking’’
(Garner 1999, 541).
The battles can be tedious. In the United States at any rate, there are no

well-known and systematized data as to the extent of a problem securing trans-
mission routes. The present author stands himself as authority on the point. In
2003, he was a member of the Electricity Advisory Board of the United States
Department of Energy. He thought it would aid the board’s deliberations if data
could obtained, but was unable to Wnd such data. There are some well-known
individual cases.
Several years ago, the present author made an error in anticipating the course of

action. He thought that FERC action in claiming certain jurisdiction, against the
claims of states, would be the next storm on the electric power front. The Commis-
sion’s actions precipitate a situation that can be restated in the following proposition:
every solution produces some new problem.
In this case, the Commission’s solution contributed to threats of bulk power

system reliability. Bulk power system reliability was undervalued in the FERC’s new
policy. When the vertically integrated utilities controlled their geographic domains,
they also controlled access to their transmission lines. They then began to plan
jointly for areas described as ‘‘pools.’’ The volume and direction of the traYc
increased beyond the planned capacity of the system. Herein lies the threat to bulk
power system reliability. There are not many bulk power transmission failures, but
they are serious. The evidence is now available in the form of the Lake Erie blackout
of 2003.
Life does not remain stagnant. Under its new policies, the Federal Energy Regu-

latory Commission has sponsored the creation of ‘‘regional transmission organiza-
tions,’’ which join the transmission facilities of all the companies within a deWned
area. Under American federalism, one state (Virginia) forbade the utilities under
state regulation to do so.
Under this new policy, the Commission has maintained that by virtue of a

provision in the Energy Policy Act of 1992, it has that authority to override the
state. But behind this is a national concern that becomes global as to how to structure
an electric industry. The principle that has already been accepted is that the govern-
ment should cease utility regulation. The practice has become that of opening the
business to others.
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4.3 What Is the Quality of the ScientiWc Advice?

Energy policy also forces attention to the quality of scientiWc advice. It is apparent
that over the past three decades, things have not gone very well. The need for ‘‘better’’
is not hard to Wnd. If top-level leaders are not all that good, social scientists (political
scientists included) have not much justiWcation in hard criticism. The belief, which is
implicit in our criticisms (Davis 1992; Keohane 1982; deLeon 1988; Tugwell 1988), can
easily be little more than a conceit, unless we at least face up to the hard problems
that policy makers do face.

This allows some reconsideration of Harold D. Lasswell. Most comment on ‘‘the
policy sciences’’ appears to wash out the Lasswellian essence. There are certain things
that Lasswell knew or believed. Policy, as soon as people get to the hard things over
which there is struggle, is enveloped in clouds of pretense. This comes from writing a
book on what the young Lasswell then thought of as ‘‘the world war.’’ Before there
was Rational Choice, easy to learn and apply if you have the mathematics and believe
neoclassical economics, there is also Irrational Choice, easy to see and hard to
systematize. This comes from the man who sought to bring psychoanalysis into
politics.

Then there is politics as struggle, and the expectation of hierarchy (not the same as
preference for hierarchy), even if it is not prescribed and proclaimed as formal
doctrine. This is the politics: who gets what, when, how (Lasswell 1950); a shorthand
phrase that refers to symbols, violence, goods, and practices as means of attaining
and maintaining control.

All this must be assumed, for one is aware of no sign that Lasswell renounced any
of it. Rather, in an almost Hobbesian understanding that the world needs something
better than the mess its top leaders produce, the knowledge for the making and
maintaining of commonwealths is framed in the language of ‘‘the policy sciences’’
(Lerner and Lasswell 1951).

The Lasswellian problem, meaning the need for better substantive policy
making, is quite real for energy. But it is doubtful if it can ever be applied very
well, for it requires too much good knowledge in a time of urgent action, and it also
requires people at the highest levels of authority to give up too much authority
themselves.

What is more at least as far as energy goes, is the same problem of over-certain
belief in the natural science–engineering world and in the world of journalism which
has the function of continually re-educating us all.

Policy analysts of the political-science type do not have to decide all the pertinent
issues. But as a profession not primarily for hire, and specializing in the governmen-
tal process and the evaluation of data, there is at least one crucial role for political
science. That is accentuating the needed resolution in the conXicts between the
public positions of the experts who are most inXuential or who make the boldest
claims that their opinions should be decisive.

There is a politics of conXict over what is and is not expert that becomes very
intense when natural science/engineering policy analysis is involved. The politics of
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expertise can become a bitter battle in which the holders of approach X give little, if
any presumption of competence to the holders of approach Y (Goodstein 2004). We
can illustrate this with a number of examples.

4.4 Reasoning about Oil Exhaustion

The political science-type policy analyst should recognize that there is considerable
debate about the concept both of the exhaustion of oil, and of its consequences for
policy. There is intense controversy about this issue. The concept of oil exhaustion
has run throughout the history of the industry. Wildavsky, Tenenbaum et al. (1981)
demonstrated this quite neatly. Individual reputations and careers are now impli-
cated, at least by the way they handle their materials (Hughes 2005, 12). The lesson
that we can project, if there is an audience that is interested at all in what we say, is
that much of what is said amounts to scare tactics.
Oil exhaustion has also been amatter of discourse for educated peoplewho conceive

themselves as having a ‘‘public interest,’’ not an investment interest in energy
(Dewhurst et al. 1947, 574–5). This issue also has an interest for people in the oil
business. It stands to reason that if you wish to put your eVort or your money into
place X, you have some desire to know how much you will Wnd and how it will last.
It is important to make clear that the arguments need clarity and resolution.
M. King Hubbert, a Shell geologist, stands out as a forecaster who anticipated in

1956 that United States production would reach its maximum in 1970. Apparently, he
is regarded by many observers as having been right. There is nonetheless a conXict
between Hubbert Curve advocates and economics, on exhaustion of resources
(whether there is an ‘‘end of oil,’’ when) and of the policy options attendant to the
answer. The National Research Council–National Academy of Engineering (2004)
observed that, ‘‘For decades, various analysts have predicted petroleum resource
constraints. US production peaked in the 1970s, but international production has
so far shown no signs of faltering.’’
The statement that production shows no signs of faltering is clearly opposed by

others. That is a central intellectual issue posed by the Hubbert thesis and at the same
time, by the emergence of debate about what policies are consequent to a belief in
global warming.
Kenneth S. DeVeyes (2001, 186) includes the following sentence in his Wnal chapter:

‘‘We could go happily on, pretending either (1) a permanent decline in world oil
production won’t happen or (2) it doesn’t matter. . . . In 2008 the oil won’t be
there.’’ As an example, DeVeyes argues that Hubbert’s methodology, applied to the
whole world, tells us that the peak production year after which the decline of oil
would be seen, is at hand. The ‘‘peaking’’ concept is also the intellectual center of a
book by Paul Roberts (2005, 47–72). DeVeyes (2001, 149) is emphatic: ‘‘No Caspian
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Sea exploration, no drilling in the South China Sea, no SUV replacements,
no renewable energy project can be brought in at a suYcient rate to avoid a bidding
war for the remaining oil.’

DeVeyes pays no attention in his argument, except by a footnote reference, to the
economic theory under which the Hubbert estimate has to be rejected.7 DeVeyes
says nothing about why his approach should be regarded as better than Adelman and
Lynch’s (1997) approach. What is involved, however, is the economists’ challenge to
the reasoning of Hubbert and others, a challenge grounded in economic theory
(Adelman 1997).

At one level, Adelman and Lynch challenge empirically. After the fact they say,
Hubbert’s numbers were wrong, as were the numbers of others who are respected
and inXuential.

Adelman and Lynch (1997, 56) describe Hubbert’s bell-shaped curve of ultimately
recoverable reserves (URRs): ‘‘Hubbert correctly predicted that US crude oil output
would peak in 1970.’’ But they raise the expected economist’s question, ‘‘was it the
result of resource exhaustion or of cheaper oil imports now freely available?’’

They say that discoveries continue, and the reserve number continues to get bigger.
Moreover, they say that the natural gas numbers continued to show production
above Adelman and Lynch’s estimated peak and continue rising. They, as would be
expected for economists, explain it as the result of the Natural Gas Policy Act and the
end of end-use regulation.

Hubbert gets emphasis here because his method is so famous, and because it is the
vehicle for DeVeyes’s analysis. However, they have a trenchant comment on a
consulting Wrm in the industry known as Petroconsultants. Petroconsultants had in
1986, estimated that decline before 1990 was ‘‘imminent’’ and ‘‘unstoppable.’’ They
say: ‘‘This was not only wrong, it was the contrary of truth. Ten years later non-OPEC
proved 15% more (where decline had been thought unstoppable); outside the US,
35% more.’’

Lovins does not expressly take up the question of the end of oil, for he stands as
perhaps the most noted exponent of eYciency, for the thesis that the issue does not
have to be faced at all. The executive summary of his most recent book claims:
‘‘Winning the Oil Endgame oVers a coherent strategy for ending oil dependence,
starting with the United States but applicable worldwide.’’ Lovins (2004) continues:

There are many analyses of the oil problem. This synthesis is the Wrst oil solution—one led by
business for proWt, not dictated by government or for reasons of ideology. This road map is
independent, peer reviewed, written for business and military leaders, and co-funded by the
Pentagon. It combines innovative technologies and new business models with uncommon
public policies: market-oriented without taxes, innovation-driven without mandates, not
dependent on major (if any) national legislation, and designed to support, not distort,
business logic.

7 ‘‘One of the best critical rejections of Hubbert’s approach,’’ he says, ‘‘is M. A. Adelman and M. C.
Lynch (1997)’’ (DeVeyes 2001, 191 n. 9).
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5. Conclusion
.......................................................................................................................................................................................

This chapter suggests both a practical challenge and an intellectual challenge. The
practical challenge, especially for governments, is that energy depends upon know-
ledge and upon money.
Choices have to be made.
Each choice has been associated with some signiWcant detriment, though the

advocates of each choice will generally tend to minimize the detriment, overstate
the advantages. If the Hubbert thesis is basically sound, then an upward pressure on
prices is to be expected. Another practical factor relates to the eVect in the market of
Russia as seller and China and India as buyers. As noted at the outset of the chapter,
there are also the considerations of the poor countries.
In this very decade, as well, there is the question of the current policy choices, of

the institutions through which choices will be formulated, and of the interests by
which choices will be driven. In the European and American context, the issue is:
what is the practical future for coal? Is coal sequestration to be taken seriously? There
are two levels of consideration. At one level, there is the purely scientiWc question of
whether the sequestration of carbon dioxide makes sense. At another level, there is
the question of what degree of policy consideration the idea is receiving. Britain and
Europe are contra-carbon which almost surely leads either to ‘‘green’’ policy prefer-
ences or to nuclear policy preferences. What also remains is the concept of ‘‘The
Hydrogen Economy,’’ of whether as an energy matter it is feasible, and of what capital
requirements and technological developments are feasible in a period of twenty or
thirty years.
Finally, there is ‘‘the conceit of journalism.’’ Similarly, the language of crisis and

threat is often adopted in an exaggerated way that does not bear close analysis.
DeVeyes (2001) for instance, anticipates the decline of available oil and the compe-
tition for that oil by money.
As a matter of style, it might not have suited to say the ‘‘Hubbert’s Peak indicates

that oil production will reach its apex some time within the next four years and will
begin to decline so that the production level sixty years away will be about 20% of
what it now is.’’ But that is what the author, Francis S. DeVeyes (2001) does say. He
does say that production will peak and there is nothing anyone can do about it. He
estimates the 20 per cent date in a very simple way. It is when his two-year-old
granddaughter will reach retirement age, presumably sixty-three years away. ‘‘By the
time you reach retirement age, Emma, world production of oil (the kind that’s fun to
drill for) will be down to a Wfth of its present size.’’
Notice, then, the language of alarm that follows: ‘‘At least, let’s hope that the war is

waged with cash instead of nuclear warheads.’’ For what reason, indeed, would it be
logical to imagine that oil shortage would lead nations to nuclear struggle? Whether
any wars have occurred between major states for oil is debatable, though perhaps a
case can be made. What prospect has to do with Hubbert’s Curve is most obscure.
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I conclude with reference to some other intellectual issues that also relate to energy
policy.

1. There is need for some thought about the very meaning of ‘‘policy;’’ and its
relation to law and to public–private relationships. Black’s Law Dictionary
deWnes ‘‘public policy’’ as ‘‘broadly, principles and standards regarded by the
legislature or the courts as being of fundamental concern to the state and the
whole of society’’ (Garner 1999). For a political scientist, what is empirically
‘‘of fundamental concern to the state and the whole of society?’’ Moreover, the
dictionary continues quoting an authoritative source, to say, ‘‘The policy of
the law, or public policy, is a phrase of common use in estimating the validity
of contracts.’’ This issue entered natural gas industry politics in the 1980s
when some buyers found themselves committed to old contracts under
which, as it turned out, the prices they had to pay were well above the prices
at which they could sell.

2. The energy arena involves a good deal of reference to ‘‘the geopolitics of
energy.’’ That may demand new attention to its meaning in political science.
This terminology seems to have little or nothing to do with the concept of
geopolitics (systematic ability to predict political outcome because of location
of conXicting or cooperating parties) as it once existed in such work as that of
Halford J. Mackinder (1943) or even in the work of Harold Sprout and
Margaret Sprout (1965), who were senior Wgures in American political science
in the 1950s. But there is new thinking along these lines from the left as
expressed in the writing of Michael T. Klare (2001) and in research projects
such as that currently centered at the Baker Institute of Public Policy, Rice
University, which has a project on ‘‘The geopolitics of energy in northeast
Asia.’’8

3. On a global basis, it is important to recognize something else. While it is not
well analyzed in this chapter, or anywhere in political science to the author’s
knowledge, the energy industries could be described as some mix of oligarchy,
oligopoly, and oligopsony. The dominant roles are played by one or two large
governments, a small number of medium-sized governments, and the rest of
the world. One could repeat the previous sentence substituting the words
‘‘sellers’’ or ‘‘customers.’’
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c h a p t e r 4 4
...................................................................................................................................................

REFLECTIONS ON
POLICY ANALYSIS :

PUTTING IT TOGETHER
AGAIN

...................................................................................................................................................

rudolf klein
theodore r. marmor

Theattempt to pin down a chameleon concept like ‘‘public policy’’ tends all too often
to become an exercise in anatomy rather than physiology. The bones are there, right
down to joints of the little Wnger. They can even be put together, rather like an exhibit
in a natural history museum. But the creature itself, the sense of what drives it and
shapes its actions, remains elusive: a victim of the academic drive to taxonomize
everything in sight. To make this point is not to criticize the editors. Their strategy
accurately reXects the state of the Weld and the end product mirrors its diversity. As
Robert Goodin has put it in a diVerent context, ‘‘theorists are inveterate product-
diVerentiators’’ (Goodin 2000, 523). DiVerent disciplines, and diVerent sects within
disciplines have fought over the body of public policy, all seeking to impose their own
deWnitions of the subject and to patent their own analytic methodology. To set out
these varied and competing perspectives is in itself, a valuable pedagogic exercise but
risks analyzing the subject out of existence.
In what follows we shall argue for a theoretically less ambitious but (in our view)

practically more useful strategy. We deWne public policy quite simply. It is what
governments do and neglect to do. It is about politics, resolving (or at least attenu-
ating) conXicts about resources, rights, and morals. We sideline the issue of whether
policy analysis is about understanding or prescribing by claiming that no



prescription is worth the paper it is written on if it is not based on an understanding
of the world of policy making. If prescription (or advice to policy makers) is not
based on such a foundation of understanding, it will either mislead or fall on deaf
ears. In turn, understanding depends not just on seeing policy making as a strange
form of theater—with the analyst in the Wrst row of the stalls—but on trying to
capture the intentions of the authors of the drama, the techniques of the actors, and
the workings of the stage machinery. Empathy in the sense of capturing what drives
policy actors and entering into their assumptive worlds, is crucial. In adopting this
view we place ourselves unapologetically in the tradition of those who see policy
analysis as an art and craft, not as a science (to use Wildavsky’s 1979 terminology)

By assumptive worlds (Vickers 1965) we mean the ‘‘mental models’’ that ‘‘provide
both an interpretation of the environment and a prescription as to how that
environment should be structured’’ (Denzau and North 1994, 4). Policy actors have
theories about the causes of the problems that confront them. They have theories
about the appropriate solutions. To take an obvious example: poverty can be seen as
reXecting social factors outside the control of individuals or the result of individual
failings, and very diVerent policy responses follow depending on the initial diagnosis
made. There is additionally and importantly, a normative component to such mental
models. What counts as a problem depends once again on assumptions about the
nature of society and the proper role of government. Problems, as the constructivists
are the latest to remind us, are not givens but the product of social and political
perceptions. If AIDS is seen as a judgement of God punishing sinful behavior, then
governments will see this as a matter for the preacher, not for the politician. When
such mental model or assumptive worlds are tightly organized, and internally
consistent, then traditionally we tend to call them ideologies.

What other fundamental tools of understanding do we need to make sense of
what governments do? Parsimoniously, we would suggest only two. First, we need
an analysis of the institutions within which governments operate. In contrast to
much of the literature, we deWne ‘‘institutions’’ narrowly: the constitutional ar-
rangements within which governments operate, the rules of the game, and the
bureaucratic machinery at their disposal. Self-evidently the process of producing
public policy will be very diVerent in a country with a Westminster-type constitu-
tion and one with a US-type constitution with its multiple veto points. Second, we
need an analysis of the interests operating in the political arena: interests which
may be structured around either economic or social concerns (which may be either
self or other-regarding) and serve both to organize and articulate demands on
governments and to resist measures which are seen to be inimical by those
interests.

In what follows, we develop these notions. The Wrst section’s starting point is the
uncontentious proposition that what (democratic) governments do—that is, the
policies they advance and implement—reXect their larger concerns about gaining
(and maintaining) oYce and doing so legitimately. Uncontentious, even banal
though this proposition may appear to be, it is much ignored in the more rational-
istic conceptions of policy analysis. The second section argues that individual policy
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outputs need to be interpreted in the context of the overall policy portfolio. That is,
governments are almost always engaged in a complex balancing act, given that the
demands for policy action usually exceed the supply of the administrative, Wnancial,
and political resources required to meet them. The third section explores the
importance of taking the historical dimension into account when analysing public
policy. The fourth section examines the promise and perils of cross-national analysis,
and its role as a check on overdetermined national explanations of why governments
do what they do. As a Wnal coda, we brieXy restate the case for eclecticism in public
policy analysis.
Throughout we illustrate our arguments with examples drawn from history. And

even those examples which were contemporary with the writing of this chapter in
2004, will have become history by the time this chapter is read. Accordingly, where
appropriate, footnotes provide the necessary background information about the
events concerned.

1. The Double Imperative
.......................................................................................................................................................................................

To deWne public policy as what governments do may seem a rather simple-minded
opening gambit. In fact, much follows from it. It suggests that before analyzing the
genesis and life-cycle of speciWc policies—the focus of most of the public policy
literature—we should Wrst consider some of the larger concerns of governments: the
context in which speciWc policy decisions are taken and which helps to shape those
decisions. Two such concerns, we would suggest, underlie the actions of all govern-
ments (at least in Western-style liberal democracies.) The Wrst is to gain oYce and,
having done so, to maintain their own authority and the legitimacy of the political
system within which they operate. The second is to stay in oYce. We explore each of
these points in turn.
The authority of governments, and the legitimacy of political systems tends to be

taken for granted in the public policy literature. The centuries-old debate among
political philosophers about the nature of, and justiWcation for the exercise of
political power is left to another branch of the academic industry. And even the
more recent political science literature expressing worries about the decline of active
support for democratic regimes and engagement in civic participation (Putnam
2001)—as shown, for example, by the fall in voter turnout at election times—has
taken a long time to percolate into the academic analysis of public policies, particu-
larly the economistic variety, with some notable exceptions.
Do they, however, Wgure in the concerns of policy makers? It would be absurd to

suggest that presidents and prime ministers spend sleepless nights worrying explicitly
about how to maintain their authority and the legitimacy of the political system,
though occasionally there are spasms of interest in such notions as social capital.
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Indeed it can be argued that it may be in their self-interest to gain short-term
advantages for themselves—by deception or concealment—at the price of under-
mining conWdence in the system in the long term. Nevertheless, balancing such
incentives, concerns about legitimacy and authority are woven into the fabric of
policy making. If they are largely invisible, it is precisely because they are so much
part of normal routine. Before governments decide to act, they must Wrst determine
whether they are ‘‘entitled’’ to do so: whether a particular course of action conforms
to what governments are supposed to do. The fact that their interpretation may be
contestable does not detract from the importance of this policy Wlter. And when they
decide to act, they must establish that they are doing so in the right way: whether the
proposed policy conforms to contemporary understandings of the requirements of
the constitution and the law and whether their implementation has followed the
appropriate processes of consultation and legislation.

In short, policy making takes place in a framework of established conventions and
normative rules. Governments may at times attempt to stretch those conventions and
to sidestep those rules. But governments which are judged to act in an arbitrary
fashion, or which threaten the private sphere of the citizen, are rightly seen as
undermining the basis of their authority—whose maintenance depends on its exer-
cise conforming to the established rules and conventions. The point is obvious
enough. It is emphasized here only because it is so often forgotten—because taken
as ‘‘read’’—in the public policy literature.

There is a further point to note. The legitimacy of any political system depends on
its ability to ensure the stability of the social order, as Hobbes (among many others)
observed a long time ago. Not only must governments, if they are to justify their
authority, be able to defend the state against external enemies. They must also be able
to maintain social cohesion at least in the minimal sense of maintaining law and
order and protecting the vulnerable. How best to maintain law and order is, of
course, another matter, involving disputes about the criteria to be used in framing
and judging policies (to which we return later). For example, does it simply require
eYcient policing and capacious prisons, or does it mean social engineering designed
to deal with the sources of crime, disorder, or disaVection? Governments with
diVerent assumptive worlds will give diVerent answers to such questions. But
however interpreted, the maintenance of social cohesion is surely a fundamental
concern of all governments which not only shapes individual policies but also the
priorities within any list of candidate policies. And what is more, the apparent
responsiveness to these concerns is electorally important in all liberal democracies.
Governments face evaluation not only for what they in fact deliver, but whether they
do so in ways various publics regard as legitimate.

The other obvious concern of governments once in oYce, is to keep themselves
there: to secure their own re-election. From this perspective, the production of public
policy can be seen as an exercise in maximizing their chances of winning oYce
(Downs 1957). This raises both analytical and normative issues. Normatively, the
notion that politicians design their policies (and more often still, the presentation of
those policies) in order to win votes prompts criticism. It is often seen as an abuse of
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politics: a misuse of political authority/power. It can suggest bad faith, manipulative
cynicism, and the deceptive use of power (Goodin 1980). Far be it for us to suggest
that politicians do not engage in manipulation: there is no shortage of examples of
‘‘spin,’’ of misrepresentation of the evidence, and of the selective use of data by
governments. There are few better examples in recent history than the case made in
2003 by the United States and British governments for invading Iraq: Subsequently
no evidence was found to justify the claim that Iraq had the capacity to use weapons
of mass destruction (Butler 2004; Woodward 2004). It also provides a warning:
whatever the motives that drove Bush and Blair, their policies were not simple
exercises in vote maximization (and if so, they turned out to be a massive miscalcu-
lation). But, if we change the wording—if instead of talking about vote chasing, we
substitute the assertion that in a democracy politicians should be sensitive and
responsive to public concerns—we will get approving nods. Politicians are not
necessarily or exclusively vote maximizers. They may, for example, be maximizers
of moral rectitude (or history book reputation).
Moving one step further, let us take a slightly weaker but more realistic deWnition

of the political imperative from which somewhat diVerent normative conclusions
follow. If we assume that one of the tests applied to the production of public policies
by governments is their acceptability, then we may conclude that this is a perfectly
legitimate concern. Not only are governments that produce policies unacceptable to
the public less likely to be re-elected. They will also be condemned as foolish or
authoritarian, on the grounds that unacceptable policies will also be either not
implementable or in breach of the conventions that delineate the proper role of
government (or both). The introduction in the 1980s of the poll tax by Mrs That-
cher’s government in Britain would be one example of producing an unacceptable
policy that was roundly (and plausibly) condemned and subsequently abandoned;1
the US example of the repeal of catastrophic coverage for Medicare in the late 1980s is
more complicated. It was in fact a perfectly sensible policy that was widely misun-
derstood as unfair (Oberlander 2003).2

1 After decades of discussion about reforming Britain’s system for funding local government—a
mixture of property taxes and central government grants—the government of Mrs Thatcher decided
to replace the former by a poll tax, as from 1988. The decision was widely criticized, led to sometimes
violent demonstrations, and prompted widespread evasion. While 8 million people gained as a result of
the switch from property taxes to the poll tax, 27 million lost. As one of Mrs Thatcher’s ministers
subsequently commented: ‘‘It was fundamentally Xawed and politically incredible. I guess it was the
single most unpopular policy any government has introduced since the War’’ (quoted in the classic
account of this episode: Butler, Adonis, and Travers 1994, 1). The poll tax Wasco greatly weakened Mrs
Thatcher’s position and contributed to her subsequent downfall, and her successor’s government
promptly dropped the poll tax.
2 The legislation to add catastrophic health insurance and outpatient prescription drug coverage to

Medicare in 1987–8 was and is regarded as a debacle. The legislation, repealed within a year, addressed
two serious problems, but was Wnanced exclusively by increased premiums on beneWciaries, which in
turn was neither explained nor justiWed well by the Reagan administration and the reform’s defenders in
Congress. In a memorable incident, the then chairman of the House Ways and Means Committee,
Congressman Dan Rostenkowski, was pelted with tomatoes by older constituents in Chicago who were
outraged by this unorthodox form of Wnancing a social insurance program. The obvious truth was that
while the program had merit, the Wnancing means were genuinely a surprise, not well defended, and
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There is a Wne borderline between on the one hand, the investment of political
capital and the use of rhetoric in persuading the public of the necessity and desirability
of policies—in rallying support andmaking them acceptable, in other words—and on
the other hand, manipulative cynicism in their presentation. We praise the former as
political leadership—only consider Churchill’s use of rhetoric in rallying the British
people in the dark days of 1940 or Roosevelt’s defense of the Lend-Lease policy—while
condemning the latter. Modeling governments as prudential, self-regarding actors
does not, therefore, capture the complexity of the real world of public policy. It leaves
unexplained, for example, why governments take policy decisions that will only
beneWt their successors. It also creates a puzzle: why do governments address moral
or ethical issues which at best are neutral in their impact on voting behavior or at
worst may turn out to be stirring up an angry hornet’s nest of opposition?

The case of pension policy in the opening years of the twenty-Wrst century
illustrates the Wrst point. Across most OECD countries governments were anxiously
addressing the problem of aging populations and the expected (and often exagger-
ated) burden of meeting the consequent pensions’ bill. In doing so, they were looking
twenty and more years ahead. Why did they do so when, on the face of it, they had
little to gain by such a strategy? After all, no government in oYce in 2000would have
to answer to the electorate of 2030. One reason may of course be that they were using
the future as a pretext for pursuing present reform proposals (such as further pension
privatization) which otherwise might be regarded as unacceptable.3 Ideology is there
for sure but so is serving their friends in the Wnance community. This is a fully
defensible interpretation of the Bush administration’s embrace of social security
pension reform as required by the feared insolvency that population aging fore-
shadows. The argumentative structure and rhetoric is familiar: actuarial forecasts
project increasing pension claims and assuming no change in beneWts or contribu-
tions, ‘‘bankruptcy’’ at some future date is a mathematical certainty. The fact that
‘‘trust fund’’ language originally was meant to communicate political commitment is
lost. Instead, the analogy to private trust funds which can go broke, becomes a
contemporary source of public fearfulness (Marmor 2004).

However, even conceding this explanation, invoking the interests of yet to be born
voters can be seen (like hypocrisy) as the tribute paid by vice to virtue. Governments
rightly presume that they are expected to take a long-term view and the fact that
policy makers feel obliged to invoke this justiWcation for their policies illustrates the
extent to which public policy is shaped by such normative considerations. Which is
not to argue, of course, that governments invariably (or even usually) examine the
long-term implications of their policies: witness, for example, the problem of nuclear

especially vulnerable to the claim that they had not been legitimized by broad public discussion and
understanding.

3 There is no question that President Bush was hesitant about direct criticism of the US social
insurance pension programs. The use of spectres of an aging America was a vehicle for prompting
present adjustments in the name of necessity. The change he proposed—using social insurance contri-
butions for investments in individual risk-bearing accounts—was deeply controversial within the policy
analytic community, but ampliWed rather than ridiculed by the media.
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waste that will remain radioactive for generations. Rhetorical long-sightedness can sit
alongside policy myopia.
Again, the self-image of policy actors—who want to be seen to be following certain

ideal types of behavior—seems to be at least as important as their narrow self-interest
when it comes to ethical and moral issues. Only consider President Clinton’s ill-fated
decision at the very outset of his presidency about how to treat homosexuality in the
American armed services. In February 1993, his very Wrst presidential decision on
defense matters was to propose that the US military change its long-standing
objections to having homosexuals in the services. The presidential suggestion pro-
voked sharp criticism within the military, enthusiastic support from the organized
homosexual community, and derision among the chattering classes for its timing,
content, and presumed insensitivity to military norms. In terms of self-seeking
political behavior this made no sense, as quickly became apparent. But it did make
sense in terms of the president’s sense of what was right and appropriate in terms of
his self-image as a progressive liberal. (It also made Clinton the recipient of substan-
tial Wnancial support from the gay community, which is comparatively rich, ready to
spend, and politically active.4)
The same point could be made about many other governmental ‘‘policy outputs.’’

In the case of the UK, for example, successive governments have resisted attempts to
restore capital punishment, even though survey evidence suggests that bringing back
the hangman would earn them applause from a majority of the population and the
tabloids. However, not only would such a move bring them condemnation from the
liberal establishment and the broadsheets. But for many legislators opposition to the
death penalty is a core value which they are prepared to put before majoritarianism.
The 2003 controversy over the religious symbolism of attire in French schools—with
the state forbidding the wearing of headscarves—obviously involved ideals of secular
republicanism as well as prejudice against Islamic fundamentalism. In short, policy
actors have moral constituencies, as well as constituencies of material interest, and
follow moral imperatives. It is not unknown for policy actors to congratulate them-
selves on pursuing unpopular policies for what they consider right. Invoking consid-
erations of moral rectitude earns points in this world as well as (possibly) the next.
And any convincing analysis of their assumptive worlds must take this into account.

2. The Policy Portfolio
.......................................................................................................................................................................................

Analyzing the genesis, development, and implementation of individual policies is
misleading to the extent that it misses out on an important characteristic of public

4 The Clinton suggestion ended up with what came to be known as the ‘‘don’t ask, don’t tell’’ policy.
While not what President Clinton called for, this operational policy has no doubt changed military
norms substantially.
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policy making. This is that demands for public action tend to exceed any govern-
ment’s capacity to supply policy responses. The portfolio of policies that eventually
emerges therefore is the product of a complex process of bargaining, negotiation, and
political calculation. On the one hand, there is competition between and among
interest groups and departments pressing for action on their concerns. Governments
are not unitary actors, although for convenience we refer to them as a collectivity in
the text (Allison 1971; Allison and Zelikow 1999). Cabinet ministers with diVerent and
sometimes conXicting priorities jostle for space in the legislative program. On the
one hand, there are judgements about where the investment of administrative
capacity and political capital will yield the largest returns—judgements which are
Wltered through the lenses of the ‘‘mental models’’ of the policy actors whose interests
will be aVected. In short, the launch of a policy may reXect as much the desire to have
a ‘‘balanced portfolio’’ (whether in terms of maintaining the legitimacy of the
government or in terms of political expediency) as factors intrinsic to the speciWc
policy arena.

The heterogeneity of such a policy portfolio is illustrated by both the British data
in Appendix 44.1 and the American counterpart in Appendix 44.2. The Wrst sum-
marizes the Queen’s speech delivered to the UK Parliament in November 2003,
outlining the British government’s legislative program for the next year. The US
example summarizes the State of the Union speech given by President Bush to the
Congress in January 2004. Both examples should be seen as illustrative, not repre-
sentative. The contents of these two speeches are time speciWc. Under diVerent
governments, at diVerent stages in the life-cycle of any administration and in a
diVerent global environment, they could have been very diVerent. Our concern
here, however, is not so much with the details of the policies involved—which are
only discussed to the extent that they need to be comprehensible to the reader—but
with the overall style and shape of such policy portfolios at one particular historical
moment.

Even the long laundry list that is the 2003 Queen’s speech greatly understates the
extent and variety of British public policy ‘‘outputs’’ in any given year. Most import-
antly, it excludes Wscal policies: decisions by the Chancellor of the Exchequer about
the level of spending on speciWc programs and the design of the system of taxes and
beneWts. And it cannot include, by deWnition, government policies—whether ad-
ministrative, legislative, or judicial—prompted by the outbreak of an epidemic, a
natural disaster, or an external threat.

Immediately striking is the prominence in this particular portfolio of what might
be called social stability concerns. These included: tightening up the appeal system in
asylum cases, working towards the introduction of national identity cards, and
modernizing the lawandsystemforprotectingwomenandchildren.All threeexamples
can be understood as public policy in the responsive mode, reacting to external events
andperhaps evenmore importantly, topublic perceptions of those events. The tighten-
ing up of the appeals system and the incremental development of identity cards can
both be seen as part of a strategy for reassuring the public that the government was
acting to stop the UK from being Xooded by fraudulent asylum seekers and illegal
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immigrants. These were concerns with high political salience that had attracted much
attention in the media in the UK, as in many other European countries. The improve-
ment of services for protecting children was again a response to an issue with a high
public and media proWle: a series of appalling cases of child abuse had revealed great
shortcomings in the existing system of surveillance and protection.
All three examples also, however, underline the importance of distinguishing

between why a particular issue makes it onto the agenda for action and how it is
then translated into a speciWc public policy measure. In all three cases, the govern-
ment’s decision to respond to public worries could be interpreted either as (three
cheers) a demonstration of its sensitivity to public concerns or (boos) as a cynical
political maneuver designed to prevent the opposition from exploiting these issues.
But all three cases had long histories. The UK system for processing asylum seekers
had long been recognized as a shambles (not least because of the hardships inXicted
on genuine cases). What is more, previous attempts to improve it had produced
meager results. The introduction of identity cards had been debated since at least the
1960s, though the debate was given new impetus after 2000 by both developments in
technology and increasing concern (whether justiWed or not) about illegal immigra-
tion. Child protection had been an ongoing worry, with recurring scandals despite a
succession of attempts to improve the system, for at least as long. As this historical
example shows, a raised sensitivity to public concerns (or pejoratively, political
expediency) opened the window for the various government agencies who had
long been working on these problems to get their ideas onto the agenda for action
(Kingdon 1995). The speciWc measures that eventually emerged reXect as much
bureaucratic bargaining and negotiation, organizational routines, and notions of
administrative feasibility, as political-electoral considerations. The factors that inXu-
ence the timing of public policy do not necessarily determine the contents.
There are some other points to note about this particular British policy portfolio.

First, little of the proposed legislation involved classic pressure group activity. Like
the three examples already discussed, most of the initiatives represented a response to
diVuse public concerns rather than to demands from organized interest groups
(though in the case of pension reform the government was involved in tough
negotiations with employers, the insurance industry, and the trade unions when it
came to the details of the legislation). Second, much of it represented the incremental
processes of government rather than policy innovation: for example, the proposals to
make the planning system faster and to improve traYc Xows—a reminder that public
policy is as much drudgery as drama, a constant process of tinkering and repairing.
The small print of public policy (we all care about traYc Xows) matters if govern-
ments want to demonstrate their competence in dealing with the day-to-day con-
cerns of their citizens. Most of public policy is as boring as darning old socks. Third,
policy may represent a moral commitment, which has little or nothing to do with
political expediency. The proposed legislation to allow the registration of civil
partnerships between same-sex couples is a case in point. This was symbolism not
as a substitute for action but as a signal that the government’s heart was in the right
place: that it was a liberal, progressive administration. In this sense, it was an
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important part of a balanced portfolio, a rebuttal of the charges of authoritarianism
prompted by some of the Blair government’s law and order policies.

Quite diVerent in kind was one of the most contentious measures in the 2004
Queen’s speech: reform of the House of Lords. Here the Wssures were as much within
the governing Labour Party as between the Labour Party and the Conservative
opposition. In the case of the House of Lords, there was cross-party agreement
that the hereditary element should be eliminated. But divisions existed within all
parties about how the new composition of the second chamber should be deter-
mined, whether by election or nomination: a series of votes in the House of
Commons on various options had failed to produce a consensus about the compos-
ition. This, then, can be seen as an example of a government being able to exploit
confusion and disagreement to impose its own preferred option: a second chamber
appointed by an independent commission, its party composition reXecting voting
patterns. It was an unusual and rare form of public policy making worth noting,
however, for demonstrating the diYculty of classifying and anatomizing the variety
of activities that go under that label.

The State of the Union speech, given 20 January 2004, set out President Bush’s
legislative aims for 2004 and beyond. The contents of the list range from announcing
broad policy aims to proposing legislative action: It is the breadth of the range—and
the loose connection to likely legislative action—that most sharply distinguishes the
American practice from that of parliamentary leaders like Blair.

Yet, the similarities of the two forms are striking. The Bush speech oVered to its
audience just the kind of ‘‘balanced portfolio’’ presented to the Commons. In other
words, within the heterogeneous legislative proposals and public policy concerns
there were a parallel mix of appeals. For example, all of the funding proposals were
incremental, with Xourishes about ‘‘doubling’’ eVorts to encourage sexual abstinence
and to make the world safer for democracy, free markets, and free speech. Evident as
well were the responses to what we have characterized as diVuse concerns about
social stability. So, we Wnd aspirational gestures towards such diYcult subjects as
how to control medical inXation with policies as weakly connected to the purpose as
tax subsidies for catastrophic plans. Likewise, there was top billing for concerns about
terrorism, however uncertain the connection between means and ends. And Wnally,
the speech appealed for support of two very controversial legislative actions: the re-
enactment of the Patriot Act (and its attendant conXict with civil liberties) as well
as the proposal for a temporary workers program (which excites the ire of the labor
movement). Very few of the American proposals looked like simple responses to
classic pressure group demands. Or put another way, the language suggested
responsiveness to diVuse rather than concentrated organizational concerns.

Institutional structures and the policy context of the moment explain much of the
remaining diVerences between our two illustrations. The most obvious feature of the
Bush laundry list is its aspirational character, not its predictive accuracy. In the US
system of government, the general rule is that administration proposes, but the
Congress disposes. And what the Congress does is not usually decided by general
elections, as it is in parliamentary regimes. There is no necessary policy majority in
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the Congress even when controlled by one party, as it was in 2004. As a result, no one
could have said with any certainty in January of 2004 whether any of the actions
President Bush proposed would become law that year. In the event, the worsening
circumstances in Iraq during the spring and summer of 2004 rendered the president’s
inXuence in the Congress less decisive. The electoral context increasingly made the
Democrats unwilling to cooperate and Wssures within the Republican congressional
majority made legislative majorities harder to construct.
This brings us back to the most general conclusion of this section: namely, that it is

very diYcult to classify (or anatomize) public policy. What counts as an issue, or
what similar ‘‘issues’’ evoke, depends, as we have argued, on context, which in turn is
Wltered through the mental models of actors and audiences. So, for instance, the
salience of immigration reform in the UK is not reXected in the modest reference by
the Bush administration to a temporary worker program. In 2004, immigration had
priority on the policy agendas of the EU generally, reXecting domestic conXict over
amnesty programs, EU worker mobility policies, and claims of foreigner ‘‘misuse’’ of
welfare state programs. Nothing of that kind is evident in the US document, and the
reason is largely institutional rather than ideological. American federalism shapes
welfare state disputes in the USA so that conXicts over access to medical care
programs (like Medicaid) or educational expenses of newcomers (local and state
funding issues) are channeled away from national debates. The same range of
sentiments that excited debate in the UK during the Wrst years of the twenty-Wrst
century did appear in the USA, but not during those years, on the national agenda.
California enacted measures limiting the access to social programs by foreign, largely
Mexican workers; Texas confronted cross-border concerns in state legislation. And at
the national level, the federal Immigration and Naturalization Service increasingly
used helicopters to interdict workers crossing deserts and rivers to enter the south-
west. But the ‘‘face’’ of immigration policy looked diVerent across the Atlantic, which
illustrates our classiWcatory caution.

3. The Historical Dimension
.......................................................................................................................................................................................

Much is made in the literature of path dependency, variously deWned. At one level
this is simply another way of describing the incremental, adaptive nature of much
policy making: that (as we have seen in our case study) public policy consists to a
large extent of patching and repairing, building on and learning from experience
(Heclo 1974). Again, the fact that policy makers faced with a new problem tend to
draw on an established repertory of tools reinforces the bias of public policy against
radical innovation, as does dependence on existing organizations for delivery. Initial
policy reactions to AIDS were a case in point (Fox, Day, and Klein 1989). More
narrowly and rigorously, path dependency is seen as Xowing from the structure of
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interests created by policy (Tuohy 1999; Hacker 2002). Decisions taken at point A in
time entrench—sometimes indeed create—interests that come to constrain decisions
at point B. Either way, what is interesting and appears to call for explanation is the
rare occasion when public policy takes a new turn, whether successfully or not, rather
than the sock-darning dimension of public policy.

So history matters. But we would suggest, it matters in a more profound sense still.
Not only are policy makers obliged to work within the context of inherited institu-
tions—constitutional arrangements and conventions and the administrative ma-
chinery of government—as well as the structure of interests created by previous
policies, as noted. But their world of ideas is also the product of history. This is so in a
double sense. On the one hand, their notions are likely to be shaped by early
experience and the culture of their time, as with all of us. On the other hand, they
are likely to use history (or rather their own interpretation of it) as a quarry for policy
exemplars or warnings.

From this wider perspective, history can be used to explain change and divergence
from existing paths as well as continuity. Consider, for example, the generation of
politicians who grew to maturity in the years of slump and mass unemployment
of the 1920s and 1930s. The experience persuaded even those in the middle of the
political spectrum (Roosevelt in the USA; Macmillan in the UK) to adopt radical
social and economic policies. And to underline the importance of ideas, they could
draw on Keynesian theory to justify their policies. In short, there was not only a
change in what was considered politically important but also in what was considered
to be possible in practice. The converse applies to the next generation, who grew up
in a period of unprecedented economic growth and full employment. They proved,
when in power, less sensitive to unemployment statistics. And again, they could turn
for justiWcation to the new economic paradigm (Hall 1993) which challenged Keynes-
ian notions by arguing that there was a natural rate of unemployment about which
governments could do little and only at the risk of fueling inXation.

What matters in all this, of course, is not history as written in academic textbooks
but the interpretations put on it by policy makers: the lessons they choose to
draw from the past (Neustadt and May 1988). So, for example, the nebulous
Third Way as espoused by Clinton and Blair in the 1990s—the latest in a long line
of attempts to Wnd a middle way (Macmillan 1938)—cannot be understood without
taking into account their diagnosis of the mistakes made by their predecessors as
party leaders. The interpretation of history need not be correct. Some disastrous
policy decisions have Xown from the misapplication of supposed historical lessons,
largely as a result of mis-specifying the similarity between past and present situations.
The conclusion that it never pays to appease dictators drawn from the abject
surrender of the Western powers to Hitler at Munich in 1938, plus the equation of
Nasser with Hitler, was used to justify Britain’s disastrous Suez adventure in 1956.
And Bush’s initiation of the 2003 Iraq War may also, in part at least, have reXected a
misreading of history. Bush’s Iraq policy appeared to some a reaction against
his father’s ‘‘failure’’ to topple Saddam. Whatever the president’s motives, the
justiWcations oVered—that weapons of mass destruction in the hands of a dictator
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will be used and therefore must be ‘‘taken out’’ preventively—relied on historical
claims. In another sense, the Iraq policy was an earlier conviction searching for an
occasion, a commitment to get rid of Saddam by oYcials from Bush I’s presidency
acted upon in Bush II’s administration (Woodward 2002, 2004; Dean 2004).
Particular readings of history may also persuade policy makers to diverge from the

trodden path. Policy change is not only the result of windows of opportunity
suddenly opening as the result of some upheaval in the economic or political
environment. Policy change itself may open such windows by demonstrating that
the previously unthinkable has become doable. A case in point is the repudiation in
the 1980s by Mrs Thatcher of the assumption shaping the policies of all post-1945
British governments that they needed the cooperation of the trade union movement
to manage the economy. Instead, she was prepared to confront and Wght the unions
(Young 1989). The skies did not fall in. And Tony Blair, as Labour Prime Minister,
shaped his policies accordingly, largely sidelining the unions when he took oYce in
1997 and making a political virtue of his independence of them.
The Bush II 2004 administration’s approach to old-age and retirement policy

illustrated similar risk taking. By suggesting that what Americans call social security
retirement pensions should be partially privatized, President Bush repeatedly risked
identiWcation as an enemy of a public policy ‘‘sacred cow.’’ The cliché has been that
‘‘social security is the third rail of American politics, electrocuting all those who
touch it.’’ Yet, throughout his administration’s Wrst term, Bush called for private,
individual pension accounts funded by a proportion of the compulsory ‘‘contribu-
tions’’ that all Americans pay. This innovation, the president claimed, was the
right response to the Wscal strains the aging American society faces. Leaving aside
the merits of this view—which are few if any—this bold rhetoric in presidential
speeches and proposals did not provoke the public condemnation pundits antici-
pated on the basis of social security’s status as a supposed ‘‘sacred cow.’’ In turn, the
rhetoric emboldened the interest groups who would gain Wnancially if the American
government required some share of social insurance taxes to be invested in the stock
and bond markets. As a result, the presidential election of 2004 was replete with
references to the diVerences between the traditional defense of social insurance
(largely by Democrats) and the call for private individual accounts (largely by
Republicans).
Innovation occurs, but not as commonly as appeals to its possibility (Baumgartner

and Jones 1993, 2002). Nonetheless, without history there can therefore be no
understanding of public policy. And without history there can also be no realistic
evaluation of public policy. For if evaluation does not take into account what policy
makers were trying to achieve, if the criteria used in judging the success or otherwise
of policies are those of the evaluator rather than those of the originator, the result will
at best yield a very partial, perhaps anachronistic verdict. By this we do not claim a
historical monopoly on either the understandings or the evaluation of public policy.
But we do connect our insistence on the explanatory importance of the assumptive
world of policy actors with the truism that all our assumptions incorporate historical
understandings, both biographical and cultural.
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4. The Comparative Dimension
.......................................................................................................................................................................................

This chapter has so far emphasized the importance of context—institutional, ideo-
logical, and historical—in the understanding of policy making in modern polities.
Here we turn to another important way to understand and to evaluate policy
making: namely, the use of cross-national policy studies. There is little doubt such
work has mushroomed in recent decades, partly no doubt, because of technological
innovations that have speeded up the transfer of information about what is happen-
ing abroad. Indeed, none of us can escape the ‘‘bombardment of information about
what is happening in other countries’’ (Klein 1995). The pressing question, however,
is whether this informational dispersion is a help or a hindrance to understanding
what governments do and why.

There are at least three obvious ways in which policy analysis might be improved
by cross-national understanding. One is simply to deWne more clearly what is on the
policy agenda by reference to quite similar or quite diVerent formulations elsewhere.
The more similar the problems or policy responses, the more likely one can portray
the nuanced formulations of any particular country. The more dissimilar, the more
striking the contrast with what one takes for granted in one’s own policy setting. This
is the gift of perspective, which may or may not bring with it explanatory insight or
lesson drawing. A second approach is to use cross-national enquiry to check on the
adequacy of nation-speciWc accounts. Let’s call that a defense against explanatory
provincialism. What precedes policy making in country A includes many things—
from legacies of past policy to institutional and temporal features that ‘‘seem’’
decisive. How is one to know how decisive as opposed to simply present? One answer
is to look for similar outcomes elsewhere where some of those factors are missing or
conWgured diVerently. Another is to look for a similar conWguration of precedents
without a comparable outcome. A third and still diVerent approach is to treat cross-
national experience as quasi-experiments. Here one hopes to draw lessons about why
some policies seem promising and doable, promising and impossible, or doable but
not promising. All of these approaches appear in the comparative literature. And
with the growth of such writing, one senses an optimism about the possible
improvement of comparative learning and lesson drawing. But is the optimism
justiWed? That question is what interests us here.

The interest, however, is not in addressing the broad topic of the promise and
perils of cross-national policy studies (Klein 1991; Marmor, Okma, and Freeman
2005). Rather, it is to oVer some illustrations of how comparative understanding can
advance the art and craft of policy analysis. This requires some examples of each of
these approaches, positive or negative. A useful starting point would be to take a
misleading cross-national generalization that upon reXection, helps to clarify diVer-
ences in how policy problems are in fact posed. A 1995 article on European health
reform claimed that ‘‘countries everywhere are reforming their health systems.’’ It
went on to assert that ‘‘what is remarkable about this global movement is that both
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the diagnosis of the problems and the prescription for them are virtually the same in
all health care systems’’ (Hunter 1995). These globalist claims, it turns out, were
mistaken (Jacobs 1998; Marmor 1999). But the process of specifying exactly what
counts as health care problems—whether of cost control, of poor quality, or of
fragmented organization of services—is helpful. The comparative approach Wrst
refutes the generalization, but it also enriches what any one analyst portrays as
national ‘‘problems.’’ So, for instance, the British health policy researcher coming
to investigate Oregon’s experiment in rationing would have soon discovered that it
was neither restrictive in practice nor a major cost control remedy in the decade
1990–2000 (Jacobs, Marmor, and Oberlander 1999).
OVering new perspectives on problems and making factual adjustments in na-

tional portraits are not to be treated as trivial tasks. They are what apprentice policy
craftsmen and -women might well spend a good deal of time perfecting. That is
because all too many comparative studies are in fact caricatures rather than charac-
terizations of policies in action. A striking illustration of that problem is the 2000
World Health Organization (WHO) report on how one might rank health systems
across the globe. Not only was the ambition itself grandiose, but the execution of it
would be best regarded as ridiculous (Williams 2001). The WHO posed Wve good
questions about how health systems work: are they fair, responsive, eYcient, and so
on. But they answered those questions without the faintest attention to the diYcul-
ties of describing responsiveness or fairness or eYciency in some universalistic
manner. What’s more, they used as partial evidence the distant opinions of Gen-
eva-based medical personnel to ‘‘verify’’ what takes place in Australia, Oman, or
Canada. With comparativists like that, one can easily understand why some funders
of research regard comparative policy studies as excuses for boondoggles. But
mistakes should not drive out the impulse for improvement.5
The most commonly cited advantage of comparative studies, however, is as an

antidote to explanatory provincialism. Once again, a health policy example provides
a good illustration of how and how not to proceed. There are those in North America
who regard universal health insurance as incompatible with American values. They
rest their case in part on the belief that Canada enacted health insurance and the USA
has not because North American values are sharply diVerent. In short, these compar-
ativists attribute a diVerent outcome to a diVerent political culture in the USA. In

5 There are, of course, other interpretations of the WHO action, however unreliable the precise
evaluations of national performance. One such interpretation, oVered by one of the Handbook’s editors,
is that the ranking of countries on the basis of specious data surely would provoke local political interest
in gathering and presenting more reliable data about health across the globe. In the case of Australia for
instance, the civil servant in charge of the federal health department did in fact challenge the WHO
report; in other capitals outrage did lead to condemnation and the provision of counter-evidence. This
was certainly one result of the exercise, and there is reason to believe this aim was in the mind of the
WHO study director, Murray. One of this chapter’s authors confronted Murray in London during the
spring of 2001 at a conference with the inaccuracies and absurdities of this ranking. Murray responded by
invoking the experience of national income accounts. No one, he said, thought GDP measured income
perfectly or did so correctly at the outset. But Murray went on to add, ‘‘we would not want to go back on
GDP measures, would we?’’ The notion that producing junk science energizes better science may have
some empirical backing, but it is the weakest possible defense of any particular, Xawed study.
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fact, the values of Canada and the United States, while not identical, are quite similar.
Canada’s distribution of values is closer to that of the United States than any other
modern, rich democracy. Like siblings, diVerences are there. In fact, the value
similarities between British Columbia and Washington state are greater than those
between either of those jurisdictions and, say, New Brunswick or New Hampshire
along the North American east coast. Similar values are compatible with diVerent
outcomes, which in turn draw one’s attention to other institutional and strategic
factors that distinguish Canadian from American experience with Wnancing health
care (Maioni 1998; White 1995). One can imagine multiplying examples of such
cautionary lessons, but the important point is simply that the lessons are unavailable
from national histories alone.

The third category of work is not so directly relevant to our enquiry. But it is worth
noting that drawing lessons from the policy experience of other nations is what
supports a good deal of the comparative analysis available. The international organ-
izations have this as part of their rationale. WHO, as noted, is Wrmly in the business
of selling ‘‘best practices.’’ The OECD regularly produces extensive, hard to gather,
statistical portraits of programs as diverse as disability and pensions, trade Xows and
the movement of professionals, educational levels, and health expenditures. No one
can avoid using these eVorts, if only because the task of discovering ‘‘the facts’’ in a
number of countries is daunting indeed. But the portraiture that emerges requires its
own craft review. Does what Germany spends on spas count as health expenditures
under public regulation or should it, as with the United States be categorized
diVerently? The same words do not mean the same things. And diVerent words
may denote similar phenomena. For now, it is enough to note that learning about the
experience of other nations is a precondition for learning from them. A number of
comparative studies fail on the Wrst count and thus necessarily on the second. On the
other hand, if one were to look for exemplary instances of cross-national learning,
one would turn quite quickly to Japan, Taiwan, and Korea. All have sent Wrst-rate
civil servants abroad to Wnd promising models, have worried about the barriers to
transplantation, and have when using these apparent models, worked carefully on
issues of adaptation, transformation, and implementation.

5. The Case for Eclecticism
.......................................................................................................................................................................................

One reaction to our chapter may well be to dismiss it as an exercise in trying to have it
all ways: eclecticism as a substitute for intellectual rigor. However, we make no
apology for this. In practice, no public policy analyst can use all the tools of the
trade all the time: a rational choice analyst in themorning, a psycho-biographer in the
afternoon, a historian in the evening, and a political theorist in the hours when sleep
does not come. However, our contention throughout has been that the attempt to
draw on all these disciplines is essential. Trying to understand and explain public
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policy as awhole—making sense of what governments do, rather than analysing speciWc
election results or policy outputs—has to be in our view, an exercise in synthesis.
The point can be simply illustrated, bringing together many of the issues previ-

ously discussed. Central to most public policy analysis (including our own) is the
notion of self-interest. We invoke the self-interest of politicians in getting elected and
staying in oYce. We invoke the self-interest of lobbies in pressing for their share of
pork or in pursuit of some ideology. Yet as Thomas Macaulay (cited in Wildavsky
1994, 155) pointed out some 150 years ago in his critique of utilitarianism:

One man cuts his father’s throat to get possession of his old clothes; another hazards his own
life to save that of an enemy. One man volunteers on a forlorn hope; another is drummed out
of a regiment for cowardice. Each of these men has no doubt acted from self-interest. But we
gain nothing from knowing this, except the pleasure, if it be one, of multiplying useless words.

In short, much of public policy analysis involves giving meaning to what, in the
absence of background knowledge, is indeed an empty word. How people deWne
their self-interest (their assumptive worlds) depends on culture and history. How
people in turn, act to further that self-interest will depend on the institutions within
which they operate. And the deWnitions, and the way in which they are translated
into practice, will vary and evolve over time as the intellectual, social, and economic
environment changes. So, for example, no one can understand the evolving history of
Britain’s National Health Service (Klein 2001) without taking into account the
changing environment in which it operates.
In summary then, we have argued that no sensible understanding of what liberal

democratic governments should do, have done, or will do is possible without
attention to the realities of oYce seeking and oYce keeping, and how those realities
are perceived by those involved. This theme—stunningly obvious in one sense—is
nonetheless all too frequently ignored. The history of eVorts to make the analysis of
public policy more scientiWc, rigorous, and thereby more helpful for policy devel-
opment is a fascinating (and controversial) one, but has not been our concern here.
Rather our contribution is to insist that whatever technical improvements are
possible—in polling accuracy, in economic modeling, in the simulation of policy
options, and so on—it remains essential to emphasize the centrality of the most basic
features of governmental policy making in democratic polities. These, we have
suggested, include the need to maintain regime legitimacy, the competitive struggle
to achieve (and keep) oYce, and the search for a balanced policy portfolio.
Beyond that we have emphasized the importance of understanding the constella-

tion of ideas, institutions, and interests that converge in any policy activity. Here the
focus is, as argued above, on how historical evidence—and evidence about history—
shapes the options available to policy makers, their understanding of the material
(and other) interests at stake, and their interpretation of what contemporary audi-
ences will make of their ideas. Throughout we have illustrated our claims about
historical understanding by citing examples that appear to tell an apt illustrative
story—in line with our contention that the analysis of public policy, like policy
making itself is an exercise in persuasion (Majone 1989). Hence the importance of
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examining critically the rhetoric of persuasion used by both policy makers and public
policy analysts.

The discussion of comparative policy emphasizes still another element in the art
and craft of policy analysis. Comparing formulations of policy problems across
national borders illustrated the degree to which the mental worlds of actors are
shaped by their distinctive historical understandings and the ideas that stakeholders
in particular settings take for granted, as well as being a protection against explana-
tory provincialism. Finally, we note the complexities of evaluating public policy
making once the perspectives of policy makers are taken as central to understanding
their options and choices. Put another way, an appreciation of what policy makers
believe they are doing is a necessary—albeit far from suYcient—condition for
understanding and evaluating their actions.

APPENDIX 44 .1 THE QUEEN’S SPEECH,

NOVEMBER 2004

THE UK GOVERNMENT’S LEGISLATIVE PROGRAMME
.......................................................................................................................................................................................

The Queen’s speech announced the following planned legislation, for the 2004/5 session of
Parliament. The bills announced would:

. Enable young people to people to beneWt from higher education and abolish up-front
tuition fees.

. Encourage employers to provide good-quality pensions and individuals to save for
retirement, and set up a Pension Protection Fund to protect people when companies
become insolvent.

. Allow registration of civil partnerships between same-sex couples.

. Establish a single tier of appeal against asylum decisions.

. Take forward work on an incremental approach to a national identity cards scheme.

. Modernize the laws on domestic violence and improve services designed to protect
children.

. Remove hereditary peers and set up an independent Appointments Commission.

. Enable a referendum on the single currency, subject to the government’s Wve economic
tests being met.

. Make the planning system faster and fairer with greater community participation.

. Improve traYc Xows and manage road works more eVectively.

. Modernize charity law and allow for the creation of Community Interest Companies.

Source: Adapted from The Queen’ Speech 2004.
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APPENDIX 44 .2 BUSH’S 2004 STATE OF THE

UNION ADDRESS
.......................................................................................................................................................................................

Summary of Contents

. Continue support for the War on Terror; a peaceful, stable, and democratic Iraq; and
homeland security.

. Renew the Patriot Act, which is set to expire in 2005.

. Put pressure on regimes that support and harbor terrorists and seek to obtain weapons of
mass destruction.

. Double the budget for the National Endowment for Democracy to help it develop free
elections, free markets, free press, and free labor unions in the Middle East.

. Give students the skills they need to succeed in the workplace with Jobs for the Twenty-
First Century, a series of measures that includes extra help for students falling behind in
reading and math, greater access to AP programs in high schools, private sector math and
science professionals teaching part-time in high schools, larger Pell grants for college
students, and increased support for community colleges.

. Make the temporary tax cuts permanent to keep the economy going strong.

. Help small business owners and employees Wnd relief from excessive federal regulation
and frivolous lawsuits.

. Enact energy-related measures to modernize the electricity system, protect the environ-
ment, and make America less dependent on foreign oil.

. Create Social Security Personal Retirement Accounts.

. Cut the federal deWcit in half over Wve years with a budget that limits growth in
discretionary spending to 4 per cent.

. Reform immigration laws to create a temporary worker program allowing illegal immi-
grants to obtain temporary legal status.

. Control medical costs and expand access to care by letting small businesses collectively
bargain with insurance companies, giving refundable tax credits to low-income Ameri-
cans so they can buy their own health insurance, computerizing health records to
improve quality and reduce cost, reforming medical malpractice law, and making the
purchase of catastrophic health care coverage 100 per cent tax deductible.

. Increase funding to combat drug use through education, drug testing in schools, and
asking children’s role models to set a good example.

. Double federal funding for abstinence programs to reduce the incidence of sexually
transmitted diseases.

. Prevent same-sex marriages, using the constitutional process if necessary.

. Codify into law the executive order allowing faith-based charities to compete for federal
social service grants.

. Enact a prisoner re-entry program providing better job training and placement, transi-
tional housing, and mentoring.

Source: Adapted from Bush 2004.
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Administration 62

co-management 854–5

command, and limits of 5, 12

command-and-control:

and Wction of central control 18

and indicative planning 18

and policy-making 17–18

and shortcomings of 14

commensurability problem 755–61

and health care 756–7

aggregation 757

preference establishment 759–60

quality-adjusted life year

(QALY) 758–61
utility of life 757–8

and utilitarianism 758–9

see also cost-beneWt analysis; economic

valuation

commodiWcation 762

Common Cause 24

common law, and selective retention 358

common property resources, and market
failure 628–9

commons, tragedy of the 600–1, 629

communication:

and declining cost of 536

and diVusion 370

and learning 378–9, 383

and policy research methodology 840–1

and policy studies 6

and translation 383

communicative rationality 196, 197–8

communitarianism, and sources of critical

standards 196–7

communities of practice, and learning 378

see also networks; policy network analysis
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community charge (UK) 154, 157, 212, 896
community policing 636

and Chicago 682

comparative studies 214–15, 905–7

and impact of policy 314

and welfare policy 615

comparison, and learning 384–5

compensating feedback 352

see also feedback loops
compensation:

and contingent valuation (CV) 752

and future impact of policy 711–13

and Kaldor-Hicks compensation

principle 733–4

complex systems 352

and agent-based models 352–3

and chaos theory 354–5
self-organizing systems 355

and compensating feedback 352

and simulation and policy design 353–4

complexity:

and training in grand policy 98–9

and Weberian approach to 199

compliance, and policy processes 851–2

computer modeling 360

and policy design 353–4

see also policy modeling

concepts, and usefulness of 362

conXict:

and policy analysis 251

and policy ends 109–10, 390–1

see also negotiation; puzzling, and policy

analysis
congressional committees, and agenda

control 230–1

consensus building (mutual-gains

approach) 269–70, 279–80

and anticipating implementation

problems 282–3

and cultural context 283

and momentum 347

and organizational learning 270

and policy shifts 270

and preparation 280

and process of 284

agreeing to procedures 285

ConXict Assessment 285

convening 284–5, 396–7
decision-making 286

deliberation 285–6

implementation 286

and psychological traps 283

in public arena:

barriers to implementation 290–1

low take-up of 290

need for assessment of 291

overcoming obstacles to use of 291–2

and role of professional neutrals 288–90

and social experimentation 815

and value creation 280–2

and value distribution 282

see also negotiation

consequentialism 701, 703

and politics 691

conspicuous waste 632

constituency creation, and policy reform 349

constraints on policy-making 21–4, 155

and allocation of scarce resources 529–30

and beneWcial potential of 245–7

changed conditions 23, 26

and economic constraints 530

budget balance constraint 530–3
budget/current account deWcit 534–5

crowding out 535

external balance constraint 533–4

trade-oVs 539–41

twin deWcits hypothesis 534

and globalization 535–9, 587–8

capital Xows 535–6

changes in sentiment 538–9
convergence 590–1

decline in accountability 588–9

diminution of nation state 590

environmental degradation 600–1

Wnancial market integration 599–600

foreign direct investment 597–8

‘impossible trinity’ of policy

choices 537–8
internalization of capital’s

preferences 589–90

privatization of public policy 588

trade integration 596–7

Washington Consensus 536–7

ideas 22
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constraints on policy-making (cont.)
and institutional constraints 557

administrative procedures 564

class divisions 560–1

Economic Development

Administration (USA) 564–5

impact of policy studies on

institutionalist theory 558–61

impact of previous policies 559–60
independent agencies 562

interest groups 558–9

juridical democracy 562–3

neocorporatism 561

political bias 560

political procedures 562

polity’s structure 561

state 559

typologies of political systems 565–7

veto players theory 567

veto points 567

interest groups 23–4

and social and cultural factors:

bureaucratic agents 580–1

categorization 576–7, 582

Chicago school tradition 574–6
cultural diVerences 577–8

cultural notions 572–3

cultural variety 573, 576–81

direct observation of behavior 582–4

general laws 576

impact of simple policy 578–9

insider/outsider observation 573

language 582

prior experiences 578

selectorate-sensitive politicians 579–80

solutions looking for problems 22–3

see also path dependency; political

feasibility

constructivism, and learning 379

consumer choice theory 753

consumer surplus 735

contestation, and meaning 195

contingent valuation (CV) 751–2

and criticism of 752–4

contracting-out 14–15, 16,

181–2

contracts, and regulatory regimes 654

control:
and central control 14, 17–18

and loss of 14

and networks 485–6

and New Public Management 15, 453–4

weakening of political control 458–9

and organizational control 471

and public-private interaction 507

and regulatory regimes 657–8
convening:

and consensus building 284–5

and dealing with problematic ends 396–7

convergence:

and globalization 590–1

and learning 369

conversation, and persuasion 269

see also dialogue and argumentation
conviction, ethics of 401

cooperation:

and civil society 625

and implementation 485

and inadequate voluntary
cooperation 638–9

and markets 625

and practice 413–15
coordination:

and joined-up government 460–2

and networks 440

corporatism 429

corporatist welfare regimes 612

cost-analysis 541, 736–41

and cost feasibility analysis (CFB) 736, 738

and cost utility analysis (CUA) 736, 738–9,
766

and cost-eVectiveness analysis (CEA) 736,

766–7

and decision-making 737

and uncertainty 737–8

see also cost-beneWt analysis; economic

valuation

cost-beneWt analysis 541, 739–41
and commensurability problem 755–61

aggregation 757

health care 756–7

preference establishment 759–60

quality-adjusted life year

(QALY) 758–61
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utilitarianism 758–9
utility of life 757–8

and contested nature of 747

and diminishing marginal utility 735

and economism 750

and intrinsic value problem 761–5, 767

ordinal incomparability 763–4

value of human beings 762–3

and marginal analysis 735–6
and measurement of eYciency 747

and scope of 750

and valuation problem:

contingent valuation (CV) 751–2

criticism of contingent valuation

(CV) 752–4

environmental regulation 750–2, 755

hedonic pricing 751

marginalism 755

opportunity cost 751

travel cost method 751

and willingness to pay (WTP) 734–6

criticism of 752

see also cost-analysis; economic valuation

Council of Economic Advisors (USA) 44

creaming 399, 402
creativity, and training in grand policy 84–5

credibility, and nuclear strategy 777

credible commitment, and regulatory

agencies 661

crime:

as divisive policy issue 170

and evaluation of penal policy 322

and framing of issues 176–7
Crime and Disorder Act (UK, 1998) 217

criminal justice:

and community policing 636

and diversion strategies 399–400

criminology, and new policy ideas 22

crisis:

and decision-making 11

and training in grand policy 96–7
critical communications theory 196

critical listening, and learning 124, 125

and learning about interviewer’s inXuence:

discovery 136–7

emotional responsiveness 135

humility 136–7

relationship building 135–6
and learning about relationships:

co-invention 134–5

distrust 134

priorities 134

recognition needs 133–4

learning about the other:

identity 132–3

information 132

local knowledge 133

preferences 132

values 132

and obstacles to:

fear of loss of control 141

fearful interviewees 138

impatience 140–1

lack of sensitivity 140

non-verbal signals 137

posturing 141–2

presumptions 139–40

theoretical frameworks 139

use of language 137–8

and strategies for successful:

avoiding rush to interpretation 144

awareness of context 144–5
drawing out details 144

drawing out positive suggestions 146–7

emotional responsiveness 143

humor 147

looking beyond words 142–3

physical activity 148

political sensitivity 145

practical rationality 148

pre-brief and de-brief 148

taking small steps 146

use of ceremony and ritual 142

critical policy analysis, see critique, and

policy analysis

critical policy studies movement 6

and deliberative turn 9

critical theory, see critique, and policy
analysis

critique, and policy analysis 190

and accommodative policy analysis 191

and concerns of 193

and curriculum design for 201

and deliberation 198
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critique, and policy analysis (cont.)
and democracy 198–9

and explication of meaning:

discourse analysis 195

interpretive policy analysis 194

narrative analysis 194–5

and institutions 198

and linguistic turn 193–4

and networked governance 199–200
and origins of policy sciences 192–3

and policy processes 197–8

and politics of 191–2

and sources of critical standards 195–7

agonistic approach to 197

communicative rationality 196

communitarianism 196–7

hands-oV approach to 197

and tasks for the analyst 200–1

and teaching of 201

and techniques of 201

and technocratic policy analysis 190–1

‘crony capitalism’ 538

cross-national policy studies 214–15,

905–7

and welfare policy 615

crowding out, and budget/current account

deWcits 535

cruise missiles, and solutions looking for

problems 22–3

Cuban Missile Crisis:

and dealing with ambivalence 252–3

and inXuence of interpretive

schemata 253–4
cultural notions:

and Chicago school tradition 574–6

and constraints on public policy 572–3

and cultural variety 576–81

bureaucratic agents 580–1

categorization 576–7, 582

cultural diVerences 577–8

direct observation of behavior 582–4
failure of simple policy 578–9

language 582

prior experiences 578

selectorate-sensitive politicians 579–80

cybernetics:

and conceptions of control 657

and policy instruments 471

cycling, and conXicting policy ends 110, 396

damage expectancy, and nuclear systems

analysis 783

dark networks 442

day-to-day operations, and policy-

making 153–4

decentralization 18–19, 171
and decentralized coordination 414–15

and democracy 181

and policy sciences 50

and policy studies 52–3

decision-making:

and ambiguity 391–2

and co-management 855

and consensus building 286

and cost-analysis 736–41

and crisis 11

and democracies 683

and judgement 157–8

and Kennedy on 228

and localism 9

and networked governance 11–13

and non-decisions 220–1, 232, 558
and operations research 774

and path dependency 642–3

and policy processes 850

and power inequalities 558

and routine/grand policy division in 80–1

and social experimentation 812, 817–18

and systems analysis 774

and technocratic policy analysis 191

and veto points 567, 639–40

see also cost-beneWt analysis; grand policy,

training of rulers in

deck stacking 236

decommodiWcation, and welfare state 859,

860

Defense, Department of (USA):

and development of policy sciences 42–3
and Programmed Planning and Budget

System (PPBS) 43, 64

and Vietnam War 44–5

deWcits, and constraints on public

policy 534–5

Defrenne case (ECJ, 1976) 246
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degenerative politics 171

delegation:

and electoral accountability 679–80

and regulatory agencies 661

deliberation:

and critical policy analysis 198

and ends 116

and participation, conXict with 395–6

deliberative democracy 9, 52, 669–70, 840
and accountability:

participatory reform 680–1

use of participatory forums 679–80

and deWnition of 674

and Empowered Participatory

Governance 681–2

and gauging public opinion 677–9

and preference formation 673–6
Citizen Juries 674–5

Deliberative Polling 674–5

neighborhood associations 675–6

Study Circles 675, 677–8

Twenty First Century Town

Meetings 675, 678

Deliberative Polling 674–5

deliberative turn 198

and policy-making 9–10, 52

Delphi, and Oracle at 40

democracy:

and accountability 9, 182–3

and agenda setting 232

diminished democracy thesis 242–5

government by discussion 233–4

regulatory state 234–8
role of elected oYcials 234

and authenticity 172, 178

and bureaucracy 180

and citizenship 172

and conditions for 172

open public forums 174, 177–8

and critical policy analysis 198–9

and deliberative democracy 9, 52, 669–70
accountability 679–81

Citizen Juries 674–5

deWnition of 674

Deliberative Polling 674–5

gauging public opinion 677–9

neighborhood associations 675–6

preference formation 673–6
Study Circles 675, 677–8

Twenty First Century Town

Meetings 675, 678

and democratic deWcits 671–3

and direct democracy 178, 669–70

and expansive democracy 50

and framing of issues:

crime 176–7
Superfund legislation 175–6

water policy 174–5

and franchise 172, 178

and government as steering 15

and institutions of 691–2

and juridical democracy 562–3

and networked governance 11–13

and policy analysis 169–70
and policy sciences 40, 52, 53

and policy-making 8–9, 487

impact of national traditions 10

and practice 419–21

and public policy:

contemporary context for 170–1

impact on citizen identity 178–9

impact on democracy gap 179–80
relationship between 171–3

service delivery 180–1

and reconciling logics of action 701–5

and scope 172

and typologies of 565–6

democratic deWcits:

and overcoming:

accountability 679–81
alternative problem-solving

capacity 681–2

communicative reauthorization

676–9

preference formation 673–6

and policy process 671–3

deregulation 859

and origins of policy 213–14
and United States 656

design, see policy design

deterrence:

and arbitrary assumptions of 791–2

and nuclear strategy 777

devolution 171, 181
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dialogue and argumentation 270

and discussion 270–1

and getting people to listen 271

and joint fact-Wnding 276

and reaching new understandings 271

and rhetorical methods and

persuasion 274–5

and structuring the conversation 271–2

and use of evidence 275–6
and values disputes 272–4

see also negotiation

diVerentiation, and policy-making 233

diVusion:

and centre-periphery model 370

and communication 370

and innovation 370–1

and learning 369–71
diminished democracy thesis 242–5

diminishing marginal utility 735

direct democracy 178, 669–70

Directly Observed Treatment Shortcourse

(DOTS) 215

disability beneWts, and renaming

unemployment problem 397–8

discounting, and future impact of
policy 710–11

discourse:

and framing of issues:

crime 176–7

Superfund legislation 175–6

water policy 174–5

and open public forums 174, 177–8

and public policy 169

discourse analysis 195

and governmentality 261–2

as ordering device 261–2

discourses 6

and social networks 50

discovery, and critical listening 136–7

discretion:

and administrative discretion 63

and collaborative governance 497, 509–10,

514–15

maximizing beneWts of 518–20

payoV discretion 516–17

preference discretion 517–18

production discretion 515–16

and implementation 484

and independent agencies 236–8

and street-level bureaucrats 484

discussion:

and dialogue 270–1

and government by 233–4

dispute resolution, see negotiation

distributional eVects 607, 609

and taxation 620

distributive responsibility 392–3

distrust, and critical listening 134

diversion strategies, and oZoading 399–400

dominance, and framing of issues 258–9

domination, and power 547–8

Duke University, and Institute of Policy

Science and Public AVairs 64

dynamic conservatism 473

dynamics:

and event cascades 359

and Wltering 358–9

and future research in 359–60

phases/stages 361–3

policy as its own cause 360–1

and negative feedback processes 341

balance of power 341–2
elections and parties 343–4

monopolistic equilibria 345

oscillating processes 341–5

punctuated equilibria 346

reform cycles 344–5

regulatory agencies 342–3

and positive feedback processes 346

chaos theory 354–5
compensating feedback 352

complex systems 352–4

interjurisdictional learning 351

momentum 346–7

path dependency and policy

options 348–50

selective retention 347–8

self-organizing systems 355

sequencing 356–7

system-wide learning 350–1

trial-and-error learning 350–1

and selective retention 358

and systems:

deWnition of 338–9
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developments 340–1
emergent properties 340–1

endogenous core 339

exogenous inXuences 339

feedback loops 339–40

and understanding change 336–7

see also policy change

Earned Income Tax Credit program
(USA) 308

Economic Commission for Europe 12–13

Economic Development Administration

(USA) 211, 410, 564–5

and origins of policy 212–13

economic development, and

sustainability 725–6

economic growth, and inequality 613, 614,
617

economic integration, and diminished

democracy thesis 242–5

economic policy, and ethical

questions 717–20, 721–2

economic theory of regulation (ETR) 655–6,

662–3

economic valuation:
and commensurability problem 756–61

aggregation 757

health care 756–7

preference establishment 759–60

quality-adjusted life year

(QALY) 758–61

utilitarianism 758–9
utility of life 757–8

and cost-beneWt analysis (CBA) 750

and intrinsic value problem 761–5,

767

ordinal incomparability 763–4

value of human beings 762–3

and valuation problem:

contingent valuation (CV) 751–2

criticism of contingent valuation
(CV) 752–4

environmental regulation 750–5

hedonic pricing 751

marginalism 755

opportunity cost 751

travel cost method 751

see also cost-beneWt analysis; evaluation of
policy

economics:

and analytical tools of, cost-

analysis 736–41

and conceptual tools of 730–6

consumer surplus 735

diminishing marginal utility 735

eYciency 730–3, 747
Kaldor-Hicks compensation

principles 733–4

marginal analysis 735–6

markets 731–2

Pareto criterion 731–3

public choice 732–3

willingness to pay (WTP) 734–6

and policy analysis 729–30, 741–2
and public policy 729–30

and welfare economics 730–1

assumptions of 730

see also economism

economics, and constraints on public

policy 530

and allocation of scarce resources 529–30

and budget balance constraint 530–3
and budget/current account deWcits

534–5

and crowding out 535

and external balance constraint 533–4

and globalization 535–9

capital Xows 535–6

changes in sentiment 538–9

‘impossible trinity’ of policy
choices 537–8

Washington Consensus 536–7

and trade-oVs 539–40

dealing with 540–1

and twin deWcits hypothesis 534

economism:

and claims of:

motivation 748

political theory 748

and deWnition of 746, 750

and economic eYciency 748–9

and public discontent with 749

see also cost-beneWt analysis; economic

valuation
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ecosystems, and water policy 175

education, see grand policy, training of rulers

in; Kennedy School of Government;

schools of public policy

eVectiveness, and New Public

Management 452–3, 462

eYciency:

and collaborative governance 515–16

and cost-analysis 737, 739–40
and cost-beneWt analysis (CBA) 747,

749–50

as economics concept 730–3

and economism 748–9

and in/equality 749

and Kaldor-Hicks compensation

principle 733–4

and measurement of 747

and New Public Management 449–50,

452, 462

and public sector 746–7

elections:

and democratic deWcits 671–2

and government policy 895–6

and negative feedback processes 343–4

and voting behavior 640–1
elision, and nuclear systems analysis 788–91

elites 574

and system-wide learning 351

Emergency Planning and Community Right

to Know Act (USA, 1986) 183

emergent properties, and systems 340–1
emotional responsiveness, and critical

listening 129, 135, 143
employment relationship 16

Empowered Participatory Governance 681–2

ends, see policy ends

energy policy:

and China 723, 724, 874, 888

and coal sequestration 888

and conservation/environmental

objectives 880

and energy crisis (1973) 875–6

development of policy sciences 45–6

and ethical questions 721–4, 726

and factors inXuencing 874

and geopolitics of energy 889

and ‘Hydrogen Economy’ 888

and India 874, 888
and language of crisis 888

and ‘new politics of energy’ 875–6

and oil exhaustion 886–7

and oligarchic energy industries 889

and political science literature on

energy 876–7

and public policy 889

and quality of scientiWc advice 885–6
and Russia 874, 888

and United States 723, 724

allocation of supply 879

assessments of 875–7

conservation/environmental

objectives 880

impact of federalism 878

institutions of 877–8
interests 877, 878–9

judiciary 878

military policy 879–80

politics 877

problem of massive legislation 880–2

regulatory decision-making 882–4

regulatory systems 878

Energy Policy Act (USA, 1992) 881,
884

Energy Policy Act (USA, 2003) 881

enforcement, and regulatory regimes 653–4

Enterprise Zones (EZs), and cross-national

policy borrowing 214

entrepreneurial government 430

environmental degradation, and

globalization 600–1
Environmental Protection Agency

(USA) 181, 239, 342

and collaborative governance 498

and consensus building 292

and non-delegation doctrine 396

environmental regulation, and valuation

problem 750–2, 755

environmentalism, and critical theory 192

epistemic communities 434

and nuclear systems analysis 774

equal opportunity, and redistribution 610

equal rights, and supranational rules 246

equality 390–1

and eYciency 749
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and ethical questions 714–16, 720
equilibria:

monopolistic 345

punctuated 346

ethics:

and conXict between 401

and fundamental importance of 709–10

and interviews 149

and policy actors 201

and questions of inclusion/exclusion:

anthropocentrism 724–5

climate change 720–4

economic policy 717–20

future impact of policy 710–13, 723

natural world 724–6

no-harm principle 722

spatial impact of policy 713–16
and social experimentation 825

Ethics in Government Act (USA, 1978) 45

ethnic bias 170

European Commission, and agenda

control 231–2

European Community 13

European Community Household Panel 301

European Court of Justice 231, 246
andBarber case (1990) 246

andBilka case (1986) 246

andDefrenne case (1976) 246

European Monetary System 538

European Union 13, 902

and Council of Ministers 231

and diminished democracy thesis 243–4

and Open Method of Coordination 19,
247–8, 381

and tax competition in 261

and transnational networks 434

see also European Commission

evaluation of policy:

and avoiding political manipulation 328

and dealing with political nature of 323–4

argumentative policy evaluation 326–8,
330

evaluation asymmetries 331–2

political dimension of evaluation 330

programmatic mode of

assessment 329–30

rationalistic policy evaluation 325–6

and evaluation bodies 320–1
competition between 321

and frame-reXection 332

and ideal-typical structure of 320

and maintenance of academic rigor 328

and multiple evaluations 320–1

and New Public Management 455

and political judgement 319–20

and politics of 321–3
blaming 322

issues at stake 322–3

tactics used 323

see also cost-analysis; cost-beneWt analysis;

economic valuation; economism;

impact of policy; social

experimentation

event cascades, and dynamic processes 359

‘Everyday Maker’ 438

evidence-based policy-making 27, 159

exchange rate policy, and ‘impossible trinity’

of policy choices 537–8

exchange value 754, 761–2

exclusion, and ethical questions:

anthropocentrism 724–5

climate change 720–4
economic policy 717–20

future impact of policy 710–13, 723

natural world 724–6

spatial impact of policy 713–16

executive dominance, and agenda

setting 209, 217, 223–4

existence value 754, 761

expansive democracy 50

experiment:

and dealing with problematic ends 395–6

and policy change 375

see also social experimentation

expertise, and competition for 643–4

external cost, and market failure 629

Exxon Valdez 752

failed states 719

failure, see government, and failure of;

market failure

family structure:

and impact of income transfer

programs 304
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family structure: (cont.)
on family care 312–13

and welfare state 862

Family Support Act (USA, 1998) 827

feasibility:

and New Public Management 452–3,

462

and policy-making 82

see also political feasibility
feasibility analysis 228

Federal Agricultural Improvement and

Reform Act (USA, 1996) 348–9

Federal Communications Commission 237

Federal Energy Regulatory

Commission 883–4

Federal Power Act (USA) 881

Federal Power Commission 878, 883
Federal Trade Commission 236

federalism, and energy policy 878

feedback loops:

and negative feedback processes 341

balance of power 341–2

elections and parties 343–4

monopolistic equilibria 345

oscillating processes 341–5
punctuated equilibria 346

reform cycles 344–5

regulatory agencies 342–3

and positive feedback processes 346

chaos theory 354–5

compensating feedback 352

complex systems 352–4

interjurisdictional learning 351

momentum 346–7

path dependency and policy

options 348–50

selective retention 347–8

self-organizing systems 355

sequencing 356–7

system-wide learning 350–1

trial-and-error learning 350–1
and systems analysis 339–40

feminism, and welfare state

development 861–2

feminist movement 25, 192

Weld trials, see social experimentation

Wltering, and dynamic processes 358–9

Wnancial market integration, and
globalization 599–600

Wrewalls, and conXicting policy ends 110

Wrm, and economic theory of 15–16

employment relationship 16

produce/buy decision 16

Wscal policy, and ‘impossible trinity’ of policy

choices 537–8

Fishery Conservation and Management Act
(USA, 1976) 848

Xexibility, and puzzling 120

Flood Control Act (USA, 1936) 739

Food and Drug Administration (USA) 239,

342, 512

Ford Foundation 64

Ford Motor Company 64, 514

foreign direct investment, and impact of
globalization 597–8

foresight, and training in grand policy 88–90

Fourth World Movement 399

frames/framing 397–8

and beliefs 258–9

and conXicting policy ends 110

and deWnition of 257

and dominance 258–9
and evaluation of policy 332

and intractable controversies 259

as ordering device 256–9

and Orme Dam dispute 116–17

and policy issues 48–9

and policy-making 26–7

and public policy:

crime 176–7
Superfund legislation 175–6

water policy 174–5

and secondary reframing, problematic

ends 397–8

creaming 399, 402

diversion strategies 399–400

idealization 401–3

oZoading 399–401, 402
reclassiWcation 400–1

resource scarcity 402

shedding 400

and ways of looking at 257
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approach) 280, 282

hard bargaining 279

and consensus building 269–70, 279–80

agreeing to procedures 285

application in public arena 290–2

ConXict Assessment 285

convening 284–5, 396–7

decision-making 286

deliberation 285–6

implementation 286

role of professional neutrals 288–90

and hard bargaining 269, 276–7

bluYng 278

getting attention 278

impact of outrageous demands 278–9

power in 279

process of 277

in two-party situations 277

use of threats 277–8

and integrative solutions 114 n8

and interests 272

and multi-party/issue negotiations 270,

283–4

and mutual gains approach:
anticipating implementation

problems 282–3

cultural context 283

organizational learning 270

policy shifts 270

preparation 280

psychological traps 283

value creation 280–2
value distribution 282

and public dispute mediation 270

and Zone of Possible Agreement

(ZOPA) 278

Neighborhood Revitalization Program

(Minnesota) 675–6
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neighborhoods:
and failure of 635–6

and neighborhood associations 675–6

neocorporatism 561

neoliberalism:

and New Public Management 449, 455

and welfare state reform 859

Netherlands:

and income inequality 304

and penal policy 322

and poverty 615

networked governance:

and critical policy analysis 199–200

and government as steering 14–15

and policy-making 11–13

networks:

and accountability 439–40, 486
and diVusion 371

and dispersal of power 200

and economic behavior 413–14

and governance 414

and joined-up governance 461

and management of:

institutional approach 433

instrumental approach 432

interaction approach 432–3

and network analysis 425

and networks of practice 378

and organizational analysis 485–6

see also issue networks; policy network

analysis

New Deal (USA) 178, 345, 554, 559, 659

and independent agencies 236–7
and social security 868

new institutional economics 16, 499

and New Public Management 451

and regulatory policy 661

new institutionalism, and policy

networks 431–2

New Labour 153, 213

and Anti-Social Behaviour Orders
(ASBOs) 217–18

New Public Management:

and Australia 451, 457

and bureaucratic politics 454

and control questions 453–4

and cultural norms 455–6

and decontextualized solutions 454

and desirability of 454–6, 462

and economic theory of the Wrm 15–16

employment relationship 16

produce/buy decision 16

and eVectiveness 452–3, 462

and eYciency 449–50, 452, 462

and evaluation processes 455

and feasibility of 452–3, 462
and features of 449–52

borrowing from private sector

practices 450

inconsistencies 451–2

neglect of character of public sector/

civil service 451

and health care system 756

and ideological war over 455

and impact of 462

accountability problems 459–60

anti-political tendencies 458

autonomous agencies 459

competitive tendering 456

consumer orientation 457

eYciency 456

increased bureaucracy 456

public goals 457–8

role of administrative leaders 458–9

role of executives 459

service provision 456–7

weakening of political control 458–9

workforce under 457

and joined-up government 460–2

and monitoring and control 15
and national variations:

cultural/historical context 463

environment for 463

structural/instrumental factors 463–4

and networked governance 199–200

and New Zealand 449–50, 451, 454, 456,

457, 459, 463

and joined-up government 462

and Norway 458

and origins of policy 213

and past its peak of inXuence 463

and perspectives on:

antithesis to centralized state 448

as corporate culture 449
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neoliberal ideology 449

‘supermarket state’ 448

and policy sciences 50

and smart policy 449

eVects on 456–60

preconditions for 452–6

and smart practice 463

and spread of 351

and underdeveloped ideas behind 452

and United Kingdom:

Next Steps agencies 159, 450, 456, 459

reform phases 450

and United States, Reinventing

Government 450–1

see also collaborative governance

New York, and rebuilding of lower

Manhattan 678–80
New York City’s Parks Department, and

collaborative governance 511

New York Port Authority 678–80

New Zealand, and New Public

Management 449–50, 451, 454, 456,

457, 459, 462, 463

Next Steps agencies (UK) 159, 450, 456, 459

Nigeria, and human rights protection 13

non-decisions 220–1, 232, 558

non-delegation doctrine 236–7, 396

non-governmental organizations (NGOs),

and agenda setting 247

see also collaborative governance; public-

private interaction

non-proWt organizations 50

and accountability 183

and challenges for:

information problems 489–90

pricing 490–1

quality control 491

and distributive responsibility 393

and funding of 487–8

by government 181

and increasing role of 171

and provision of services 487

see also collaborative governance; public-

private interaction

norms:

and regulatory regimes 654

and state intervention 634–6

North American Free Trade Area
(NAFTA) 245, 246

Norway:

and New Public Management 458

and welfare state 871

notions, see cultural notions

nuclear deterrence 26

nuclear operations research:

as belief system 775

and nuclear systems analysis 772–3

see also nuclear systems analysis

Nuclear Posture Review (USA) 773

nuclear power:

and policy processes 198

and policy-making 156

Nuclear Regulatory Commission 14

nuclear strategy:
and assured destruction 779

and credibility 777

and deterrence 777

arbitrary assumptions of 791–2

and rationality of 778

and second strike capability 777–8

see also nuclear systems analysis

nuclear systems analysis:
and abstract modeling:

conventionalization of nuclear

weapons 798

creation of new realities 775–6, 798

as creator of ‘nuclear world’ 774–5,

799–800

decrease in security 800

distancing from reality 775, 798
as driver of conXictual contest 799–800

mystiWcation 798

reduction in accountability 798

as self-fulWlling construction 798–9

and aims of 784, 797

and belief in 795–7

as policy neutral 796

as belief system 775

and claims for 796–7

and criticism of 774, 795

and decision-making 774

impact of 776

and Draft Presidential Memorandums

(DPMs) 780
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nuclear systems analysis: (cont.)
and epistemic community 774

and game theory 773

and inadequacy of 801

and Kennedy’s administration 779–80

and methods of 772–3

and operations research 772, 773

and origins of 778–9

and philosophy of 780

and practices of 773

and problems with:

arbitrary inputs 791–3

concentration on blast eVects 788–9

controlling nuclear warfare 793

hedging 794–5

human reliability 793

implausible/unrealistic scenarios 793–5
omission and elision 788–91

omission of command and

control 789–90

omission of fratricide 790

omission of impact on humans 790–1

opaqueness 784–5

reprogramming of weapons 794

uncertainty 785–8
and role of 772

and signiWcance of 773–4

and Single Integrated Operational Plan

(SIOP) 780

and techniques of 781–4

damage expectancy 783

quantiWcation of eVects 781–4

single shot kill probability 782–3
war scenarios 781

see also nuclear strategy

nuclear waste 897–8

nursing home incentive reimbursement 810–12,

817, 819, 822, 827

objectives, see goals; policy ends

Occupational Safety and Health Act (USA,
1970) 238

Occupational Safety and Health

Administration (USA) 238–9, 342,

498, 511, 515

OYce of Economic Opportunity (USA) 44,

814

OYce of Management and Budget
(USA) 504

oZoading, and dealing with problematic

ends 397–8, 399–401, 402

diversion strategies 399–400

shedding 400

oil supplies, and exhaustion of 886–7

omission, and nuclear systems

analysis 788–91
opaqueness, and nuclear systems

analysis 784–5

Open Method of Coordination (EU) 19,

247–8, 381

open-economy trilemma 242

operations research, see nuclear operations

research

opportunism, and contracting out 16

opportunity, and redistribution of 610

optimality:

and departures from 625–7

failures of individual rationality 632–4

failures of voluntary

cooperation 634–6

market failure 627–32, 646

paternalistic intervention 633–4
and imperfect alternatives 645–7

see also government, and failure of

options, and puzzling 119

Orçamento Participativo 680–1

ordering devices 254, 255

and beliefs 255–6

and discourse analysis 261–2

and frames 256–9
and meaning of 252

and narrative analysis 260–1

ordinal incomparability 763–4

Oregon Plans 175

Organization for Economic Cooperation and

Development (OECD) 247, 907

and evaluation of policy 326, 327

and New Public Management 463

and regulatory reform 652

Organization of Petroleum Exporting

Countries (OPEC) 875

organization theory, and control loss 14

organizational analysis 492–3

and accountability 486
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and challenges for:
implications for policy analysis 491–2

information problems 489–90

pricing 490–1

quality control 491

and implementation 482

bottom-up approach to 484–5

interorganizational analysis 485

synthesized approach to 485

top-down approach to 483–4

and inXuence of organizations on

policy 486–7

non-proWt organizations 487–8

privately initiated social services 488–9

and interorganizational analysis, policy

networks 428–9

and network theory 485–6
and policy design 482–3

organizational learning, and consensus

building 270

organizational state 429

origins of policy:

and activities:

club regulation 222

non-decisions 220–1
street-level bureaucrats 221–2

and agenda setting:

analogy of 208

character of policy area 216

executive dominance 209, 217, 223–4

issue attention cycle 216

limitations of analogy 208–9

non-decisions 220–1, 232
role of chance 216–17

skill of policy activist/

entrepreneur 215–16, 217

and deWnition of ‘policy’, diYculties

with 210

and measures 211, 218–20

drafting of legislation 219–20

policy as its own cause 212

and multiple explanations of 207

and multiple factors shaping 207–8

and policy as its own cause 20–1, 218

dynamic processes 360–1

problems of policy success 21

and policy lines 211, 212, 215–18

Anti-Social Behavior Orders (ASBOs,
UK) 217–18

developing policy measures 220

and practices 211, 212

and principles 210–11, 213–15

cross-national transfer 214–15

power of 213–14

role in policy borrowing 214

workfare 212

Orme Dam 109, 116–17

oscillating processes:

and negative feedback processes 341–5

balance of power 341–2

elections and parties 343–4

reform cycles 344–5

regulatory agencies 342–3

Outer Continental Shelf Lands Act (USA,
1978) 848

oversight, and control of independent

agencies 235, 652

Panopticon 658

paradigms 254

and paradigm shifts 375

Pareto optimum 540, 731–3
and market equilibrium 625

and market failure 627

participation:

and deliberation, conXict with 395–6

and evolution of 391

and experiences of government

agencies 179–80

and framing of issues:
crime 176–7

Superfund legislation 175–6

water policy 174–5

and open public forums 174, 177–8

see also participatory democracy

Participatory Budget (Brazil) 680–1

participatory democracy 670

and accountability:
participatory reform 680–1

use of participatory forums 679–80

and Empowered Participatory

Governance 681–2

and gauging public opinion 677–9

and preference formation 673–6
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participatory policy analysis (PPA) 52

Partnership for the Next Generation of

Vehicles (USA) 513–14

party government, and agenda setting 217–18

paternalistic intervention 633–4

path dependency:

and institutional continuities 864

and learning 382

and policy as its own cause 21

and policy-making 373

historical dimension 902–5

and political decision-making 642–3

and positive feedback processes 348–50

and public-private interaction 508

patience:

and critical listening 140–1

and puzzling 120–1
Patriot Act (USA) 577, 901

patronage relationships, and electoral

accountability 679, 680–1

payoV discretion, and collaborative

governance 516–17

penal policy:

and evaluation of 322

and mentally ill 398

Pendleton Act (USA, 1883) 61

penetrative capacity, and government

failure 637–8

Pennsylvania, University of:

and Department of Public Policy and

Management 64

and Wharton School 62

pension reform 897

and success of health policy 21

and United States 869

perception, and puzzling 120

Performance and Innovation Unit (UK) 159,

164, 165, 220
Perry Preschool Project 809

Personal Responsibility and Work

Opportunity Reconciliation Act
(USA, 1996) 336, 866

persuasion:

and conversation 269

and networked governance 11–13

and policy studies 5, 20, 27–8

and rhetoric 274–5, 897

see also negotiation
Peter Principle 358–9

phases, and dynamic processes 361–3

phenomenology, and learning 383–4

pilot studies, see social experimentation

planners, and interviews 124, 125–6

planning:

and illusion of central 18

and indicative planning 18

police:

and Chicago reforms 682

and community policing 636

and diversion strategies 400

policy, see

ambivalence, and policy-making

constraints on policy-making

critique, and policy analysis
dynamics

evaluation of policy

impact of policy

origins of policy

policy advice

policy analysis

policy change

policy design
policy ends

policy instruments

policy-making

policy modeling

policy network analysis

policy processes

policy programs

policy research, and methodology of
policy sciences

policy studies

practice

public policy

policy advice:

and civil service (UK):

departmental point of view 165–6

duty of 161

impact of decline of the

generalist 160–1

rise of managerialism 158–60

and deWnition of 154

and exercise of power 154–5

and policy units:
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challenge for 164–5
prime minister’s use of 163–4

and policy-making 893

and political context of 155–7

and qualities required for 158

policy analysis:

and argumentative turn 6–7

as art not science 893

and challenges for 184

and conXicting policy ends 110

and democracy 169–70

impact of policy on 172

and economics 729–30, 741–2

and exercise of power 154–5

and language to use 6

and methodology of 263–4

and new policy ideas 22

and policy sciences 41 n4

and policy-making 893

and political context of 155–7

and reason giving 7

and reXective potential of 329

and requirements of 65

and role 28

and self-interest 908

and ‘speaking truth to power’ 7

and technocratic approach to 8

and training of analysts 64–5

and undervaluation of 41–2

and welfare economics 741–2

see also interviews, and critical listening;

organizational analysis; policy

research, and methodology of;
puzzling

policy change:

and change in policy objects 26–7

and interpretation of history 904

and policy network analysis:

advocacy coalition framework 436–7

decentered accounts 438

dialectical model 437

interpretative turn 437

strategic relational theory 437

and role of advocacy coalitions 24, 25

and role of social movements 24–5

and social learning 374–5

paradigm shifts 375

see also learning
policy community 427–8

and issue networks 428

policy design:

and computer modeling 353–4

and implementation 482

and organizational analysis 482–3

see also policy instruments; policy

modelling
Policy Directorate (UK) 164

policy dynamics, see dynamics

policy ends:

and dealing with problematic ends:

casuistry 110, 396

clarifying ideas 394–5

convening 396–7

cycling 110, 396
separation 396

thought in action 395–6

‘veil of vagueness’ 395

and deliberation 116

and instrumentalism:

mixed success of 389–90

value choices 389

and lack of clarity 20

and problematic nature of 389

abstract ends 392

ambiguity 391–2

conXicting aims 390–1

distributive responsibility 392–3

missing ends 394

unattainable objectives 393–4

unwanted ends 392–3
and resolving conXicting ends 110–11,

119

Boston’s Ten Point Coalition 117–19

coherence 113–15

holism 114

Orme Dam dispute 116–17

overlapping consensus 114–15

and secondary reframing 397–8
creaming 399, 402

idealization 401–3

oZoading 397–8, 399–401, 402

reclassiWcation 400–1

resource scarcity 402

policy impact, see impact of policy

subject index 967



policy instruments:
and conceptions of:

institution-free approaches 470–1

as institutions 470

selection of 470

and information technology impact 469,

471–4

diVerences over 473

enthusiasm over 471–3
information gathering 476–7

information-industrial complex 476

institutional tools 474–5

Internet 473–4

limitations of 477–9

politics-of-instruments 475–6

scepticism over 473

technology-free approach to 477–8
utopian belief in 475–6

policy learning 214

policy lines, and origins of policy 211, 212,

215–18

Anti-Social Behavior Orders (ASBOs,

UK) 217–18

developing policy measures 220

policy-making:
and authority 895

and central control 17–18

Wction of 18

and changes in policy:

role of advocacy coalitions 24, 25

role of social movements 24–5

and choice 296–7

and civil service, role of 372

and collective puzzling 372–3

and consensual approach to 10

United Kingdom’s move away

from 10–11

and constraints on 21–4, 155

beneWcial potential of 245–7

changed conditions 23, 26

ideas 22

interest groups 23–4

solutions looking for problems 22–3

and conventions 895

and day-to-day operations 153–4

and deWnition of ‘policy’ 153–4

diYculties with 210

and deliberative turn 9–10, 52
and democracy 8–9, 487

impact of national traditions 10

and diVerentiation 233

and hierarchy 209, 223–4

and high modernism 3–4, 8

and imperfect alternatives 645–7

and interdependence 233

and legitimacy 895

and levels of 154

and limits of instrumental rationality

19, 51

information 19

lack of clarity of ends 20

limited knowledge of means 19–20

resources 19

and ‘loose’ regulation 18

and networked governance 11–13

and objects of, changes in 26–7

and path dependency 373

historical dimension 902–5

and policy as its own cause 20–1, 212,

218

dynamic processes 360–1

problems of policy success 21

and policy units:

challenge for 164–5

prime minister’s use of 163–4

and political feasibility 82

and political judgement 157–8

and prime minister’s role 161–2

and problem-solving 26

and shaping by practitioners 411

and trust 414

as uncertain process 166

see also agenda setting; grand policy,

training of rulers in; policy processes;

schools of public policy

policy modeling:

and computer modeling 353–4, 360

and consequences of 774

and inputs for 771

and purpose of 771

see also nuclear systems analysis; systems

analysis/theory

policy network analysis 425–6

and absence of theoretical synthesis 435

968 subject index



and controversies in 441–2
and dark networks 442

and deWnition of policy network 426, 427

and descriptive account of 426

as governance 429–30

as interest intermediation 427–8

as interorganizational analysis 428–9

and explaining change 436

advocacy coalition framework 436–7
decentered accounts 438

dialectical model 437

interpretative turn 437

strategic relational theory 437

and governance:

disagreement over notion of 435–6

epistemic communities 434

global governance 435

reality of networks 434

transnational networks 434–5

and network management 438–9

devising new tools for 440–1

diVuse accountability 439–40

enhancing coordination 440

institutional approach 433

instrumental approach 432

interaction approach 432–3

managing the mix 439

and organizational analysis 485–6

and policy communities 427–8

and theoretical account of 430–1

actor-centered institutionalism 431–2

power dependence 431

rational choice 431–2
and United Kingdom (Queen’s speech,

2003) 899–901

and United States (State of the Union

speech, 2004) 899, 901–2

policy processes:

and classes of issues 846

and democratic deWcits 671–3

and governance, creation of systems
of 846–7

and level of social organization 844

and social setting and comparison

of 847–8

agenda formation 849

decision processes 850

implementation 850–1
interpretation 852

policy products 848–9

problem of interplay 854–5

problem of scale 853–4

relevant knowledge 849–50

sources of compliance 851–2

and stateless societies 846

see also policy-making
policy programs:

policy research, and methodology of 263–4,

833–4

and communication 840–1

and concern with change 833

and information sources 833–4

and malleability 835–8

changing public attitudes 836–7
deWnition of 835

degrees of 837–8

importance of 835

political feasibility 835–6

and privacy and conWdentiality of 839

and scope of analysis 838–9

and side eVects 834

policy sciences:
and access to policy makers 48

and characteristics of 63

multidisciplinary 40–1

problem oriented 40

value oriented 41

and decentralization 50, 52–3

and development of:

assimilation of new concepts 51–2
deLeon’s interpretation of 43–6

democratic theme 52

disappointment in 46–7

energy crisis (1970s) 45–6

future of 49–50

institutional framework 42–3

moves into government oYces 41

Radin’s interpretation of 42–3
social networks 50, 51

Vietnam War 44–5

War on Poverty (USA) 44

Watergate scandals 45

and dynamic nature of 49

and institutional viability of 47–9
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policy sciences: (cont.)
and origins:

democratic ethos 40, 53

historical antecedents 40

Lasswell’s role 39–40

and origins of, critique 192–3

and policy analysis 41 n4

and post-positivism 50–1

see also policy research; policy studies
policy studies:

and action orientation of 6

and argumentative turn 6–7

and bargaining 7–9

and deliberative turn 9–10

and development of policy sciences 43–4

and development of, universities 41

and institutionalist theory:
impact on 558–61

implications of 562–5

and language to use 6

and persuasion 5, 20, 27–8

and reXection 7, 10

and relevance 5

and value-laden nature of 5–6

see also policy research; policy sciences
policy transfer 368 n2

and learning 376

Policy Unit (UK) 163, 165

policy units:

and challenge for 164–5

and prime minister’s use of 163–4
see also policy advice; policy analysis

political feasibility 543–6
and Clinton’s health care initiative 553–5

and context of 545

and embedded nature of concept 545

as excuse for inaction 545–6

as explanation of failure 546

and human nature 544–5

and interest groups 549–52

causes of growth of 551

changing composition of 550–1

growth of 550

impact of growth of 551–2

power 552

and policy research methodology 835–6

and power 546–9

bargaining 548

as domination 547–8

as eVective agency 547

exchange 548–9

formal authority 549

political power 548–9

theoretical conceptions of 546–7

and role of concept 545

and scientiWc/logical barriers 543

and training in grand policy 82

see also political feasibility

political participation, and concern over

vitality of 171

political parties:

and government by discussion 233–4

and negative feedback processes 343–4

political science:
and energy policy 876–7
and professionalization of 6

and study of public policy 40

politics:

and acceptability of policy 896–7

and accountability 9

and administration 61

as ‘art of the possible’ 529–30
and bargaining theory 8–9

and constraining markets 9

and degenerative politics 171

and deliberative democracy 9

and energy policy 877

and evaluation of policy 321–3

argumentative policy evaluation 326–8,

330

blaming 322

evaluation asymmetries 331–2

frame-reXection 332

issues at stake 322–3

political dimension of 330

programmatic mode of

assessment 329–30

rationalistic policy evaluation 325–6
tactics used 323

and Lasswell’s deWnition of 8, 23

and path-dependent decision-

making 642–3

and patronage relationships 679, 680–1

and policy:
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distinction between 81–2
feasibility of 82

and policy advice 8, 155–7

and political institutionalization 691

and political learning 372

and reconciling logics of action 701–5

and responsiveness to public

concerns 896, 899–900, 901

and seeking re-election 895–6
and spinning 394, 896

poll tax (UK) 154, 157, 212, 896

pollution, and ethical questions 721

Porto Alegre (Brazil), and popular

participation 680–1

positivism:

and criticism of 50–1

and learning 379

and post-positivism 50–1

and public policy 6

and rationalistic policy evaluation 325–6

and technocratic policy analysis 190–1

see also high modernism

post-positivism:

and argumentative policy

evaluation 326–8
and policy sciences 50–1

post-structuralism, and discourse

analysis 261

poverty:

and alleviation of 609

and cross-country comparisons 615

and ethical questions 717–20

and social expenditure 306

and theories of 893

and United States 616–17

and ‘War on Poverty’ (USA) 563–4

and welfare state expansion 309–10

see also income inequality; public income

transfer programs; redistribution

power:

and bargaining 548

and Clinton’s health care initiative 553–5

and exchange 548–9

and formal authority 549

and inequalities in 558

and interest groups 552

and interorganizational analysis 429

in networks 200

and policy advice 154–5

and political feasibility 546–9

and political power 548–9

and theoretical account of:

domination 547–8

eVective agency 547

and theoretical conceptions of 546–7

power dependence, and policy networks 431

practice:

and changing conditions 409

and character of 411

and collective learning 411

and communities of 378

and cooperation 413–15

and critical listening:

emotional responsiveness 129

encouraging involvement 130–1

recognition of the other 128–9

regard for the other 127–8

relationship building 129–30

and decentralized coordination 414–15

and democratic practice 419–21

and implementation 410–11

and knowledge 415–19
institutional settings 416

integration of subjects 416

nature of scientiWc knowledge 415–16

negotiated knowledge 415–16

problem orientation of 417–18

uncertainty 418–19

wider participation 418

and learning 376–9
lesson-drawing 376

and networks of 378, 413–14

and organizations, relationships with 412

and origins of policy 211, 212

and shaping of policy 411

as site of joint action 411–12

and smart practice 463

pragmatism, and learning 383–4
praxis, and training in grand policy 101

precautionary principle 241

see also risk

predatory states 719

preferences:

and contingent valuation (CV) 751–2
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preferences: (cont.)
criticism of 752–4

and critical listening 132

and formation of:

adaptive preference formation 753

Citizen Juries 674–5

deliberative democracy 673–6

Deliberative Polling 674–5

democratic deWcits 672

neighborhood associations 675–6

Study Circles 675, 677–8

Twenty First Century Town

Meetings 675, 678

and gauging public opinion 677–9

and health care:

rating scale 759–60

standard gamble 760

time trade-oV 760

and preference discretion 517–18

and public policy 753

and social experimentation 815

pricing:

and hedonics 740

and service provision 490–1

prime ministers, and role in policy-
making 161–2

use of policy units 163–4

principal-agent theory 235

and information asymmetry 631
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