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There has been much advancement in the field of public opinion research in the past few years,
particularly with respect to the formation of policy attitudes in response to elite rhetoric, the translation
of policy information into attitudes, and the biological foundations of policy attitudes. Much of the
progress made in these areas of study can be attributed to the increased use of innovative, experimental
methods and new data sources. Nonetheless, unresolved issues persist, such as whether there is an
identifiable genetic basis of policy attitudes and the extent to which cultural versus partisan orienta-
tions drive opinions. This review will discuss both new findings in the field and identify areas that
require further research.
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Introduction

The scholarly study of public opinion has a rich history and established findings.
The existing research provides valuable insights into the origins, structures, and
measurement of policy attitudes (for a helpful review, see Mullinix, 2011). Persistent
questions, however, remain with respect to the causes of opinion change, the rela-
tionship between public opinion and democratic accountability, the influence of
biological traits on opinion formation, and the linkages between public opinion and
policy change. This review focuses on the ways in which emerging research sheds
light on these critical issues.

An overarching trend that is immediately evident upon a review of recent
research is the increased reliance on experimental and unstructured data for empiri-
cal analysis. It is clear that the advent of easy-to-use survey software (e.g., Qualtrics)
and online labor markets (e.g., Amazon Mechanical Turk) has greatly lowered the
costs associated with conducting survey experiments. Further, political scientists are
just beginning to capture and analyze the wealth of textual information published
daily on the Internet. As this field of study advances, unstructured data is likely to
serve as a much-needed supplement to traditional surveys as a means of measuring
public opinion.
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In the policy studies literature, several theoretical frameworks have been devel-
oped to explain the policymaking process, such as the Advocacy Coalition Frame-
work (ACF) (Sabatier & Jenkins-Smith, 1993) and Narrative Policy Framework (NFP)
(Jones & McBeth, 2010). Both of these frameworks identify specific processes
through which opinion influences policy formation. The ACF, for example, explains
that shared beliefs are the fundamental building blocks of advocacy coalitions
(Sabatier, 1988). This review, however, is focused most heavily on opinion formation,
change and measurement and less on the ways in which these attitudes function in
the policy process.

This review examines recent work in seven evolving areas of public opinion
research. First, we discuss new findings regarding the influence of political elites
on policy opinions. This section determines that, although party cues matter, their
effect is heavily moderated by factors such as the availability of policy information
and the presence of alternative source cues. Second, the review considers the
dynamics of mass partisanship over time. Partisanship appears to function not
simply as the outcome of policy opinions, but as a fundamental predisposition that
influences opinions across the spectrum of issues. Third, we review new develop-
ments in understanding how citizens process information and form opinions
during political campaigns and policy debates. We next turn to a discussion of the
biological foundations of political behavior, and relatedly, how personality traits
connected to trust and risk influence policy opinions. We then examine the impact
of opinion in a specific policy area, climate change, and consider how Punctuated
Equilibrium Theory provides a framework for understanding the interplay
between public opinion and policymaking. Last, we conclude with an overview of
new sources of public opinion data, such as weblogs, microblogs, and social net-
working websites.

Elite Influences on Mass Opinion

Much of the recent literature on public opinion examines the relationship
between elite and mass opinion. The theoretical motivation for this work stems from
the principle of democratic accountability. Elected officials are influenced by the
policy preferences of their constituents owing to their desire for reelection (Miller &
Stokes, 1963). The literature on spatial voting similarly predicts that legislators will
reflect the preferences of the median voter (Black, 1958; Downs, 1957). Empirical
evidence, however, reveals a substantial divide between the preferences of voters
and elected officials (Gerber & Lewis, 2004).

One of the foremost challenges with quantifying the distance between voters
and representatives is measuring policy preferences at appropriate units of analysis.
In particular, it is quite difficult to measure opinion at the congressional district level.
Most surveys are not large enough to be disaggregated into 435 districts. To address
this problem, Warshaw and Rodden (2012) develop a model that employs data from
several surveys and the U.S. Census to generate estimates about district-level
opinion on policy issues such as same-sex marriage, abortion, environmental
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protection, and stem cell research. The model outperforms presidential vote shares
(a measure typically used to gauge district-level opinion) in predicting the outcomes
of ballot referenda. This new model allows researchers to examine more closely the
extent to which congressional representatives, and even state representatives, are
responsive to the policy preferences of their constituents.

Bafumi and Herron (2010) examine the responsiveness of members of Congress
by comparing ideal points. Using survey responses, the authors calculate the ideal
point for the median Democratic and Republican voter in each state.1 These numbers
are compared to the ideal points of House members and senators from those states.
The results indicate that both House members and senators tend to be more extreme
than partisan voters, though the disparities are largest among House members.2

Further, when there is a change in the party of the elected official, the new member
is likely to be just as extreme, but in the opposite direction; the authors term this
phenomenon “leapfrog representation.” An extreme legislature (relative to voters)
raises normative concerns about the efficacy of voting as a means of democratic
accountability and the influence of donors on public policymaking.

Extremism among elites also has significant implications for our understanding
of the opinion formation process. There is a growing debate in the current literature,
for example, over the influence of party cues on policy preferences. It is firmly
established in the extant research that citizens, on average, have limited political
knowledge (Delli Carpini & Keeter, 1996) and volatile opinions (Converse, 1964). As
a result, citizens rely on cues as information shortcuts (Popkin, 1994). Although
parties have long been thought to serve as a dominant cue, emerging research
identifies a set of circumstances that blunt the influence of parties and other political
leaders. In fact, much of this research finds that policy content is at least as persuasive
as source cues.

For example, Bullock (2011) finds that when individuals are presented with a
substantial amount of information about a policy proposal, the effect of party cues
diminishes. Druckman, Peterson, and Slothuus (2013) also uncover evidence of the
importance of policy substance. When experiment participants were presented
with a weak argument and strong argument, the effect of party cues was negli-
gible; respondents were more likely to support the policy proposal with the strong
argument (even if that proposal was endorsed by the respondent’s opposing
party). Likewise, in a comparison of the effects of source cues and group benefi-
ciary cues, Nicholson (2011) finds that groups dominate. When respondents were
presented with policies that either harmed a disliked group (e.g., the KKK) or
benefited a liked group (e.g., veterans), support was high regardless of the policy’s
sponsor. This suggests that policy content outweighs sources cues with easy-to-
understand issues.

Hayes and Guardino (2011) take a slightly different approach to the debate over
source cues in their examination of the effect of foreign political elites on public
opinion. Using opinion data about the Iraq War, the authors demonstrate that Demo-
cratic and Independent citizens expressed opposition to the war in response to views
voiced by foreign officials. This research is among the first to quantify the relative
influences of foreign and domestic political elites.

Bachner/Hill: Advances in Public Opinion and Policy Attitudes Research S53



New research, however, does not wholly discredit the influence of party cues.
There remain many situations in which party cues dominate. In short, a growing
number of studies detail the “conditional nature of elite influence” (Nicholson, 2012,
p. 52; see also Eshbaugh-Soha & Linebarger, 2013). Out-party cues, for example,
appear to have a far greater influence than in-party cues. Nicholson (2012), using
experimental evidence gathered during the 2008 election, demonstrates that Repub-
licans were less likely to express support for immigration and foreclosure policy
proposals when told that Barack Obama supported the measures. Democratic
respondents likewise expressed lower levels of support when told that John McCain
was in favor of these policies. The results thus suggest that party cues tend to polarize
policy opinions.

Additional factors that moderate the influence of party cues include the strength
of the arguments being advanced about a policy proposal and the level of partisan-
ship among political elites. In a non-polarized environment (i.e., experimental par-
ticipants were told that partisan disagreement on the issue was low), citizens resort
to party cues only when they are presented with arguments of equal strength from
either side of the political spectrum (Druckman et al., 2013). In a polarized environ-
ment, however, citizens are likely to follow party cues, even when their party offers
a weak argument.

In sum, recent research on the influence of political elites on policy opinions
suggests that citizens are not blind followers of party cues, or at least not all the time.
When the issues are relatively easy, substantive information is available, the argu-
ments coming from both sides are relatively equal in strength, and the opinions of
foreign elites are publicized, the cues of party elites diminish. Out-party cues and
elite polarization, in contrast, amplify party cues. Future research should continue to
explore these and other moderating factors.

Mass Partisanship and Policy Attitudes

In addition to devoting more attention to elite polarization, recent scholarship
examines how polarization in the public has evolved over time. Much of the current
literature focuses on the public’s policy positions and finds that they have become
increasingly extreme (Abramowitz, 2010; Tesler, 2012). New research moves beyond
policy attitudes and examines affective partisanship. Iyengar, Sood, and Lelkes
(2012) find that both Republican and Democratic identifiers increasingly rate each
other lower on the classic thermometer scale. Interestingly, whereas affective orien-
tations toward members of “out-party” racial and religious groups have continu-
ously improved since the 1960s, the opposite is true with respect to members of
“out-party” partisans. The authors attribute this polarization to the negativity of
modern political campaigns (Geer, 2010) and the abundance of targeted news
sources (Baum & Groeling, 2008).

The increased polarization of the mass public is noteworthy because of the active
role partisanship plays in shaping one’s political attitudes and behaviors. Although
debate persists regarding whether partisanship is the cause or effect of opinions and
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actions, emerging work provides strong support for the notion “that partisanship is
an active force changing how citizens behave in and perceive the political world
(Gerber, Huber, & Washington, 2010, p. 720).

One group of works examines the pervasiveness of perceptual bias, namely the
extent to which one’s partisanship shapes the retention of political information and
use of that information in forming attitudes. Jerit and Barabas (2012), for example,
use a combination of observational data, content analysis data, and experimental data
to test for perceptual bias across a wide range of policy issues.3 This work builds
upon previous research that focuses on how partisanship shapes economic and
candidate evaluations (e.g., Bartels, 2002; Burden & Hillygus, 2009; Tilley & Hobolt,
2011). The authors find that partisans demonstrate a much higher level of political
knowledge with respect to factual questions that “cast their party in a positive light.”
Further, partisans demonstrate a significantly lower level of political knowledge
when asked factual questions that imply something negative about their party. This
effect is magnified by news coverage; among issues receiving a high level of news
coverage, perceptual bias is heightened. The results therefore demonstrate that par-
tisans accrue accurate policy information when it aligns with their political predis-
positions and is discussed in the media.

The causal effect of partisanship, however, extends beyond the absorption of
political information. In the past few years, scholars have shown that partisanship
drives the formation of opinions and the decision to participate in politics. This work
aligns with the notion that partisanship is a “psychological identification” or “affec-
tive orientation” that remains fixed over time (Campbell, Converse, Miller, & Stokes,
1960). Partisan identities, like race or religion, affiliate citizens with a stable social
group. These attachments are formed “relatively early in adulthood” and are “endur-
ing features of citizens’ self-conceptions” (Green, Palmquist, & Schickler, 2002).
Partisanship can therefore be viewed as a political orientation that is causally prior to
opinions and behavior.

To document this phenomenon empirically, Gerber et al. (2010) conducted an
experiment in which unaffiliated registered voters were mailed information prior to
an election that reminded them that only registered Republicans and Democrats
could vote in each party’s upcoming primary.4 Among voters who received the
mailing, many were more likely to (1) identify as partisans on a post-treatment
survey, (2) register as partisans, and (3) exhibit political attitudes similar to those
expressed by strong partisans. In sum, the results demonstrate that, by activating a
citizen’s latent partisanship, the citizen thinks and behaves like a “typical” partisan.

Highton and Kam (2011) build upon this work in their research on the causal
effect of partisanship on race, economic, and cultural issue orientations over time.
The authors find that the causal effect of partisanship is not unidirectional. An
analysis of the Political Socialization Panel Study (1965–1997) reveals that, during the
period of 1973–1982, partisanship exerted a causal effect on opinions. From 1982–
1997, however, the causality runs in the opposite direction; in the later period, issue
positions drive partisanship. Read in conjunction with other work in this area, it is
clear that partisanship can influence opinions and behaviors, but that causality often
flows in both directions.
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It is important to note, however, that ideology and partisanship are not the only
belief systems that structure policy preferences. Gastil, Braman, Kahan, and Slovic
(2011), for example, argue that one’s cultural orientation (defined as adherence to
values such as individualism and egalitarianism) can have an equally, if not stronger,
influence on preferences than traditional liberal and conservative predispositions
(p. 711). In a similar vein, Ripberger, Song, Nowlin, Jones, and Jenkins-Smith’s (2012)
work demonstrates that even those with low levels of political knowledge demon-
strate familiarity with the values associated with cultural theory, and that they rely
upon these values to formulate coherent policy preferences. To advance this area of
research, scholars should consider how individuals negotiate between their ideo-
logical and cultural orientations. What are the conditions under which one orienta-
tion dominates over the other?

Information Processing During Campaigns and Policy Debates

Another area of public opinion that continues to receive much attention is
information processing. In particular, scholars have begun to address the relative
dearth of studies that explore the temporal component of information effects. While
a substantial literature employs cross-sectional data to examine the effect of infor-
mation, frames, and competing messages on attitudes, scholarship on the dynamics of
these effects is scarce. This is deeply problematic, as campaigns and national discus-
sions in the real world are multi-week phenomena. Recent research makes use of
experimental and panel data to measure information effects over time.

The conclusion from these recent studies is that information effects decay over
time, but that there are several factors that moderate the decay. Using a 12-week
panel experiment, Mitchell (2012) finds that policy information is subject to a “rapid
displacement model.” In a campaign, citizens negotiate between three types of
information: persistent information (such as their partisan attachments), transient
information (namely new information about candidates and issues), and past infor-
mation (about candidates and issues). Persistent information constrains attitudes
within a set range, but within that range, new information affects opinions while old
information is largely irrelevant. Chong and Druckman’s (2010) work corroborates
this finding, as they determine that the influence of frames related to the renewal of
the Patriot Act and urban growth, even strong ones, decay quickly over the course of
a few weeks. Taken together, new work in this area firmly establishes the transient
effects of messaging on political and policy attitudes.

Nonetheless, it is evident that information effects are real, even if they are
short-lived. In today’s media environment, citizens are consistently exposed to
policy-relevant messages from a wide array of sources. Although there is a strong
literature that explains how individuals cope with myriad considerations when
asked to express an opinion (Chong, 1993; Feldman & Zaller, 1992; Zaller, 1992), new
work extends the empirical rigor of this field by examining the effect of competing
messages over time. Chong and Druckman (2010) find that exposure to concurrent
competing messages yields negligible effects—they cancel each other out. On the
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other hand, when individuals are exposed to competing messages sequentially, more
weight is given to the more recent message when expressing a policy preference.

Beyond focusing on the direction of individuals’ preferences in response to
competing messages, we can also consider the ambivalence of these preferences—to
what extent are citizens attracted to opposite sides of an issue or political contest?
While others have demonstrated the positive link between attitude strength and
level of ambivalence (Greene, 2005; Keele & Wolak, 2008; Rudolph & Popp, 2007),
recent research examines the variation in ambivalence over time. Through an analysis
of ambivalence during the 2008 election, Rudolph (2011) finds that ambivalence
fluctuates in response to political information, but the effects are heterogeneous.
Most Americans experience some degree of ambivalence at the beginning of election
season, and this ambivalence tends to decay as the campaigns progress. Strong
partisans, however, experience a far higher rate of decay than weak partisans and
Independents, which suggests that individuals with firm prior attitudes are more
likely to process incoming information in such a way that it confirms or aligns with
previously held beliefs.

Druckman, Fein, and Leeper’s (2012) recent work in this area provides addi-
tional evidence that, when presented with policy information over time, competing
frames received at the same time cancel each other out whereas, in the case of
sequential messages, the most recently received message exerts the strongest influ-
ence over opinion. Interestingly, however, the authors uncover a primacy effect
when experiment participants were encouraged to conduct their own searchers for
additional information after receiving an initial message. This scenario—the presen-
tation of a message and subsequent participant-driven search for information—
results in attitude stability rather than decay. In the real world, citizens receive
information both as a captive audience (e.g., campaign commercials) and as a result
of their own initiative (e.g., Internet searches). It is therefore difficult to know
whether the primacy or recency effect of information is more dominant in reality.

In addition to focusing on the temporal characteristics of information processing
during campaigns and policy debates, recent work advances our understanding of
how citizens navigate the clutter of politically relevant arguments made in the
context of these discussions. Tilley and Hobolt (2011) examine the ways in which
partisanship functions as a “perceptual screen” when individuals evaluate policy
outcomes and attribute responsibility for those outcomes. In a campaign, voters are
bombarded with contradictory information about the policy performance of the
incumbent. When faced with information that contradicts their political predisposi-
tions, partisans can either ignore facts that contradict their initial evaluation of the
incumbent’s performance (selective evaluation) or adjust their perception of who is
responsible (selective attribution). The authors find support for both processes, but
far stronger evidence in favor of selective attribution—partisans adjust their inter-
pretation of the facts such that their attribution of responsibility aligns with their
political predispositions. Arceneaux (2012) likewise studies how voters process com-
peting information and determines that the most persuasive messages are those that
“evoke loss aversion via a fearful response—even in the face of a counterargument”
(p. 271).
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Biological Foundations of Political Attitudes: A New Version of
Nature vs. Nurture?

To date, much of social science research has assumed that the behavior and
attitudes of individuals largely reflect environmental factors. The possibility that
underlying biological or genetic factors may be determinants of political attitudes
and opinion formation has only recently begun to be explored by researchers
(Hatemi, Dawes, Frost-Keller, Settle, & Verhulst, 2011).

A thorough review of research prior to 2011 conducted by Hatemi, Dawes, et al.
(2011) assesses the findings thus far on the genetic sources of differences in the
political attitudes and preferences of individuals. The two basic behavioral genetic
techniques used in these studies are: (1) twin and kinship research designs to
estimate the amount of variation in political attitudes due to genetic and environ-
mental factors; and (2) molecular genetic approaches to identify specific genetic
variants related to a trait of interest. Hatemi, Dawes et al. (2011) explain that political
scientists are now developing a more integrated approach to understanding political
behavior that incorporates “elements of genes and environment into a unified theo-
retical approach that more precisely identifies the behavioral precursors and
enable[s] a richer understanding of how distinct behaviors are related to each other”
(Hatemi, Dawes, 2011, p. 68).5

Research on the relationship between genes and political behavior, as Smith
et al. (2012, p. 8; see also, Hatemi, Gillespie, et al., 2011) note, indicates that “biology
plays a critical role in shaping social, economic, and political attitudes and behavior
. . . [s]o while there may be no gene for a specific issue preference or ideological
orientation, the biological systems built by genes seem to play an important role in
mediating political attitudes.” According to the authors, twin studies consistently
find that between 40–60 percent of the variation in adult political orientations is
heritable (Smith et al., 2012). Using the first twin study devoted primarily to political
variables, in which they surveyed 1,349 individuals including 596 complete twin
pairs from the University of Minnesota Twin Registry (MTR), they assess the relative
influences of genetic and environmental factors on the ideological similarities within
sets of twins. The findings indicate that 60 percent of the variance in political atti-
tudes is attributable to “broad sense heritability” and less than 5 percent to the
shared environments of twins.

Hatemi, Gillespie, et al.’s (2011) results are drawn from the first genome-wide
analysis of liberal and conservative political attitudes; the study employs DNA
samples of 13,000 respondents collected in conjunction with a 50-item sociopoliti-
cal attitude questionnaire. Whereas previous studies quantified the overall genetic
influence on political attitudes, this research attempts to identify genetic markers
that can be further tested for their association with particular political traits. The
goal is to “identify specific genes that contribute to the genetic influence on politi-
cal preferences” and, by doing so, take a preliminary step toward locating genes
that account for the heritability found in twin and kinship studies (Hatemi, Gil-
lespie, et al., 2011, p. 2). This study advances our understanding of the biological
components of political ideology and the findings suggest that more attention
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should be devoted to identifying the genetic loci that influence information pro-
cessing and cognition.

The complexity of the interplay between the biological and environmental
factors that influence an individual’s political ideology, opinions, and actions is all
the more evident to those most engaged in this area of research. A number of
commonalities emerge through a review of recent work and suggest a consensus that
heritable core predispositions influence political attitudes (Funk et al., 2012; Kandler,
Bleidorn, & Riemann, 2012; Verhulst, Eaves, & Hatemi, 2012; Verhulst, Hatemi, &
Eaves, 2012). It is not that specific attitudes are inherited, but that core predisposi-
tions, which include values and personality traits, are inherited, and these are then
influenced by life experiences and other environmental factors (Funk et al., 2012;
Kandler et al., 2012; Smith et al., 2012; Verhulst, Eaves, et al., 2012).

Also using the Minnesota Twin Registry (MTR), Funk et al. (2012) find that
political predispositions constitute a dimension of personality that is distinct from
the “Big Five” personality traits (openness to experience, conscientiousness, extra-
version, agreeableness, and neuroticism). Using the top-down/bottom-up theory of
attitude formation as a framework for assessing social and environmental factors
(top-down) and genetic (bottom-up) pathways for different political attitude dimen-
sions, Verhulst, Eaves, et al. (2012) disentangle a bit further the influences of genetic
and environmental on political ideology and attitudes (see also Jost, Frederico, &
Napier, 2009). This research finds a “remarkably different” development of political
attitudes at the genetic level than at a shared or unshared environmental level of
analysis and that “ideology exists in different forms at different levels of analysis”
(Verhulst, Eaves, et al., 2012).

Given the complexity of the political ideology construct, along with the resulting
political attitudes, it follows that their influence on public opinion will similarly need
to be disaggregated. Work in this area is tackling head on the issue of correlation
versus causation between personality traits and political ideology, and the extent to
which the relationship between these two phenomena is a function of a fundamental,
underlying genetic factor (Verhulst, Eaves, et al., 2012). As Hatemi, Dawes, et al.
(2011, p. 81) conclude, “The more we learn about how genes lead us into environ-
ments, affect our interpretations of the exogenous environments we encounter, and
how our social environments may change our genetic expression, the more we can
contribute to the discipline at large about which environments matter and why.” The
answer to the nature versus nurture debate is, once again, that both matter; the
unresolved issues are how and in what ways.6

Political Trust and Risk Perception: How Both Influence Public Opinion

A thick literature examines the related issues of trust and risk in opinion forma-
tion, and recent work provides further insights. Hetherington and Husser (2012),
using a media content analysis and survey data collected from 1980 through 2004,
find that political trust influences public opinion on salient issues. Specifically, prior
to the 9/11 attacks in 2001, political trust impacted preferences for redistribution
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policies and race-targeted programs. After 9/11, the impact ceased for these issues
and political trust instead affects defense and foreign policy preferences. The
salience of an issue through media coverage of a contemporary event can increase
political trust and thereby boost support for government action in a policy area. As
Hetherington and Husser’s (2012) work demonstrates, this is because once priming
shifts to another area of public concern, so does the public’s trust and support for
government action in that area.7

Another significant finding in this work is that the public trusts certain parts of
the government more than others. Hetherington and Husser (2012) note that, while
prior work underscores the relevance of political trust to domestic policy attitudes,
their research indicates that trust can impact foreign policy preferences as well.
Further, the authors suggest that trust can impact both the liberal and conservative
ends of the political spectrum, as domestic issues are considered primarily of value
to “policy liberals” while foreign policy issues are seen as more beneficial to con-
servatives (Hetherington, 2005; Hetherington & Husser, 2012). This is more of a
conjecture than an empirical finding that builds upon the existing argument that the
effects of political trust on policy preferences are heterogeneous (Popp & Rudolph,
2011; Rudolph, 2009; Rudolph & Popp, 2009; see also Eckles & Schaffner, 2011). The
key takeaway point from this area of research is that individuals “can and do have
more than one meaningful belief about an issue or an object, with different presen-
tations of it unlocking different evaluations” (Hetherington & Husser, 2012; see also
Feldman & Zaller, 1992; Zaller & Feldman, 1992; and Kellstedt, 2000).

Eckles and Schaffner (2011) expand upon this work through their finding that
mentions of risk prime individuals to express lower levels of support for military
interventions than they would otherwise. In their research, which uses data from the
2008 Cooperative Congressional Election Study, they find that priming less risk-
tolerant individuals to consider the risk of potential military intervention in Darfur
lowered support for that policy, while the same prime increased uncertainty for the
risk-tolerant individuals. The implication is that, when individuals are not told by
elites (or others) of the risks associated with an intervention, surveys of their opinion
on the intervention register more support than they would if such information was
available (see also Berinsky, 2009; and Aldrich, Gelpi, Feaver, Reifler, & Sharp, 2006).

Another noteworthy study focuses on the intergenerational transmission of risk
and trust (Dohmen, Falk, Huffman, & Sunde, 2012). Somewhat contrary to the
research on the biological foundations of political attitudes reviewed above, Dohmen
et al. (2012) find that socialization is important to the transmission process with
respect to an individual’s willingness to trust and take risks. More consistent with
the findings from the genetic influences literature, they find that parental character-
istics strengthen the socialization process and its impact.

Given that fear is a genetically informed trait, it is not surprising that individuals
differ in their underlying fear dispositions. Hatemi, McDermott, Eaves, Kendler, and
Neale (2013) find that this variation has implications for out-group political prefer-
ences (see also, Kam & Simas, 2010). Using a sample of 29,682 kinships, this study
finds that people with a higher degree of social fear hold more negative opinions
toward out-groups, as measured by attitudes toward immigration and segregation.
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The authors conclude that “social fear might serve as a foundation for some part of
the edifice of certain aspects of political ideology” and this “helps explain one of the
ways in which emotion undergirds more complex cognitive structures” (Hatemi
et al., 2013).

An important line of research on the impact of risk attitudes on policy views and
political participation has been undertaken by Cindy Kam at Vanderbilt University
and her colleague Elizabeth Simas at the University of Houston (Kam, 2012; Kam &
Simas, 2010, 2012). Using the 2008–2009 American National Election Study panel and
an Internet survey conducted in 2011, Kam (2012) finds that risk-accepting individu-
als are more likely to engage in political life because it offers novelty and excitement.

Previously, Kam and Simas (2010) found that risk-accepting individuals are
less susceptible to framing effects, and frames therefore exert minimal influence on
the policy preferences of these individuals. This means that individuals’ risk ori-
entations are consequential not only in determining their policy views, but also
their susceptibility to framing and priming effects (Kam & Simas, 2010). More
recently, Kam and Simas (2012) demonstrate that risk-accepting voters are more
willing to support candidates characterized by uncertainty and change, such as
challengers in U.S. House races. They conclude that risk-accepting individuals are
more willing to “gamble” on challengers, who are usually less experienced and
represent a departure from the status quo; this accords with Kam’s (2012) finding
that novelty and excitement are motivators of political participation for risk-
accepting citizens.

Punctuated Equilibrium Theory and Climate Change

The seminal work on Punctuated Equilibrium Theory (PET) by Baumgartner and
Jones (1993/2009) continues to motivate research on how information is used to
effect policy change.8 Shanahan, Jones et al. (2011) emphasize that the focus of PET
research is not on finding direct casual links between policy entrepreneurial activity
and public opinion, and recent work in this area indicates that attempts to influence
public opinion are actually best understood as efforts to focus public attention on an
issue (see Jones & Jenkins-Smith, 2009).

There is a continued need to further unpack the role of the media in policy
change, as it has both a first-order and second-order role in the policy process (see
Shanahan, McBeth, et al., 2011; and also Shanahan, McBeth, Hathaway, & Arnell,
2008; Jones & McBeth, 2010; and Jones & Jenkins-Smith, 2009). Shanahan, McBeth,
et al. (2011) utilize a quasi-experimental design with 194 students who were sur-
veyed about a controversial snowmobile policy for Yellowstone Park. The treatment
consisted of two different media accounts that reflected divergent policy narratives
from advocacy groups. The researchers found that media policy narratives influence
public opinion in two ways: (1) they “preach to the choir” for those in agreement
with the narratives’ opinions; and (2) they “convert” when read by those with
divergent views, as they can overpower the cultural beliefs and policy views of the
individuals and thereby instigate a change in opinion on a controversial issue
(Shanahan, McBeth, et al., 2011).
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The application of PET and related frameworks can help scholars better under-
stand change in a wide range of substantive policy areas, including climate
change. One recent study of telephone survey data from the United States and
Canada regarding attitudes toward climate science and climate policy finds that
support for the carbon taxation policy option is highest in the two Canadian prov-
inces (British Columbia and Quebec) that have successfully implemented a carbon
tax (Lachapelle, Borick, & Rabe, 2012). The researchers surmise that this is because
public opinion in these provinces supported the adoption of a carbon tax policy,
but it is also possible that acceptance of the policy followed the passage of the
carbon tax laws. The same phenomenon occurred with respect to support for cap
and trade policy, which is highest in the Canadian provinces (British Columbia,
Manitoba, Ontario, and Quebec) that are most active in negotiating a multi-
government initiative, the Western Climate Initiative (WCI). The researchers
acknowledge, however, that further research is needed to explore the impact of
individual or systemic factors, such as risk perception, trust, political ideology, new
information, and economic conditions on the relationship between public opinion
and policy views in this area (Lachapelle et al., 2012; see also Borick & Rabe, 2010;
and Brulle, Carmichael, & Jenkins, 2012).

A promising effort in this area is Brulle et al.’s (2012) comprehensive examina-
tion of factors influencing U.S. public opinion on climate policy from 2002–2010. The
authors examine five factors (extreme weather events, public access to accurate
scientific information, media coverage, elite cues, and movement/countermovement
advocacy) that have been theorized to influence public opinion with respect to
climate policy.9 Of the five factors, their time-series analysis indicates that elite cues,
and particularly partisan battles over climate change, exert the most influence over
public opinion. This tracks with previous findings that when elites agree, the public
does tend to be in agreement as well; when elites disagree, polarization in the mass
public follows and individuals turn to other factors when determining their policy
positions (see McCright & Dunlap, 2011).

Brulle et al. (2012) find that media coverage has a significant influence on policy
opinions, but it is largely a function of elite cues and economic factors; weather
extremes do not have a large effect and scientific information has only a minimal
impact on changing public opinion.10 The researchers suggest that additional
research should determine the impact of second-order media effects, such as how the
framing in mass media coverage of an issue like climate change influences levels of
public concern (as their study only examines first-order media impacts as measured
by the quantity of coverage of climate issues). The authors relate their findings to the
literature on policy moods, which refers to the idea that there is an aggregate “policy
mood” regarding the favorability toward governmental action for any given policy
issue (Brulle et al., 2012; see also Atkinson, Baumgartner, Coggins, & Stimson, 2011;
Stimson, 1999, 2004; and Enns & Kellstedt, 2008). One of the key contributions of this
work is the use of a relatively long time series data set, which permits the analysis of
policy attitude change.

Additional research is needed on the extent to which policy narratives lead to
policy opinion change and the interplay between policy opinions, genetic predis-

S62 Policy Studies Journal, 42:S1



positions, and individual traits (such as risk perception and political trust). This
area of research lies at the intersection of political science, biology, psychology, and
sociology. The greatest insights into the complexities of human political opinions
and behavior are most likely to be gained from this type of cross-disciplinary
work.

New Methods of Measuring Opinion: Big Data and Analytics

For the past half century, the study of public opinion has largely relied on
observational and experimental survey research. The exponential use of online
media, however, serves as an additional source of empirical evidence. More and
more individuals express politically relevant opinions on weblogs, micro-blogs (e.g.,
Twitter) and social networking websites (e.g., Facebook), which presents opinion
researchers with an untapped treasure trove of information.11 While the majority of
analysis of this textual information is currently being undertaken by computer sci-
entists, political scientists are slowly beginning to leverage this massive source of
unstructured data to answer a wide variety of interesting questions (see, for example,
King, Pan, & Roberts, 2013).

Analyses of social media postings allow researchers to gain purchase on ques-
tions related to aggregate-level public opinion. For example, we can use social media
postings to learn about the national policy agenda. Issue salience is typically mea-
sured with a survey question that asks respondents to name the country’s most
important problem.12 As an alternative, researchers can instead examine Internet
search queries. Scharkow and Vogelgesang (2011) compare the salience of issues
during the 2005 German general election as measured by traditional surveys and
Google Insights for Search. The results reveal a strong correlation.

Sentiment analysis (and relatedly, election prediction) is a second aggregate-level
use of social media analysis. It is becoming relatively easy for researchers to gather
and store posts made to social media websites. Both Facebook and Twitter have APIs
that facilitate the scraping of these posts. Text mining techniques can then be used to
measure the sentiment of the posts. Sentiment is typically considered to have two
dimensions: positivity/negativity and strength. Both are often measured using
dictionary-based lexicons, such as OpinionFinder.13 A sentiment analysis of one
billion Twitter posts by O’Connor, Balasubramanyan, Routledge, and Smith (2010)
reveals a correlation between social media posts related to consumer confidence and
presidential job approval and traditional polling on these issues. Tumasjan,
Sprenger, Sandner, and Welpe (2010) examine 104,003 tweets and find that “despite
the fact that the Twittersphere is not a representative sample of the German elector-
ate, the activity prior to the election seems to validly reflect the election outcome.”

At the moment, analysis of social media postings is best used as an alternative to
surveys for measuring aggregate trends. This is because there is no easy way to link
postings with the background characteristics of the users. As social media websites
continue to develop new technologies for making their data accessible by research-
ers, this information may become available.
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Using unstructured data to measure public opinion holds many advantages over
traditional survey research. Surveys are notoriously subject to a host of challenges,
such as social desirability bias, recall problems, low response rates, question
wording effects, constrained answer choices, and topic limitations. The use of social
media postings as a means of gauging public opinion mitigates many of these
problems, as the opinions expressed by users are unsolicited and, often, content-rich.
(O’Connor et al., 2010). Further, this approach to opinion measurement is far less
expensive than large-scale surveys.

Nonetheless, those who have begun to explore social media analysis urge
researchers to proceed with caution. First, the extent to which social media users
represent the opinion distribution of non-social media users is unclear. Further, even
among users, there is inequality in participation. A small percentage of users
accounts for a large number of postings (Tumasjan et al., 2010). It is therefore evident
that the majority of content produced by users represents a very small percentage of
the citizenry.

A second area of concern with using social media output as indicators of public
opinion is measurement issues. A content analysis of micro-blogs and social network
posts misses much of the content that is exchanged, as many of these postings
contain links to the key substance—should researchers incorporate the texts accessed
through links into the analysis, and if so, how? Moreover, how should researchers
deal with “retweets”—presumably a retweet represents an opinion held by the
“retweeter,” but should the message be counted twice? And what about postings
that are automatically generated; many news organizations automatically release
social media postings that contain article headlines. In short, future research will
need to grapple with serious methodological issues when devising measurement
strategies.

Beyond simply measuring opinion with social media, some scholars have begun
to examine whether social media use affects opinion formation. The preliminary
evidence, however, is quite pessimistic. Conover et al. (2011) examine 250,000 tweets
during the 2010 U.S. midterm election and find that that the “retweet network” is
highly partisan; right and left identifiers are unlikely to interact. This conclusion is
echoed by Sunstein (2008), who argues that social media do not serve as a forum for
the kind of cross-cutting political deliberation as conceived by democratic theorists
such as Hayek and Habermas. Baumgartner and Morris (2010) take a different tack,
as they look to see whether social media increases political knowledge and partici-
pation among young citizens. The authors find that “virtually all of the data point in
the same direction, namely, that the potential for [social network] Web sites to
increase youth political engagement has not yet been realized” (p. 38).14

Conclusion

Despite the significant advances made, there are still many areas of public
opinion research that require further study. For example, the debate over memory
processing remains very much unresolved. It is still unclear whether individuals, for
example, sift through previously stored information to arrive at considered evalua-
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tions (the memory-based model) or rely on the most recent information to update an
existing evaluation (the on-line model). To better understand opinion change and the
nature of political persuasion, we need to develop a more robust model of informa-
tion processing.

Relatedly, there is still much unknown about the origins of policy opinions.
Owing to advances in our understanding of the human genome, the nurture versus
nature debate would benefit from additional research (though scholars should keep
Charney and English’s [2013] concerns in mind). There are also lingering questions
regarding the extent to which cultural orientations versus ideological and partisan
orientations drive policy opinions. A firmer understanding of the causes of policy
opinions, particularly the conditions under which certain factors are influential and
others less so, will provide a stronger foundation on which to study persuasion and
advocacy.

And finally, additional research is needed to identify the conditions under which
shifts in public opinion lead to policy change. Although clear correlations between
public opinion and policymaking are evident, the directions of the causal arrows,
and the strengths of these relationships, are unclear. The influence of public opinion
on both the behavior of individual elected officials and the institutions in which they
operate is fertile ground for further study. Perhaps we can make inroads in this area
by tapping into the wealth of unstructured public opinion data that is ripe for the
picking.

Jennifer Bachner, Ph.D., is the Coordinator of the M.A. in Government Program at
Johns Hopkins University.
Kathy Wagner Hill, Ph.D., is the Director of the Center for Advanced Governmental
Studies at Johns Hopkins University.

Notes

1. An ideal point is a position in a unidimensional policy space. Voter ideal points are calculated using
survey responses about respondents’ positions on roll call votes. The ideal points for members of
Congress are calculated using their actual roll call votes (Bafumi & Herron, 2010).

2. A similar pattern emerges at the state level. Lax and Phillips (2012) demonstrate that there is a
“democratic deficit” at the state level, in that state governments only translate opinion majorities into
public policies approximately 50% of the time.

3. The authors identified 205 domestic and foreign policy-related factual questions across 43 surveys.

4. Participants in the experiment were registered voters who were not officially registered with a party
but expressed a preference for a party on a survey.

5. The “unpacking” of gene-environment relationships to understand political behavior more thor-
oughly is only just beginning. For more research on the relationships between genes, personality and
political attitudes, see Hatemi and McDermott (2011); Hatemi, Dawes, et al. (2011); Hatemi et al.
(2013); Smith et al. (2012); Verhulst, Eaves, et al. (2012); and Verhulst, Hatemi, et al. (2012).

6. Not all scholars in this area agree that advancing the field of “genopolitics” is a worthwhile endeavor.
Charney and English (2013) dispute the assumption that the genome is a fixed, unchanging template
that determines political orientations and attitudes (p. 393). The authors argue, “Genopolitics relies on
a naive conception of the genome uninformed by some basic principles of genetics and by discoveries
in molecular genetics over the past 50 years” (p. 393).
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7. Priming refers to “changes in the standards that people use to make political evaluations” (Iyengar &
Kinder, 1987, p. 63; see also Eckles & Schaffner, 2011; and Berinsky, 2009).

8. For recent work in this area, see Jones and Baumgartner (2012).

9. Brulle et al.’s (2012) data consist of 74 separate surveys that cover a nine-year time period. For
additional recent research on public opinion on climate change, see Kellstedt, Zahran, and Vedlitz
(2008); Marquart-Pyatt et al. (2011); Pidgeon and Fischoff (2011); Weber and Stern (2011); Spence,
Poortinga, Butler, and Pidgeon (2011); Sterman (2011).

10. Somewhat in contrast with this finding, Egan and Mullin (2012) show that direct exposure to extreme
weather causes individuals to reassess their opinions on global warming, though the effect decays
fairly rapidly.

11. In addition to examining social media content, some scholars have studied Internet search terms as
another means of measuring public attention to political issues (Ripberger, 2011).

12. Alternatively, some scholars use content analyses of newspapers to construct measures of issue
salience.

13. Newer methods of sentiment analysis instead employ supervised or unsupervised learning tech-
niques (Stieglitz & Dang-Xuan, 2012).

14. See also Hoffman, Jones, and Goldwaite Young (2013) for an examination of the motivations that drive
online political engagement.
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