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1 
Refocusing the Discussion 
of Methodology 

Henry E. Brady, David Collier, and ]asan Seawright 

MAINSTREAM QUANTITATIVE METHODS, 
QUALITATIVE METHODS, ANO 

STATISTICAL THEORY 

The quest for shared standards of methodology and research design is an 
abiding concern in the social sciences. A recurring tension in this quest is 
the relationship between quantitative and qualitative rnethods. This book 
aims to rethink the contribution of these alternative approaches and to con
sider how scholars can most effectively draw on their respective strengths. 

One view of the relation betvveen ~a~itativ .. e. ~nd -.q u.·.~-~ .. _ita~.\~.S _ _!12_eJh2(t9J-l 
ogy is provided by what we call "mainstrqm_quantitatü::e_~lJ~!h.t:?ds," an \ 
apiJroat:h based oOtE~f regression analysis and related techniques for 1 
causal inferelice. Scholars who champion this approach often invoke 
norms identified with these tools to argue for the superiority of quantitative 
research, sometimes suggesting that qualitative research could be greatly 
improved by following such norms more closely. These scholars in effrct 
propase a quantitative template for qualitative research. In doing so, thcy 
have made sorne valuable suggestions that qualitative researchers would do 
well to consider. 

Qualitative rnethodologists, 1 for their part, have raised legitimate con-

l. We understand qualitative methods as encompassing partially ovcrlapping 
approaches such as the case-study methoJ, small-N analysis, the comparativc 
method, concept analysis, the comparative-historical method. the ethnographic tra-

15 
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cerns about the limitations of the quantitative template. Sorne qualitative 
analysts are dubious that the quantitative approach provides the only 
appropriate model for qualitative analysis. Others consider the quantitative 
ternplate entirely inappropriate. Still others argue that the qualitative 
approach has strengths often lacking in quantitative studies and that quan
titative analysts have much to learn from the qualitative tradition. 

Yet another perspective on quantitative and qualitative methods is pro
vided by ideas drawn from what we call "statistical theory." In contras! to 
mainstrearn quantitative methods, these ideas reflecta long history of skep
ticism about applying the assumptions behind regression analysis and 
rdated tools to real-world data in the social sciences. 2 This methodological 
approach sometimes advocates alternative techniques that allow research
ers to draw more limited inferences based on fewer untested assumptions. 
According to this perspective, it is by no means evident that conventional 
quantitative tools are more powerful than qualitative tools. 

Indeed, it is possible to draw on statistical theory to provide what may 
be thought of as a "statistical rationale" for many standard practices of 
qualitative research. This does not involve an admonition that qualitative 
analysts, in designing research, are expected to prove theorems in arder to 

demonstrate that they have adopted the right methods. Rather, this ratio
na le provides o"'" 1-~r kinds of insight into the analytic contribution of quali
tative methods. A basic theme of this volume is that many qualitative 
research practices can be justified both on their own terms, and on the basis 
of this statistical rationale. 

Overall, a meaningful discussion of methodology must be grounded in 
the premise that strengths and weaknesses are to be found in both the qual-

dition of field research, interpretivism, and constructivism. For many purposes, the 
quantitative-qualitative distinction m ay be disaggregated. In chapter 9 and the glos
sary, we propase four component dimensions: leve! of measurement, number of 
cases, whether explicit statistical tests are employed, and what we call thick versus 
thín analysis. Yet the simple quantitative-qualitative dichotomy offers a heuristic 
distinction that productively strudures much ofthe current discussion. 

2. The tradition to \vhich \Ve refer grows out of debates among statisticians on 
causal inference in experiments and observational studies. It may be dated to Karl 
Pearson's 1896 critique ofG. UdnyYule's causal assessment, based on a regression 
analysis of observational data, of the relation between welfare policy and poverty 
in Britain {Stigler 1986: 351-53, 358). For a recent statement about this debate, see 
rreedman (1999). In addition to work within the discipline ofstatistics, we con
sider this tradition to encompass studies in the fields of econometrics, psychomet
rics, and measurement theory that, like Pearson's critique, explore the foundations 
of inference. We would al so include methodological contributions by so me scholars 
in political science and sodology whose work stands outside of the basic regression 
framework 

' ' r 
f 
1 

i 
Ji 

f 

Re}Owsir1g rile Discussion of Metlwdology 17 

itative and quantitative approaches. Regarding the weaknesscs, as Hrady 
(chap. 3, this volume) puts it, qualitative researchers are perhap~ "handi
capped by a lack of quantification and smallnumbers of observations," 
whereas quantitative researchers may sometimes suffer frorn "procrustean 
quantification and a jumble of dissimilar cases." The most producti\T way 
to reconcile these two approaches is not through the unilateral imposition 
of norms, but rather through mutuallearning. 

THE DEBATE ON DESIGNING SOCIAL INQU/RY 

In the present volume, we explore the relationship between quantitative 
and qualitative methodology through an extended discussion of a book 
that exemplifies the approach of mainstream quantitative methods: Dc5isn
ing Sociallnquiry: Scientific Inference in Qualitfltivc Research (hereafter KJ(\l), 
by Gary King, RobertO. Keohane, and Sidney Verba. 

KKV'S CONTRIBUTION 

KKV has emerged as one of the most influential statements ever published 
on the relationship between quantitative and qualitative methods. lb_e 

\

Qook is based on th···e· .'a.cit. ass.u._m .. p.·tio~ t~~~. u. ~12!}ta .. ti_ve:_ .. J_a .. rge-.t:-J r~s.ear~hers 
have superior _tQ?ls_ ~2~ _solving. many p~oQlems __ p( rpethoJ_ojqgy.~aud 
re~h··ae-sl"~~C!.!"!.l.P'!~~~ to_Jfídi qu:?litative co~J_gparts. Accordingly, 
KKV seeks to make such tools accessible to qUJhtative analysts, so asto help 
them design better research. Vv'hile the premise is, in effect, the superiority 
of quantitative methods, the goal is to build bridges. The authors take seri
ously the idea that we should seek a cornmon language for framing issues 
that arise in all forms of inquiry, and their effort to articulate the shared 
concerns of quantitative and qualitative research is a valuable contribution 

KKV's wide influence also stems frorn the systematization of quantitativc 
methods that it otfers. Although framed asan extended set of recommenda
tions for qualitative researchers, the bao k is based on ideas drawn from the 
mainstream quantitative framework. In the course of summarizing thesc 
ideas, KKV offers numerous specific recommendatiuns about diffcrent steps 
in the research process: for example, defining the research problem, specify
ing the theory, selecting cases and observations, testing descriptive and 
causal arguments, and subsequently retesting anJ refining the theory. In 
sum, KKV's reach is broad and its practica! advice abundan t. 

At the most genera\ leve!, by focusing schoiarly attention on problems of 
research design, KKV aims to improve the practice of social science, under
stood as a collective effort to describe and explain political and social phe-

.. 
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nomena. KK'V characterizes this collective effort as being concerned v,rith 
descriptive and causal inference, a term which may seem alien to sorne 
qualitative researchers. However, as Charles Ragin emphasizes {eh a p. 3 
online), "there is no necessary wedge separating the goal of'inference' -the 
kcy concern of quantitative approaches-from the goal of making sense of 
cases-a common concern of qualitative approaches." The term /'inference" 
can thus be seen as one specific !abe! for a shared objective that spans 
Jiverse traditions of research. 

KKV has hadas great an impact, in terms of encouraging analysts to think 
about research design, as any book in the history of political science. The 
book is widely read in other fields as we!L and it has exercised a salutary 
influence on many different branches of qualitative research. Even qualita
tive analysts who strongly disagree with KKV have adopted terms and dis
tinctions introduced in the book In addition, the concern of qualitative 
analysts with Jefending their own approach vis-á-vis KKV has pushed these 
scholars toward a more complete systematization of qualitative methods. 
In this and other ways, KKV has been strikingly successful in achieving its 
basic goal of encouraging researchers to think more carefully about meth
odological issues. 

Finally, the authors of KKV deserve praise for their willingness to partici
pate in an ongoing dialogue that is helping to advance this methodological 
discussion. In their response (reprinted as chapter 7 below) toa 1995 sym
posium on their book in the American Political Science Review, they observe 
that. "although our book may be the latest word on research design in 
political science [as ofits publication in 1994], it is surely not the last" (111 
this volume). 

WHERE DO WE GO FROM HERE? 

The present volume extends this methodological debate. We take as a point 
of departure a number of basic concerns about KKV's framework. 

In our view, KKV gives insufficient recognition to well-known limitations 
of mainstream quantitative methods. The book does present a useful dis
cussion of assumptions that underlie regression analysis. Yet KKV does not 
devote adequate attention to a key statistical idea: Regression analysis 
dq~end.§ .. on_the model, and if the model i~_,_vrong, so is the analzsis. For 
this reason, estimátiil¡(a-regressioii.·ma·dei wiih emptrical data does not 
fully test the model. Relatedly, KKV places strong emphasis on evaluating 
uncertainty. Yet the book fails to acknowledge that significance tests are 
designed to evaluate 5pecific kinds of uncertainty, and that the common 
practice of employing them as a general-purpose too! for estimating uncer
tainty extends these tests beyond the uses for which they were intended. 
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Against this backdrop, KKV goes too far in advocating the perspective of 
mainstream quantitative methods as a foundation for rese,uch design and 
qualitative inquiry. \Ve are convinced that this perspective proviJcs an 
excessively narrow understanding of the research process. ,\ion: specifically, 
along with being too confident about the strengths of quantitative tools, 
the book gives insufficient recognition to the contributions of qudlitative 
tools. KKV overemphasizes the strategy of increasing the number of obser
vations, and it overlooks the different kinds of observations and the differ
ent ways that data are used in quantitative and qualitative research. Tlw 
book is inattentive to the risk that jn_q~asing_ the ~.m ay push scholars 
toward an untenable leve! of generality and""J. ÍÜss of comextual knowledge. 
rt-OVúsiate·s its· ·warning against post hoc hypothesis formation and stan
dard practices of disciplined inductiw research. Relatedly, it neglects the 
fact that econometric writing on "specification searches" has sought to sys
tematize inductive procedures. Finally, KKV occasionally refers to trade
offs, yet the book does not acknowledge that they must be a basic concern 
in designing research. 

We want to be clear about what these criticisms do and do not amount 
to. They do not amount toa rejection of the basic enterprise of striving for 
a shared voohulary and framework for both quantitative and qualitative 
research. lndeed, we are strongly cornmitted to the quest for a common 
frarnework. VVhile we have great respect for scholars who explore epistemo
logical issues, we worry that such concerns may sornetimes unnecessarily 
lead resean_lter~ a 1ld students to take sides and to engage in polemirs. Thus, 
we share KKV's (4-5) view that quantitative and qualitative methods are 
founded on essentially similar epistemologies. 

Correspondingly, the present volurne is certainly not rneant to widen the 
gap between the qualitative and quantitative approaches by identifying 
profound and obdurate differences. Indeed, we would argue that the diffcr
ences are less deep-seated than is sometimes believed. To the extent that 
differences do exist, however, we take the norrnative position that a basic 
goal in work on methodology is to overcome these differences. We should 
seek a shared frarnework allowing researchers using diverse analytic tech
niques to develop evidence that is convincing to analysts of differing meth
oJological persuasions. This larger body of mutually accepted evidence can, 
in turn, contribute to finding better answers to the substantive questions 
that drive social research. 

TOOLS AND STANDARDS 

As we suggest in the subtitle of this bao k, while analysts ha ve di verse tools 
for designing, executing, and evaluating research, it is meaningful to scek 
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shared standards for employing such tools. These shared standards can 
facilitate recognition of common criteria for good research arnong scholars 
who use different tools. Methodological pluralism and analytic rigor can be 
combined 

By tools \\'e mean the specific research procedures and practices 
employed by quantitative and qualitative researchers. Sorne tools are highly 
systernatized and have elaborate technical underpinnings. Examples of 
such tools are regression analysis, structural equation modeling, factor 
analysis, tests of statistical significance, and probability theory. Increasing 
the number of observations is a research too! repeatedly advocated by KKV. 
Other tools include qualitative research practices such as within-case analy
sis, process tracing, procedures for avoiding conceptual stretching, qualita
tive validity assessrnent, and strategies for the comparison of matching and 
contrasting cases. Methods of data collection are also tools: for exarnple. 
public opinion research, focus groups, participant observation, event scor
ing, archiva! research, content analysis, the construction of "unobtrusive 
measures," and the systernatic compilation of secondary sources. At various 
points in the text, we ha ve introduced summary tables that provide an over
view of the different tools being discussed, and many tools are also dis
cussed in the glossary. 

The chapters in the present volume devote considerable attention to vari
ous methodological tools that KKV undervalues or overlooks. The follow
ing paragraphs enumera te four broad methodologicalliteratures vvith whid1 
many of these tools are identified. Sorne correspond to standard practices 
of qualitative researchers; others are derived from statistical theory. 

l. Logical and Statistical Foundations of Causal Inference. A large body of 
research on the logical and statistical foundations of causal inference 
expresses considerable skepticism about causal inference based on 
observational data. This literature points to the need for more robust 
approaches than those advocated in mainstream quantitative meth
odology. 

2. Concept.s. Research on concepts, concept formation, and the evolution 
of concepts in the course of research makes it clear that sustained 
attention to conceptual issues is an indispensable component of 
research design. The insights of this literature suggest that the limited 
advice that KKV does give on working with concepts in fact points in 
the wrong direction. 

3. Measurement. A majar literature located in the fields of mathematical 
rneasurement theory and psychometrics provides researchers with 
systematic guidance for measurement. This literature emphasizes, for 
example, the contextua! specificity of measurement claims, reinforc
ing the conviction of many poli ti cal scientists that knowledge of con-
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text and care in bounding the generality of research findings must be 
a central concern in research design. Such guidance is lacking in KKV. 

4. Causal Inference in Case Studies. A long tradition of writing has 
explored tools and strategies of causal inference in case studies: for 
example, process tracing and otller forms ofwithin-case analysis; thc 
deliberate selection of "most-likely," "least-likety," and "deviant" 
cases; and, in the comparative case-study tradition, the methods of 
agreement and difference. KKV seeks to subsume these tools within 
its own framevmrk, based on the norms oflarge-N quantitatiw analy
sis. The case-study literature in effect turns KKV's argument on its 
head, suggesting that (a) the practice of causal inference in qualitatiYc 
research is viable on its own terms, and (b) inference in quantitative 
research can sometimes be improved through the use of tools strong!y 
identified with the qualitative tradition. 

Through focusing on tools drawn from these diverse areas of methodol
ogy, as \vell as on more conventional quantitative tools, we scck to !ay a 
stronger foundation for an integrated approach to the design and execution 
of research. 

All research tools, both qualitative and quantitative, must be subject to 

critica! evaluation. Correspondingly, scholars should seek shared standards 
for assessing and applying these tools. Relevant standards must induJe 
attention to basic trade-offs that arise in conducting research. Once we 
acknowledr-..· that not all analytic goals can be achieved sirnultaneously
Przeworski and Teune's trade-offs among accuracy, generality, parsirnony, 
and causality are a famous example ( 1970: 20-23 )-then it is easier to 
move toward a recognition that alternative methodological tools are rele
vant and appropriate, depending on the goals and context of the research. 

Neither qualitative nor quan ;tative analysts have a ready-made formula 
for producing good research. We are convinced that the \vide inOuence exer
cised by KKV derives in part from the book's implicit claim that, if scholars 
follow the recommendations in the book, it is relatively straightforward to 
do good quantitative research; as well as the explicit argument that qualita
tive researchers, to the degree possible, should apply the quantitative tem
plate.3 

3. KKV does briefly note the limitations of quantitative research. 'lhe book statc~ 
that "[i]n both quantitative and qualitative research, we engage in thc imperfcct 
application of theoretical standards of inference to inherently imperfect rescarch 
designs and empírica! data" (7; see also 8-9). However. in the eyes of many critics, 
KKV does not follow through on these words of caution, instead going too far in 
extending the norms of quantitative analysis to qualitative research_ Further, KKV's 
statements on the pages just cited are closely linked to its arguments about estimat
ing error, and the authors are far more confident than we are about the viability of 
error estimates in quantitative research, not to mention in qualitatÍ\'C re~earrh. Ser, 
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In fact, it is difficult to make causal inferences from observational data, 
especially when research focuses on complex political processes. Behind the 
apparent precision of quantitative findings lie many poten tia! problems 
concerning equivalence of cases, conceptualization and measurement, 
assumptions about the data, and choices about rnodel specification such as 
which variables to include. The interpretability of quantitative findings is 
strongly constrained by the skill with which these problems are addressed. 
Thus, both qualitative and quantitative research are hard todo well. It is by 
recognizing the challenges faced in both research traditions that these two 
approaches can learn from one another. 

Scholars who make particular choices about trade-offs that arise in the 
design of research should recognize the contributions of those who opt for 
different choices. For example, Jet us suppose that a scholar has decided, 
after careful consideration, to focus on a small N to carry out a fine-grained, 
contextually sensitive analysis that will facilitate operationalizing a difficult 
concept. A large-N researcher should, in principie, be willing to recognize 
this choice as legitima te. 

At the same time, the smail-N researcher should recognize that the 
advantages of focusing on few cases must be weighed against the costs. 
These costs include, for example, forgoing large-N tools for measurement 
validation and losing the generality that might be achieved if a wider range 
o[ cases is considered. In short, researchers should recognize the poten tia! 
strengths and weaknesses of alternative approaches, and they should be 
prepared to justify the choices they have made. 

TOWARD AN ALTERNATIVE 
VIEW OF METHODOLOGY 

Building on these themes, the present volume develops alternative argu
ments about the appropriate balance betvveen the quantitative and qualita
tive traditions, and about research design and methodology more broadly. 4 

Here are sorne key steps in these arguments. 

l. In the social sciences, qualitative researcli is hard to do well. Quantitative 
research is also hard to do well. Each tradition can and should learn from 
tlw other. One version of conventional wisdom holds that achieving 

for exarnple, Rartels's discussion of assessing measurement error {chap. 4, this vo!
ume), as well as the discussion in chapter 9 focused on the misuse of significance 
tests. 

4. VVhi!e issues of descriptive inference are a recurring theme in the following 
chapters ( see, e.g. 34-3 7, 132-40 this volume), the focus here is primarily on causa! 
infercnce. 
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analytlc rigor is more difficu!t in qualitative than in quantitati\"C 
research. Yet in quantitative resrarch, making val k\ inferences J.bout 1 

complex political processes on the basis of observational data is like- · 
\Vise extremely difficult. There are no quick and easy recipes for eíthn! 
qualitative or quantitative ana!ysis. In the face of these shared ch;¡J
lenges, the two traditions have dcveloped distinctive and complemen
tary tools. 
a. A central reason why both qua/itative and quantitarive rrsearclz are htnd 

todo well is that any study based on obsemliional (i.e., noncxperinzcn" 
tal) data faces the fundamental irzferentíal challenge of e/imirlating rit'al 
explanations. Scholars must recognize the great divide between 
experiments anJ observational studies. Exp_erin~ents ¡;_ljminate. 
rival explanations by randorn!y assiggiDg...the .val.lle~ _o[_ the __ e;xplan
aiüíyVafíabie·-to-üleliñTiS-De!I1g analyzed. By contrast, in al! obser
Vauonal studies, ehmmating nval explanations is a daunting 
challenge. The key point, and a central concern of this book, is 
that quantitative and qualitative observational studies generally 
address this shared challenge in different ways. 

2. Mainstream quanlitative methodologists sometimes aduocate the quantita
tive approacli as a general remplate for conducting research. By conlras.t, 
some statistica/ theorists question the generalapplicabilitr of the coll!'CII
tional quantitatiue approach. Strong advocacy of the quantitative tem
plate is found in many disciplinary subfields. Yet it is essential that 
política! scientists-and scholars in other fields as well-take a 
broader view and reflect more deeply on the contributions anJ limita
tions of both qualitative and quantitative methods. A valuable com
ponent of this broader view draws on ideas from statistical theory. 
a. One recurring issue regarding tl!e rradition of advocacr based on rile 

quantitative templa te concerns how much sclwlars can in factleam from 
findings based on regression analysis, as well as their capacity to estímate 
the degree of urzcertainty associated with these findirzgs. f.or regression 
results to be meaningful, analysts must assume, as noted earlier in 
this chapter, that they have begun with the correct statistical 
model. Empírica! data analysis may provide sorne insight into thc 
plausibility of this assumption, yet such analysis does not fully test 
the assumption. An~q1q_J5.gy ide_¡Uf.kiJ!ifif.cLwLth.Jhe_qu_antüative 
template con~-~ms_~lhe~ca_pacit):' to estímate uncertainty. Unfortu
ñ'"atery:-iñ~me areas of resear-~h, sta1~dard practiCe in the use of 
significance tests extends their application to evaluating forms of 
uncertainty that they were not designed to assess. 

b. Another íssue regarding the quantitatiue template is the recurring recom
mendation that researchers can gain inferentíal /euerage in addressing 
riual explarzations by irzcreasing the nwnber of obseruations-i11 the co11-
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uentional sense of increasing the N. Yet this aduice is not always hclpful, 
in part because it m ay puslz sclwlars to compare cases that are 110t analyt
ical/y equivalen!. Although adding new observations is frequently 
useful, adding observations from a different spatial or temporal 
context or at a different level of analysis can extend the research 
beyond the setting for which the investigator can make valid infer
ences. \Vhile sorne scholars might be concerned that this focus on 
context leads researchers toward a posture of excessive particular
ism, concern with context is in fact a prerequisite for achieving 
descriptive and causal inference that is valid and rigorous. 

3. In mahing clwices about increasing leverage in causal inference, and to 
address the concems just noted, scholars should recognize the contributions 
of different hinds of observatíons. It is productive to distinguish between 
two quite distinct uses of the term "observation," one drawn from the 
quantitative tradition, the other from the qualitative tradition. Exam
ples of these two types are presented in the appendix ( see al so 184-96 
this volume). 

a. Data-set observations. These observations are collected as an array 
of scores on specific variables for a designated sample of cases, 
involving what is sometimes called a rectangular data set. Missing 
data are an obstacle to causal inference baS-ed""O_n_ data~set obseiVa
tionS;" it is therefore valuable that the data set -be complete. Data
Ser ---observations play a central role not only in quantitative 
research, but al so in qualitative research that is based on cross-case 
analysis. 

b. Causal-proce5s observations. These observations about context, proc
ess, or rnechanisrn provide an alternative so urce of insight into the 
relationships among the explanatory variables, and between these 
variables and the dependent variable. Causal-process observations ( 
are sornetimes less complete than data-set observations, in the 
sense that they routinely do not constitute a full set of scores across 
a given set of variables and cases. The strength of causal,process 
ob~ervations lies not in breadth of coverage, but depth of insight. 
Eve"iioñeCitusal-pr6Cess- óbS€rVation m ay b¡c·valuable-in .making 
inferences. Such observations are routinely used in qualitative 
research based on within-case analysis, and they can also be an 
important too! in quantitative analysis. 

c. The5e tu:o types of observations have contrasting implications for main
taining an appropriate scope of comparison. A focus on increasing the 
numher of data-set observations, either at the same leve! of analy
sis or in subunits ata lower leve! of analysis, can yield majar ana
lytic gains, but it can also push scholars toward shifts in the 
domain of analysis that may be counterproductive. By contrast, 
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the search for additional causal-process obscrvations m ay occur 
within the original domain. 

4. Metlwdological di5cussions could ¡,enefit from stronger aduocacr jl-or11 tl1c 
síde of the qualitative templa te, and all researcher.s should comider carcfulf.v 
some long-standing methodologicul priuríties that derive from thc qualitrltil'e 
perspective. The qualitative template can rnake important contribu
tions to broader methodological agendas. l-'or example· 
a. Knowledge of case5 and context contributes to achieving ~·alid inference. 

To expand on the earlier argument (2b and 3c), analytic leverage 
can derive from a clase knowledge of cases and context, \vhich can 
directly contribute to more valid descriptive and causal inference. 
This knowledge sensitizes researchers to the impact of cultural, 
econornic, and historical settings, and to the fact that subunits of 
a given case may be very different frorn the overall case. In other 
words, knowledge of context provides insight into potentially sig
nificant factors that are not among the variables being formally 
considered. In this sense, it helps us to know what is hidden 
behind the assumption "other things being equal," which is in 
turn crucial for the causal homogeneity assumption that is a requi
site for valid causal inference. As discussed in this volume, such 
contextua! knowledge is also crucial for measurement va.lidity. 
Leverage derived from detailed knowledge of cases and context is 
close~y connected to the idea of causal-process observations just 
discussed. Such knowledge is invaluable in both quantitative and 
qualitative research. 

b. Inductive analysis can play a majar role in achieuing !'a lid inference and 
generating new ideas. Induction is important in botii qualitativr and 
quantitative research. Mainstream quantitative researchers are 
sometimes too quick in d1smissing the contribution to scholarly 
knowledge of inductive analysis and of the retesting of hypotheses 
against the same set of cases, on occasion invoking the traditional 
mandate to avoid "post hoc" hypothesis reformulation and theory 
testing. Yet even in technically advanced forms of statistical esti
mation, quantitative researchers routinely test alternative spccifí
cations against a given set of data (i.e., specification searches) and 
on this basis seek to make complex judgrnents about which spcci
fication is best. This iterated refinement of models and hypotheses 
constitutes a point of similarity to the inductive practices that are 
perhaps more widely recognized in qualitative research. lnductiw 
procedures play a role in both traditions, and developing nonns 
that guide, systematize, and make explicit these procedures for 
causal inference should be a basic concern of methodology. 

c. These arguments add up toa view of methodology in wiiirh qualitmil·e 
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researc/1 has a majar role. The norms and practices of qualitative 
research deserve, in their own terms, serious attention in broader 
discussions of rnethodology. Further, ideas drawn from qualitative 
methodology can improve quantitative practices by addressing 
weaknesses in the quantitative approad1. 

5. Thc contribution of qualitatil-'C methods can be justified botl! from within the 
qua!itative tradition itse/f, and from tlw perspective of statistical theory. 
Greater attention to qualitative methods can be justified, first of al], 
by the lessons that qualitative analysts leam from their own research. 
Many qualitative practices can also be justified on the basis of argu
ments drawn from statistical theory. Among the goals of this volume 
are to develop what may be thought of as a statistical rationale for 
qualitative research and to explore specific ways in which statistical 
theory can improve both qualitative and quantitative analysis. This 
perspective is very different from that of m u eh writing in the tradition 
of mainstream quantitative methods, which seeks to subordinate 
qualitative research to the quantitative template. 

6. If both qualitative and quantitative methods are to play important roles as 
sources of nonns and practices for good research, scholars must face r!Je chal
lenge of adjudicating between potentially conjlícting methodological nonns. 
Such adjudication requires recognition of a basic fact and a basic pri
ority. 

a. Researcll design ínvolves fundamental trade-offs. Methodological 
advice needs to be framed in light of basic trade-offs among: (a) 
alternative goals of research, (b) the types of observations 
researchers utilize, and {e) the di verse tools they employ for 
descriptive and causal inference. A methodological framework that 
does not centrally consider trade-offs is incomplete. 

b. Sclwlars should develop shared standards. A basic goal of methodol
ogy should be to establish shared standards for managing these 
trade-offs. Shared standards can become the basis for combining 
the strengths of qualitative and quantitative tools. 

These arguments form the basis for the ideas presented throughout this 
volume. The remainder of this introduction provides an overview of the 
chapters that follow. 

OVERVIEW OF THE CHAPTERS 

Part I of this book seeks to advance this methodological debate by building 
on the discussion stirnulated by King, Keohane, and Verba's Designing Social 
Inqrúry. We bring together a number of previously published statements in 
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this discussion-some presented basically in their original form, othcr~ 
extensively revised5-along with two introductory chaptcrs, two conclud
ing chapters that draw together different strands in this debate, and an 
appendix. The glossary defines basic terrns, with a core definition presentnl 
in the first paragraph of each entry; for certain terms, subsequcnt para
graphs elaborate on the definition. Part I is divided into four sections: an 
Introduction (chaps. 1-2), Critiques of the Quantitative Templa te (chaps 
3-5 ), Linking the Quantitative and Qualitative Traditions ( chaps. G-7), and 
Di verse Tools, Shared Standards ( chaps. 8-9 ). 

INTRODUCTION 

Following the present introductory chapter, David Collier, Jason Seawright 
and Gerardo L. Munck {eh a p. 2) provide a detailed summary of the meth
odological recommendations offered by KKV, thereby framing the discus
sion developed later in the book. Chapter 2 focuses on the definition of 
scientific research, thL treatment of descriptive and causal inference, and the 
assumptions that underlie causal inference. The chapter then synthesizes 
KKV's recommendations by formulating a series of guidelines for the design 
and execution of research. Although KKV does not present most of its rneth
odological advice in terms of explicit rules, much of its argument can pro
ductively be summ'-rized in this manner. Chapter 2 concludes by offering 
an initial assessment of KKV's framework. 

CRITIQUES OF THE QUANTITATIVE TEMPLATE 

How useful is the quantitative template as a guide for qualitative research? 
This question is addressed in chapters 3-5. It merits emphasis that these 
chapters praise KKV for presenting mainstream ideas of quantitative infer
ence in a minimally technical manner; for offering many useful didactic 
arguments about how qualitative analysts can improve their research by 
applying simple lessons from statistics and econometrics; aml for making 
genuine contributions to the field of methodology. At the sarne time, hmv
ever, these chapters reconsider and challenge some of KKV's basic argu
rnents. 

"Doing Good and Doing Better: How FarDo es the Quantitatiw Templatr 
Get Us'" by llenry E. Brady ( chap. 3) argues that KKV does not adequately 

S. The relationship of each chapter to previously published material is c.xplained 
in the acknowledgment of permission to reprint copyrighted material at the enJ of 
this volume. 
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consider the foundations of causal inference in quantitative research, and 
that the book does not properly attend to conceptualization and measure
ment. Regarding causal inference, Brady suggests that KKV pays insufficient 
attention to the challenges faced in research based on observational, as 
opposed to experimental, data. Specifically, the book fails to discuss how 
theory and preexisting knowledge can justify a key assumption that under
lies causal assessmerrt with observational data, that is, the assumption that 
conclusions are not distorted by missing variables. Concerning the second 
theme, Brady finds that KKV ignores major issues of concept formation and 
basic ideas from the literature on measurement This latter body of work 
shows that quantitative measurement is ultimately based on qualitative 
comparisons, suggesting a very different relation between quantitative and 
qualitative work than is advocated by KKV. 

"Some Unfulfilled Promises of Quantitative Imperialism" by Larry M. 
Bartels (eh a p. 4) suggests that KKV's recommendations for qualitative 
researchers exaggerate the degree to which quantitative methodology offers 
a coherent, unified approach to problems of scientific inference. KKV classi
fies research activities that do not fit within its frarnework as prescientific, 
leading the authors toa false separation between (a) producing unstruc
tured knowledge and "understanding," and (b) making scientific infer
ences. Bartels is convinced that unstructured knowledge and understanding 
are a necessary part of inference. Likewise, in Bartels's view, KKV claims to 
have solutions to severa! methodological problems that neither its authors 
nor anyone else can currently salve. These include the challenge of estimat
ing the uncertainty of conclusions in qualitative (and even quantitative) 
research; distinguishing between the contribution made by qualitative evi
dence and quantitative evidence in analyses that em play both; assessing the 
impact of measurement error in multivariate analysis; and multiplying 
observations without violating the causal homogeneity assumption. 
According to Bartels, the fact that leading practitioners in political science 
cannot adequately address these problems suggests that they may be the 
most important issues currently pending for further research on method
ology. 

"How Inference in the Social (but Not the Physical) Sciences Neglects 
Theoretical Anomaly" by Ronald Rogowski ( d1ap. 5) argues that KKV 
underestimates the importance of theory in the practice of research. KKV's 
mies Jbout case selection and the number of cases needed to support or 
challenge a theory reflect this inattention. In fact, following KKV's mies 
would lead scholars to reject JS bad science sorne of the most influential 
works in the recent history of comparative politics. Single-case studies are 
particularly useful in challenging already-existing theories, if these theories 
are precisely formulated; yet KKV claims that a single case cannot discredit 
a scientific theory. Rogowski suggests that if the analyst employs theory that 
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is both powerful and precise, carefully constructed studies that examine 
anomalous cases can be invaluable, not\vithstanding KJ(\''s wamings a.bout 
selection bias. 

QUALITATIVE TOOLS 

The basic analytic tools of quantitative researchers are reasonably well 
understood. By contrast, qualitative tools are less well codified and rerog
nized. VVhat are these tools? This qucstion was addressed in Chapters 7 to 
9 of the first edition (as well as in Chapter 6), and for the second edition 
these dupters are now available on the Rowman & Littlefield website (as 
discussed in the Preface). 

LINKING THE QUANTITATIVE AND 
QUALITATIVE TRADITIONS 

Given that the qualitative and quantitative traditions have distinctive 
strengths, how can they best be combined? The third section offers t\vo per- ~ 

spectives on this challenge. "Bridging the Quantitative-Qualitative Dh'ide"" 
by Sidney Tarrow ( chap. 6) offers valuable suggestions for linking quantita-: 
tive and qualitative research. Qualitative analysis is better suited than quan-1 
ti_tative research for process tracin&_f_or exploril:2g_!b_e..t_ippi~g_Q_qi,nts that 
play a criticaTrore.iiiShapíiliTOñ~i~~r~.R!:.9~~Sses_oLchang¿ ai]..Q_l9r pro
viding more -;;uan·cea·Tll"sightljítü-=.findings·"t ~~riVed froni.-qu-an-tilative inves
tigáiíóñ-.-··QUantitative anal)r~is, in turn, can frame and generalize the 
fiñGings of qualitative studies. In Tarrow's view, the most valuable interac
tion between the t\vo research traditions occurs \Vhen scholars "triangulate" 
among alternative methods and data sources in addressing a given research 
problem. 

"The Importance of Research Design" ( chap. 7), reprinted here with thr 
kind permission of Gary King, Robert O. Keohane, and Sidney Verba, is 
from the 1995 symposium on Designing Social Inquhy, publisbed in the 
American Political Scíence Review. This chapter should be understood as the 
authors' interim response to the ongoing debate Jbout linking the quantita
tive and qualitative traditions. Because it was written in 1995, it obviously 
does not take into account a!l the arguments in the present \'oiume, though 
it does make reference to ideas presented here by Rogowski and Tarrow 
(and also Collier, Mahoney, and Seawright. frorn the online pvsting), as 
well asto arguments advanced in sorne other chapters. 

King, Keohane, and Verba underscore central themes in KKV and clari!~r 
certain key ideas. The authors argue that the fundamental challenge for 
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both quantitative and qualitative ana!ysis is good research design. King, 
Keohane, and Verba agree with Rogowski on the importance of theory, 
although they emphasize that te!ling people how to theorize is not their 
goal. Perhaps most significantly, they argue that "much of the best social 
science research can combine quantitative and qualitative data, precisely 
because there is no contradiction between the fundamental processes of 
inference involved in each" (chap. 7). Al! researchers, whether quantitative 
or qualitative, need to understand and utilize the sarne logic of inference. 

King, Keohane, and Yerba go on to explore and illustrate two related 
themes: the idea of science as a collective enterprise, which they discuss in 
relation to well-known books of Arend Lijphart and William Sheridan 
Allen; and problems of addressing selection bias, which they illustrate by 
reference to books by Peter Katzenstein and Robert Bates. Finally, the d1ap
ter propases that Tarrow's arguments about '/triangular conclusions" pro
vide a valuable unifying idea that brings together the diverse perspectives 
on methodology under discussion. 

DIVERSE TOOLS, SHARED STANDARDS 

The final part of the book synthesizes and extends the debate on quantita
tive and qualitative methods. We argue that, precisely because researchers 
ha ve a di verse set of methodological tools at their disposal, it is essential to 
seek shared standards for the application of these tools. 

"Critiques/ Responses, and Trade-Offs: Drawing Together the Debate," by 
David Colliec Henry E. Brady, and Jasan Seawright ( chap. 8), integrares 
and evaluares this methodological discussion. In a further effort to bridge 
the quantitative-qualitative divide, chapter 8 reviews the critiques of KKV 
offered in chapters 3-6 of the present volume and in the online chapters 
and formulares responses that draw on ideas derived from statistical theory. 
Two of the critiques concern the challenge of doing research that is impor
tant and the issue ofprobabilistic versus deterministic models of causation. 
For these tapies, the statistical response calls for a synthesis that combines 
elements of KKV's position and the critique. Por other parts of the 
debate-on conceptualization and measurement, and on selection bias
statistical arguments emerge that more strongly reinforce the critique of 
KKV. The final part of this chapter explores the idea that trade-offs are 
inherent in research design and develops the argument that the search for 
shared standards necessarily poses the challenge of managing these trade
offs. 

The final chapter of Part I offers sorne broader conclusions about tools 
for causal inference. "Sources of Leverage in Causal lnference: Toward an 
Alternative View of Methodology," by David Collier, Henry E. Brady, and 
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Jasan Seawright (chap. 9), foc.uses on the fundamerrtal challenge of elimi
nating rival explanations and making good causal inferenccs. This chaptcr 
formula tes severa! methodological di~tinctions that help bring into sharpcr 
focus the relationship betvveen the quantitative and qualitative traditions 
and, more specifically, the contrasts in how they deal with causal infercnce 
A further goal of this discussion is to explore the implications of the distinc
tion between data-set observations and causal-process observations. The 
chapter argues that this distinction offers a more realistic picture of the con
tributions to causal inference of both quantitative and qualitativc tools
and of how these differing contributions can be integrated. 

Taken together, the arguments developed in this volume lead us to retlect 
on the expanding influence in social science of increasingly technical 
approaches to method and theory. We advocate an eclectic position in 
response to this trend. While it is essential to recognize the powerful contri
bution of statistically and mathematically complex forms of method and 
theory, simpler tools are sometimes more economical and e\egant, and 
potentially more rigorous. Scholars should carefully evaluare the strengths 
and weaknesses of these diverse tools in light of existing knü\vledge about 
the tapie under study, and with reference to broader shared standards for 
descriptive and causal inference and for refining theory. This eclectic 
approach is the most oromising avenue for productive decisions about 
research design. 
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The Quest for Standards: 
King, Keohane, and Verba' s 
Designing Social Inquiry 

David Collier, Jasan Seawright, and Cerardo L. l'v1unci1 

Scholars turn to methodology for guidance in conducting research that is 
systematic, rigorous, and cumulative. Designing Social Inquiry: Scientific 
Inference in Qualitative Research, by Gary King, RobertO. Keohane, and Sid
ney Verba (hereafter KKV), has commanded wide attention beca use it force
fully and articulately provides such guidance. With clarity of exposition and 
many examples, the book presents an extended set of practica! recommen
dations for the design and execution of research. In conjunction with KKV's 
goal of providing a new framework for qualitative research, the book offers 
an importan! synthesis of what we will call mainstream quantitative mcth
ods. KKV therefore constitutes a general statement abotlt methodology, and 
this fact helps account for the wide attention it has deservedly receiveJ. 

The present chapter provides an overview of KKV. \Ve first introduce 
three fundamental ideas in KKV's view of methodology: ( 1) the criteria for 
scientific research; ( 2) the concept of inference-:-a term tl.§S_d_ i_ruh~_ title of 
the book and central to KKV S exposnwn; and (3) the assumptions that jus
tify Causaiinfei-eñCe.· 

The second part ofthis chapter adopts a different approach to summariz
ing KKV's framework by presenting it in tenns of a set of guidelincs for con
ducting research. KKV does not explicitly synthesize its recornmcndations 

33 
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as an over-arching set of rules, 1 yet \ve believe these guidelines provide a 
summary that plays a constmctive role in focusing the discussion. 

hnally, the conclusion to tbe chapter anticipates the debate in tbe 
remainder of the present volume, noting both points of convergence and 
areas of substantial divergence vis-i-vis the perspective presented by KKV 
(see table 2.2 toward the end ofthis chapter). 

In this summary of KKV's arguments, we occasionally provide examples 
of our own. At certain points, as with the discussion of conditional inde
pendence, \Ve offer a somewhat more elaborate presentation than KKV, 
given that these are tapies to whid1 we return later in the present volume. 
Nevertheless, the intent of the chapter, except for the conclusion, is to pres
ent KKV's framework. 

SCIENTIFIC RESEARCH, INFERENCE, 
AND ASSUMPTIONS 

Three central components of KKV are its treatment of scientific research, 
inference, and assumptions. In relation to prior discussions of these tapies, 
KKV's goal is not primarily to present new ideas. However, as a set of rec
ommendations designed specifically for qualitative researchers, KKV's treat
ment of these tapies is innovative and deserves careful attention. 

Scientific Research 

KKV argues that social science ought to be good science. To that end, the 
book prese~Iwnat makes research scientific. Some 
readers may find KKV's insistence on the idea of science jarring and this 
framing of goals too narrow. Yet these goals are in fact of broad relevance. 
How, then, does KKV define scientific research? First of all, such research 
alwa}~:Lseeks to make inferences, "attempting to inferbgoq~ate 
4~.!_a_ t? __ ;o~et~ing·bfü?~ter.fh.at is not direcHy-ohSe-~ved" (8). The idea of 
inference- is ofSüCh-importance in· KKV's methodological approach that it 
is explored in detail in the next section of this chapter. 

Next scientific research makes its procedures public. Researchers should 
report how they select cases, gather data, and perform analysis. This is nec-

l. Munck's (1998) review essay on KKV was the first effort to summarize the 
book in terms of a complete set of rules. Subsequently, Epstein and King (2002) 
adopted this approach in their long essay, 'The Rules for lnference." The recom
rnendations in their essay are quite similar to those in KKV, except that they give 
more attention to the tasks of defining the universe of cases and building a tradition 
of publidy available data sets. 
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essary if the scholarly comrnunity is to judge the quality of the researrh and 
the plausibility of its conclusions. If analysts do not report how thcy con
duct their research, then "[w]e cannot evaluate the principies of sdection 
that were used to record observations, the ways in which observations v,·cre 
processed, and the logic by v·:hich conclusions were drawn" (8 ). f¡\\' 

Moreover, researchers must view their conclusions as inhcrently uncer
tain. "A researcher who fails to fa ce the issue of uncertainty directly is either 
asserting that he or she knows everything perfectly or that he or she has no 
idea how certain or uncertain the results are" (KKV 9). Neither nwasurc
ment nor theory in the social sciences is ever perfect and complete. Accord
ing to KKV, scientific research requires srholars to acknowledge this fact and 
to estimate the degree of uncertainty in their inferences. 

The fi_oal characteristic of scientific research is that findings are judged in 
light of th~fi1Cti-i0d....cmployed,~beca!,Uig, __ as_j~.J0t'._(~J..i!~gl!~.s, _the coptent of 
S{.ience is the method. In other words, scientific findings should not be 
accepted or rejeci"éd according to the authority of the researcher, or in ligbt 
of whether they correspond to the particular results preferred by a gi\'en 
investigator. Rather, the credibility of the methods employed should be a 
central criterion in evaluating research findings. 

These criteria presenta simple, reasonably straightforward basis for dis
tinguishing scientific research rrom other kinds of intellectual pursuits 

Inference 

The idea of inference is a major component of KKV's methodological 
framework. Indeed, KKV views "inference" -in the sen se of drawing 
larger conclusions on the basis of specific observations-as a foundation 
of social science. The book treats inference in broad terms, stating that 
"[i]nference, whether descriptive or causal, quantitative or qualitative, is 
the ultimate goal of all good social science" {34 ). KKV develops this idea 
in extended discussions of descriptive inference (dup. 2) and causal 
inference (chaps. 3-6). 2 

2. The relation between description and explanation is complex, as is c\eilf in the 
discussion below of the contrast between the systematic and random components 
of phenomena. Even so, description versus explanation remains a fundamental 
heuristic distinction, both in KKV and in the present volume. At the simplest !eveL 
description addresses the question of"what?" and explanation addresses the t¡ues
tion of"why?" AJso, as noted in chapter 1 above (15-16 this volurne), although the 
ideas of descriptive and causal "inference" m ay seem nonstandard to so me readcrs, 
they can be viewed as convenient \abels for the ubiquitous research task of moving 
from specific observations to more general ideas. 
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Descriptive Inference 

In KKV's view, descriptive inference entails three tasks. First, it encom
passes the idea of generalizing from a sample to a universe of cases, as rou
tinely occurs in public opinion research. The researcher establishes the 
universe and the sample, analyzes the cases included in the sample, and 
makes inferences about the universe on the basis of the sample ( e.g., KKV 
70-71). 

Second, descriptive inference encompasses inferences from observations 
to concepts. Analysts are rarely interested in reporting raw facts. Rather, 
they seek to describe political institutions, social structures, ideologies, and 
other complex phenomena. As conceptualized by social scientists, these 
phenomena are never directly observable: no one has ever seen an entire 
"social structure." Scholars observe certain facts, often at only one point in 
time, that are relevant to the comp\ex idea of a social structure, that pre
sumably persists over time. They must therefore make inferences from these 
particular facts to the broader idea of a social structure. Hence, "[d]escrip
tive inference is the process of understanding an unobserved phenomenon 
on the basis of a set of observations" (KKV 55). 

A third aspect of descriptive inference, which is strongly emphasized by 
KKV, is the more complex issue of separating the "systematic" and the "ran
dom" components of any phenomenon. KKV ( 43) argues that descriptive 
inference inherently involves simplification, and one productive form of 
simplifi.cation can be to focus description on the systematic component of 
the phenomenon that the researcher seeks to explain. 

Although in practice the separation of the systematic and random com
ponents may be diffi.cult to achieve, it is important to see why this can be 
a useful idea. The rationale for this distinction depends on making a link 
between descriptive inference and causal inference. The systematic compo
nent of a phenomenon is understood as that which is explained by 
an accepted causal model; the random component is that which is not 
(GO, 63).' 

KKV points to alterna ti ve views of this random component. In one view, 
, the world is inherently probabilistic. Thus, "[r]andom variation exists in 

nature and [in] the social and political worlds and can never be eliminated" 
(59). Another view rejects the idea that the world is inherently probabilis
tic contending instead that what appears to be random "is only that por
t!Oil-Of the \Vüi!G-for which we ha ve no explanation" (59). In other words, 

3. KKV presents this idea by taking as a point of departure the supposition that 
the researd1er lacks any prior knowledge of causal patterns: "[Wje begin any analy
sis with all observations being the result of 'nonsystematic' forces. Our job is then 
to provide evidence that particular events or processes are the result of systematic 
forces'' (60). 
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causation is d~t~_r_m_inistic, and .what appears to be r:mdom is simply the 
facet of reality that is explained by variables not yet included in tbe rdevant 
mOOel, .. or is dueto measurement error. 

KKV illustrates this distinction with the examp\e of fluctuations in thc 
vote for a given party within a particular electoral district (5.'5 ). Thc \'Otc for 
this party m ay vary over time in part dueto factors that are truly random. 
Alternatively, it might vary dueto spccific events that are outside the con
ventional explanatory concerns of political scientists-for example, varia
tions in the weather, or some accidental occurrence such as the use of 
ballots that voters find confusing. In either case, an analyst may wish to 
generate a description of the party's vote share frorn which these fluctua
tions are removed. A common way of accomplishing this is to take an aver
age of the party's vote share across severa! elections, on the assurnption that 
the random fluctuations \Vill cancel one another out (58). 

Of course, variation that falls outside the focus of one explanatory framc
work or theory may be a central concern for another theory. Correspond
ingly, a description based on a careful separation of systematic and random 
components that is well suited to one theory may be less appropriate to 
another theory. Notwithstanding this limitation, the possibility of such 
separation raises the impurtant idea that analytically productive description 
may isolate that part of a phenomenon that we really seek to explain. More 
broadly, it serves as a useful re' 1inder to researchers that the fa.cts do not 
"speak for themselves." Rather, they are interpreted from some theoretical 
perspective. 

KKV considers description a fundamental part of the social scientific 
enterprise, and the book warns that in research contexts where causal infer
ence is unusually difficult, analysts should sometimes be satisfied with eMe
fui descriptive inference (44-45; also 34, 75 n. 1). Nonetheless, KKV pays 
greater attention to causal inference, arguing that the best description is 
organízed as a collection of evidence that evaluates a causal claim ( 46-49) 
It is therefore hardly surprising that the larger part of KKV's focus is on 
research designed to test causal hypotheses. 

Causallnference 

KKV's treatment of causation follows in the tradition of Neyman ( 1990 
¡t923]), Hodges and Lehmann (1964), Rubin (1974, 1978), and HolLllld 
(1986), who developed a counterfactual understanding of causation. 1 

According to this account, the idea that "X causes Y" in any given unit of 
analysis raises the hypothetical question of how the outcome on Y would 
have differed if X had not occurred in that unit. Given that it is impossiblc 

4. This approach is reviewed in more detail on 44-49 bclow, in the Jiscussion 
of conditional independence. 
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to observe both the occurrence and nonoccurrence of X for any given unit 
at one point in time, causal inference involves comparing something that 
did occur with somethmg that did not occur. This is the source of what 
llolland and KKV (79, 82) call the "fundamental problem of causal infer
ence," that is, the problem that causal inference implicitly depends on a 
com parison \vith something that did not occur. 

llsing this counterfactual view of causation, KKV (76-82) hypothetically 
posits the existence of two parallel universes, exactly alike in every way 
except for one. Taking the example of a dichotomous independent variable, 
we might fmd that in one of these two universes, the unit being studied has 
a positive score on the hypothesized cause and thus receives the "treat
ment." In the other universe, the hypothesized cause does not occur in the 
unit being studied: it is a "control." The causal effect of the explanatory ~\ 
variable is the difference in the outcome between the t\vo parallel universes. 1

1 

This definition helps researchers in reasoning about causation as an 
abstract concept. It serves to clarify why scholars do indeed face a funda
mental problem of causal inference: out of the two observations of a given 
case needed to directly assess a causal effect, researchers can, in the real 
world, only make one. Either a case gets the treatment, or it does not. In 
observational studies, analysts cannot even choose which of these tvvo uní
verses to observe, because they cannot manipula te the independent vari
able. Sorne kind of inference is necessary to overcome this fundamental 
problem; hence, causal inference is the only way to appraise causation. 
When this understanding of causation is applied in observational studies, 
analysts seek to approximate these hypothetical comparisons through real
world comparisons among observed cases. A central component of KKV's 
advice focuses on how to carry out these real-world comparisons. 

Making Inferertces: Quantitatiue Tools and Analytic Goals 

KKV's recommendations can usefully be summarized in terms of the 
tools the book propases, and in light of the goals it seeks to pursue with 
these tools. KKV draws heavily on regression analysis, econometrics, and (\ 
other standard techniques of quantitative methodology ( table 2.1 ). These 
include basic methods for describing quantitative data, such as means and 
variances, and, very crucially, the use of regression analysis for causal 
assessment Regression analysis in the social sciences relies on quantitative 
tools of para meter estimation (i.e., estimating the coefficients associated 
with each independent variable), and generally also on significance tests 
(which address uncertainty dueto sampling error or other forms of ran
domness in the model). In discussing causal inference from a regression 
perspective, KKV implicitly draws on these statistical techniques. lncreasing 
the number of observati~~~s)s frequ~ntly recommended as a basic too! for 

__.. .. · ... ·- -
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Table 2.1. Quantitative Tools Employed in Dcsigning Sodallnquiry 

Tools 

Means and 
Variances 

Regression 
Analysis 

lncreasing thc N 

Probability 
Theory 

Comments 

Means ancl variances are the basis íor other toüls cliscu'N'd bclrJ\\. 

1\egression analrsis is KKV's basic tool for causal inferencc from 
empincal data (e.g., IJS-97, 121-22,130-32, 168-/2). P.:Hamctcr 
estimation and signiíicance tests, as used 1r1 regression anal>, si~, prm.d<' 
a rnajor part oí the sLltistical basis for KKV's discussion oí cau~c~l 
inferencc. 

KKV repeatedly advocates increasing the nurnber of obscrvations as tlw 
best way to enhance the inferentialleverage of empim:al tests le.g., JlJ, 

23-24,29-31, 46-4'J, 52, 67,99,117-18,120-21,123. chap. 6) 

Many of KKV's "Formal Analysis" text boxes (c.g .. 97-99, 1(¡(¡-68, 
184-BS) evaluate the variance and bias of different estimators by 
applying tools of probability theory. 

enbancing inferentialleverage in empi~ic~l tests (i.~., achiex!.ng_highg~_lc\'
els of statis~SigilifiCJilCe) Firially, KKV employs tools of probability thc
Üry, suCh as expeCted V3lue and variance of the estimator. KKV's tools are 
designed for use with quantitative data, and the book's fundamental advicc 
to qualitative analysts is to use procedures in their own research that makc 
a parallel contribution to valid inference. Although the chapters belm\· 
debate whether it is in fact possible to implement this recommendation, 
there is not the slightest question that this advice has extended the analytic 
horizon of qualilative researchers. 

With regard to KKV's broader analytic agenda, v.,rithin the frarne\vork oJ 
what we will call the book's "overarching goals" of achieving valid descrip
tive and causal inference, a central focus is on "intermediate goals," \vhich 
provide a· justification for the use of these quantitative tools in pursuit oC 
the overarching goals. Two majar interrnediate goals are avoidingJ2_j_a~ ... au.d 
minimiziogJPL~d..<!n_ce __ qt _e~tnpatQr_sJ.n....order_tQ_a~biev~íligher lcvels of 
st~a.l_~gnjflcance. 5 Analysts should seek to avoid bias, potential sourcl's 
of which includ;Systematic measurement error (155-57), selection proce
dures that are correlated with the dependent variable-including proce-

5. KKV uses the term "efficiency" to refer to the goal of minirnizing estimatm 
variance. Hmvever, the technical definition of efficiency in statistics is somcwhat 
different, so we ha ve used this more general phrase in the text. KKV does not explic· 
itly defend its preference for !ower-variance estimators in terms of stati~tical signifi 
canee, but this is the most obvious interpretation. 
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dures that may cause selection bias (128-37), missing explanatory 
variables ( 168-76 ), and endogeneity, that is, the problem that the outcome 
variable or the error ferrnlñllliellLenheeJijllanatory van¡¡bles (185 96}. 
Researchers should also mmimize the variance of their estimators by 
excluding irrelevant explanatoryvariables {182-85) and by reducing non
systematic measurement error (157-68). In addition to reducing variance, 
which maximizes the precision of the inferences that can be drawn from a 
given data set, KKV recommends increasing leverage by creating data sets 
that have greater inferential power. Additional intermediate goals are sum
marized in the guidelines below. KKV thus builds on the tools of main
stream quantitative methods to pro pose a series of procedures for achieving 
valid inference in qualitative research. 

KKV does not simply present these tools and goals in a rnechanical fash
ion, but at various points considers how sorne of thern intersect with con
ceros that derive from the qualitative tradition. For exarnple, although 
researchers can avoid sorne types of selection bias through randam sarn
pling, the boak recognizes that in small-N research, randarn sampling rnay 
create as many problerns as it salves (124-28). Within the frarn~work af 
nonrandom sarnpling, KKV is carefu!...!_Q __ ~VQ.ic! a_pi~ce of dichéd advice. that 
is afteñTnvokedrr1 discUSSl()fls-OfSelectian bias-that is, ''do not select an 
thedependent variable." Instead, KKV argues that scholars who, fcif-gooCl 
réJSOli-J~ofd randorn sampling and do select on the dependent variable 
should choase cases to reflect the full range of variation an that variable 
( 141 ).' 

Assumptions 

KKV discusses the assumptions routinely employed to justify causal 
inference. Sorne scholars rnay think of these as "quantitative" or "statistical" 
assumptions. However, KKV (93) argues that these assurnptions should not 
be understood narrowly as relevant only for quantitative analysis. Rather, 
assumptians are irnpartant for any study, whether quantitative or qualita
tive, that seeks ta make the kind of inferences discussed in the previous 
section. 

KKV urges researchers to "make the substantive irnplicatians of ltheir 
assumptiansJ extremely clear and visible to readers" (91 ). This advice is val
uable because inferences depend on the assurnptions that produce them, 
and a samewhat different set af assumptions can generate radically diver
gent inferences. This is ane of the reasons why-as noted in chapter 1 
above-it is harJ ta do really good quantitative research, justas it is hard 

6. This corresponds to the second meaning of"selecting on the dependent vari
able" discussed in the glossary. 
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todo really good qualitative research. KKV consequently advises researchcr.s 
ta justify theír assumptians with lheorYJ.IíJ_ ~iÚ-pirical e\'idcnce to tbc 
greaJest extent passible (91):-vet-KKV r~~g~izes that it is often diffi¿ult to 
esta lish such justifications (93, 95). 

Causal homogeneity, independence of observations/ and conditional 
independence are three majar assumptions that KKV's authors view as 
essential for causal inference. 8 These assumptions focus researchers' atten
tian on three interrelated tasks: analyzing an appropriate set af cases; con
sidering haw cases and observations can influence each other in a \vay that 
may affect causal inference; and selecting variables appropriately and moJ
eling the relations among them. 

Causal Homogeneity 

The assumption of causal homogeneity9 states that "all units with the 
same value of the explanatory variables have the same expected value of 
tl].e dependent variable" (KKV 91 ). In other words, the outcomes foral! the 
CaseS in the analysis must be produced by one causal madel; after contral
ling for the values of tne included independent variables, every case must 
have the same expected value on the dependent variable. 10 

Discussians of causal h )mogeneity are mativated by the concern that a 
given form af a causal model may only be appropriate to a particular 
domain of cases. If the model is extended to further cases, the researcher 
may have to make it more complex to accommodate distinctive causal fca
tures of those cases. Hence, this assurnption is can cerned with the relation 
between our causal ideas anJ the cases an which we focus. 

In the statistical literature on causatian (e.g., Rubin 1974; Holland 
1986), a stronger version of the causal homogeneity assumption is pre
sented, which Rubin and Holland call "unit homageneity." According ta 
this versian af the assurnption, different units are presumed to be j!illy iden-

7. This assumption is not treated in the same pages as the other t\~;·o (!<KV 91-
97), yet it is likewise important (222-23). 

8. We would a.dd that somewhat modified versions of these assumptions do 
also permit causal inference. For example, independence of observations can be 
weakened, as in time-series analysis, whne autocorreiation often arises. However, 
even the modified assumptions must, in fact, have the same basic properties as thc 
assumptions discussed here. 

9. !<KV refers to this assumption as "unit homogeneity," as we explain bciO\\ 
10. Two points should be made here. hrst. the "expected value" rcfers not to tlw 

value that one should anticípate for every case being analyzed, but rather to thc 
average value across many hypothetical replications of each case. Second, KKV notes 
that one way to meet the causal homogmeity assumption is through the re!Jtnl 
assumption of "constant causal effects" (92-93 ). 



42 Da11id Collier, ]ason Seawrighr. and Gerardo L Munch 

tical to each other in all relevant respects except for the values of the main 
independent variable. This strong version is sufficient to allow causal infer
ence without the assumption of conditional independence discussed 
below, but it is extreme! y unlikelythat this strong homogeneity assumption 
will ever hold in the social sciences. 

However, the weaker version of causal homogeneity that we discuss in 
this section, which allows units to differ from each other but requires that 
the causal parameters in the analyst's model be constant across all units, is 
more plausible and plays an important role in causal inference. 

Though KKV occasionally makes reference to the stronger version of this 
assumption, 11 much of its discussion invokes the weaker version. 12 KKV 
refers to both versions of this assumption as "unit homogeneity." However, 
in labeling the weaker version of the assumption, which is mud1 more cen
tral to KKV's overall framework, we fi.nd the term "causal homogeneity" 
more useful, both because it distinguishes this concept from the more rig
orous standard of unit homogeneity and beca use it calls more explicit 
attention to the need for all cases to share the same causal model. 

Specifically, if the causal homogeneity assumption is not met, and a 
researcher analyzes the data as if it were, the inference will be a misleading 
average that lumps together differences among subgroups of cases. This 
average may not adequately represent the pattern of causation in any given 
case. For example, it has been argued that among advanced industrial coun
tries, in sorne national contexts the more highly paid workers are more class 
conscious, whereas in other national contexts they are less class conscious 

11 KKV (91) def!.l'!es unit homogeneity as being met if "the expeded values of 
the dependent variables from each unit are the same V·:hen our explanatory variable 
takes on a particular value" (italics omitted). In this quote, the reference to multiple 
dependent variables for each unit invokes the Rubin-Holland framework for causal
ity, and this clearly should be read as a reference to the strong version of unit homo
geneity. 

12. KKV (91) altematively defines unit homogeneity as "the assumption that all 
units with the same value of the explanatory variables have the same expeded value 
ofthe dependent variable." This statement, which refers only to the observed value 
of the dependen! variable for ead1 unit, does not invoke more complex statistical 
ideas of causation. Therefore, it would seem that it should be read as referring to 
the weaker version of unit homogeneity, involving constancy of causal parameters. 
This weaker version is also more compatible with KKV's (93) claim that "(tjhe 
notion of unit homogeneity . lies at the base of al! scientific researd1." In the 
Rubin-Holland framework, much scientific research specifically does not employ 
the unit homogeneity assumption, turning instead to alternatives sud1 as random
ization, conditional independence, and "ignorab!e treatment assignment." Hence, 
KKV's statement should be read as referring to the weaker assumption, and we 
therefore use the !abe\ "causal homogeneity" in discussing their arguments. 

_¡, 
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(Przeworski and Teune 1970: 26). If rcsearchers simply average these two 
findings, they may find no relationship, resulting in a misleading conclu
sion. The appropriate solution would be to analyze the two groups of coun
tries separately. Researchers would thus address causal hrterogeneity by 
recognizing that causal processes are different bet\veen thc two groups of 
countries, and by assuming that they are similar wirhin each group. In 
regression analysis, this can sometimes be accomplished by introducing an 
interaction term that includes a dummy variable. In qualitative compari
son, separare comparisons can be employed for the two groups. The fact 
that causal heterogeneity can thus be overcome by using a more complex 
model underscores a key point: causal homogeneity is not simply a prop
erty of the data, but of the data in relation to a particular causal model. 

Independence of Observations 

Another assumption concerns the independence of observations, that is, 
the idea that for each observation, the value of a particular variable is not 
influenced by its value in other observations and therefore provides new 
information about f1e phenomenon in question (222-23).u If indepen
dence of observations is not met, this does not necessarily bias the causal 
inference. However, it does reduce the amount of new evidence gained 
from each additional observation, thereby increasing the variance associ
ated with an inference. 

For sorne readers, a familiar alternative !abe! for this assumption, whicb 
is appropriate for discussing cross-sectional analysis, is "independence of 
cases." Hmvever, this same assumption plays a rnajor role in time-series 
analysis, in which the researcher analyzes multiple observations over time 
for each "case." Hence, the broader idea of indepenJence of multiple obser
vations for the same case becomes a central issue, and it is therefore useful 
to employ this more generallabel. 

An example of this problern in time-series analysis is found in the litera
ture on advanced industrial countries that explores the impact of corporat
ism and partisan control of government on economic growth. Scholars 
who had been working with an N of tvvelve to fifteen countries sought to 
achieve a major increase in the N by combining cross-sectional and time
series analysis, focusing on the period 1967-1984 (Aivarez, Garrett, and 
Lange 1991 ). However, subsequent researd1 argued that prior results had 
been based on an incorrect assumption about the independence of obser
vations. Consequently, the estimates of standard errors were too lmv, yield
ing excessive confidence in the conclusions. Revised estima tes, based on a 
recognition of interdependence among observations-both among c.oun-

13. Unlike the other hvo assurnptions discussed in this chapter, the ilSSumption 
of independence of observations is also irnponant for desniptive inference 
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tries and within countries over time-supported sorne of the findings of the 
1991 study, but cast doubt on others (Beck et al. 1993; Beck and Katz 1995; 
Kittel1999). 

Of course, the nonindependence of observations can also be viewed not 
as a rnethodological problem, but as a substantive topic-that is, as causa
tion that occurs through processes of diffusion. However, within the frame
work of most work in regression analysis, it is inJeed a methodological 
problem. 

Conditional Independence 

KKV's final majar prerequisite for causal inference with observational 
data is the assumption of conditional independence, or, to give it a more 
complete narne, conditional independence of assignment and outcome. We 
present this assumption by first returning to the counterfadual definition of 
causation noted above, from which the idea of conditional independence 
emerges, and then by offering two examples to make clear the importance 
of this assumption. Our presentation here will be more detailed than for 
the other two assumptions, given that this third assumption is particularly 
important to the discussion later in the present volume (172-177). 

According to the counterfactual understanding of causation, causal infer
ence consists of comparing (a) the value of the outcome variable (Y, with 
"t'' for treatment) for a particular case when that case is exposed to a treat
ment, with (b) the value of the outcome variable (Yc with "e" for control) 14 

for the sarne case when that case is not exposed to the treatment. Y, and Y" 
are thus two different variables that reflect the outcomes a case will experi
ence on the dependent variable, according to whether the independent 
variable, conceptualized as an experimental treatment, is present or 
absent. 15 

The causal effect of the treatment for a given case is the difference 
between the two variables for the case: Y,- Yc· However, to resta te the funda
mental problem of causal inference discussed above, it is impossible to 
simultaneously observe Y1 and Yc for any particular case. The value of one 
variable may be observed, but the value of the other is necessarily hypo
thetical. Consequent!y, it is impossible to compute Y,- Y,. Hence, in prac
tice, causal inference seeks to replicate this hypothetical comparison by 

14. We follow here the Rubin-Holland notation of "(' and "e," which is also 
employed in chapter 13 below. In chapter 3 below, where Brady presents his direct 
commentary on KKV, he follov.-'s the book's notation, which is based on KKV's run
ning example: ''i" for "incumbent'' and "n" for "nonincumbent." 

15. In this discussion, the independent variable may be dichotornous; alterna
tively, the treatment and control may reflect two different values on a continuous 
variable. 
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making real-world comparisons across (hopefully) similar units, some of 
which are exposed to the treatment and sorne of \Vhich are no t. 

When a real-world comparison is employed, the quality of thc rcsulting 
causal inference depends on how cases are "assigned" 10 the trcatment 
group and to the control group. Two issues are important here. l-irst, a quc::,
tion of terminology: In observational studies, researchers do not actually 
assign cases to treatment and control groups. However, what we refer toas 
assignment Joes take place; it is carried out by social anJ political proccsses 
over which the researcher usually lMs no control. 

The second issue, which is vital to the quality of causal inference, con" 
cerns the relationship between the assignment process and the outcome 
variables, Y, and Yc. The key question here is whether the cases are assigned 
in such a way that those in the treatment category have the same average 
values on both Y, and Y, as the cases in the control category. In otherwords, 
is the average of Y, across the cases exposed to the treatment equal to the 
average of Y, across the cases in the control group? Is this also true for 1/,? 

lf the answers to these questions are "yes," then the standard of indepen
dence has been met, 16 and the researcher will be able to make a goml infer" 
en ce about the causal effect of the treatment by comparing the observcd \'.. 
among the cases given the treatment with the observed Yc among the cases 
assigned to the control. The underlying logic here is that, if independencc 
of assignment holds, any difference between the treatment group and thc 
control group must be dueto the trcatment-because all other relevant fac
tors are balanced between the two groups. If, on the other hand, cases are 
assigned in such a way that those in the treatment group tend to ha\T a 
different Y~ or Y, than the cases in the control group, tben causal inference 
will be biased. For example, if cases with a high value of Y, are more likely 
to enter the treatment group than cases \Vith a lov .... ·cr value of i:', the 
researcher will probably overestimate the causal effect of the treatment. 

Independence of assignment is a strong condition, and it is rarely plausi· 
ble in an observational study. Observational studies often employ an 
assumption of conditional independence, which serves to justify camal 
inference even though the treatment and control groups initially do not 

16. To be more precise, what is discussed here as independence is nwan indcpcn
dence. Likewise, conditional independence as discussed here is actually met/11 corH..Ii
tional independence. For a discussion of these distinctions, sce S tone ( 199 3 ). 
Final!y, the texl above neglects two important, although somewhat narrow, techni
cal issues: (a) whether there is a broader population from vv·hich the cases undcr 
investigation are a sample; and (b) whether the expecred means of Y, and '(, rathn 
than the observed means, are in fact equal. The equality of the expected mea m is 
actually the key condition for mean independence and, if control variables haw 
been introduced, for mean conditional independence. 
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have the sarne hypothetical average values on Y1 and Y,. Suppose a variable 
(\vhich we shall call Z) identifies subgroups of cases, within which indepen
dence of assignrnent does hold/ and among which it does not hold. Then 
controlling for Z by comparing Yr and '{., within subgroups allows research
ers to make unbiased inferences from the observational data. By stratifying 
in this manner, the standard of conditional independence is met. 17 In fact, 
beca use Y, and Yc cannot both be directly observed, the researcher never 
knows with certainty that their average values are equal. But in principie, 
the introduction of the appropriate control can make them equal, and 
hence yield conditional independence. In practice, ad1ieving appropriate 
statistical control may involve more than one control variable (Z,. to Z"), 
and multivariate techniques are needed to introduce these multiple con
trols. For convenience, we will use the label Z to refer to one or more con
trols. 

Given the importan ce of introducing control variables, the two words in 
this label, "conditional independence," thus bring together two essential 
ideas. (a) It is best for inference that assignment to the treatment and con
trol groups be independent of the two outcome variables Y, and Y,. Corre
spondingly, the full name of the assumption is "conditional independence 
of assignment and outcome." (b) \Nhen independence does not hold, 
researchers can, in principie if not in practice, make inferences as if assign
rnent were independent ofY, and Y, by statistically controlling for, or "con
ditioning" on, Z. 

Conditional independence can be established if the appropriate statisti
cal controls are introduced, removing the effect of an assignment process 
that does not meet the standard of independence. The assurnption of con
ditional independence is thus addressed by employing with observational 
data the procedure of statistícal control, as a substitute for the experimental 
control that is achieved through random assignment. 

The effort by scholars to satisfy conditional independence by introducing 
the appropriate control can be illustrated with a well-known example of 
spurious correlation. In the United States, politica\ participation is lower 
for African Americans and Latinos than for whites. In other words, if we 
hypothetically think of "nonwhite'' as the treatment condition, and "white" 
as the control condition, individuals "assigned" to be African American and 
Latino ha vean average rate of participation, or average Y,, that is lower than 

17. Regression analysis depends on related assumptions about causation, such 
as the specification assumption discussed in d1apter 9. For most purposes, these 
assumptions m ay be seen as similar, in that they both focus attention on the poten
tia! problem of missing variable bias. However, it is important to remember that 
alternative analytic tools (e.g., regression versus stratification) depend on assump
tions that sometimes diff"er in important ways. 
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the average rate ofparticipation, or average Yc, arnong peoplc "a~signed'' tn 
be white. The lower participation rate of the first n,·o groups provides an 
appropriate basis for descriptive inference (i.e., describing their lcvds ot 
participation), but it is problematic as a basis for causal inference. It does 
not necessarily follow that being African American or Latino causes citi1.cn~ 
to participate less. Rather, membership in these two groups is correlated 
with other factors, such as education and income, that could Lxplain lower 
participation rates. These other factors serve the role of identif~ling salicnt 
subgroups among the cases; hence these other factors may be equi\·alcnt tn 
the variable Z in the discussion above. When these other factors are con
trolled for, thus making it more plausible that conditional independence is 
satisfied, "neither being African American nor being Latino has a direct 
impact" on participation (Verba, Schlozman, and Brady 1995: 442). 

In other words, after conditioning on-that is, controlling for-Z, these 
authors conclude that the average value of Y, is in fact about the same as 
the average value of Y,. It is not being African American or Latino that 
reduces the poli ti cal activity of individuals within these groups. 1 hat appar
ent causal relation is spurious, and other factors such as low education or 
low income account for the lower rate of participation. Once the dfect of 
these other factors is removed statistically, the underlying causal relation
ship emerges. 

A second example illustrates the point that the conditional independencc 
assumption is hard to meet when analysts cannot identify, or cannot mea
sure, the variable or set of variables that must be controlled for. Considcr 
the question of whether the size of revolutionary movernents (independent 
variable) affects their success in overthrowing an existing regime (dependen! 
variable). As Goldstone ( 1991: 13 7) emphasizes, beca use the personal cost 
of participating in an unsuccessful revolutionary movement can be high, 
many individuals will only join revolutionary movernents that are seen as 
having at least some probability of defeating the regime. This evaluation 
obviously depends on the perceived strength of both the revolutionary 
movement and the regime. Specifically, the probability that a revolutionary 
movement will grow in size (which corresponds to the treatment) depends 
in part on the particular characteristics of the national regime that individu
als evaluate in judging the relative strength of that regirne. Yet the strength 
of the regime also plays a key, direct role in influencing the likelihood that 
the regime will fall, which is the outcome being explained. 

Thus, dueto these regime characteristics, those countries rnost suscepti
ble to revolution may be most likely to face large revolutionary movc
ments, and are in effect assigned to the treatrnent group. In this discussion, 
cl1aracteristics of the national regirne are an instance of the variable 7. 
above. Contrasts in these characteristics group together regimes that Jiffn 
in the degree to which they are perceived as weak. Perceptions of wcakncs~ 
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are, in turn, correlated: (a) with the likelihood of regime collapse, given a 
strong insurgent movement, or Yr; and (b) with potential insurgents' deci
sions to rebel, which, when aggregated, constitutes the treatment Unless 
these regime characteristics are included in the analysis and controlled for, 
researchers will overestirnate the importance of popular participation in 
revolutionary opposition movements for causing regime collapse~given 
that greater popular participation is more likely when the chance of regime 
collapse is high. 18 

To meet the assumption of conditional independence, the researcher 
would need to collect data on these characteristics that adequately capture 
their role in influencing both the size of revolutionary movements and the 
likelihood of regime collapse. Yet collecting these variables and adequately 
controlling for them is doubtless more difficult than it is for the education 
variable in the prior example. The researcher would have to collect enough 
information about regime characteristics to arrive at the same evaluations 
and judgments that potential revolutionaries make about the strength of 
the regime. Hence, the idea of conditional independence is crucial here, but 
it is difficult to meet this assumption. 

Overall, the idea of conditional independence uses the counterfactual 
definition of causation to provide a logical framework for reasoning about 
the critica! task of controlling for rival explanations in causal inference. 

To summarize the discussion of these three assumptions, KKV's goal is to 
underscore the idea that they are important to all researchers, and not just 
quantitative analysts. In al! observational studies, causal inference never 
relies exclusively on the actual data, but also on assurnptions about the 
political and social processes we are studying. It is evident that not only 

!.S. This problem can arise regardless of whether the researcher takes a more 
structural or a more actor-centered view of revolution. One interpretation of this 
causal pattern could be that the perception ofthese revolutionary actors is an inter
vening variable that links these regime characteristics to the revolutionary outcome, 
invo!ving an actor-centered and potentially "agental" explanatory perspective. 
Another interpretation views regime charaderistics as direct, strudural causes of rev
olution. for example, according to Chehabi and Linz (1998), under sultanistic 
regimes a poorly institutionalized, personalistic military is a critica! structural factor 
in regime breakdown. Although the perception of the military on the pan of revolu
tionary and regime actors may have so me importance, this weakness of the military 
is seen, in its own right. as a critica] causal factor. The point here is not to adjudícate 
between a structural and an actor-centered perspective, but rather to show that. 
from either perspective, failure to satisfy conditional independence may interfere 
with causal inference. Whether the structural weakness in the military causes revo
lution directly, or primarily through the perceptions of state and popular actors, 
varying degrees of regime strength can still confound our attempts to estima te the 
impact of popular participation on revolution. 

The Ques1 for Standards .f') 

KKV's discussion of these assumptions, but also the book's trcatment of 
inference and the definition of scientific research, involve a perspectivc that 
is far more familiar to quantitative than to qualitative researchers. llowevcr, 
KKV is strongly committed to the idea that these issues are of equal reir
vanee to both traditions. E ven a scholar who disagrees \Vith KKV must rcc
ognize that the book makes a fundamental contribution by pushing a 
broader range of researchers to grapple \Vith these questions. 

GUIDELINES: SUMMARIZING 
KKV'S FRAMEWORK 

This section adopts a different approach to synthesizing KKV by presenting 
many of the book's more specific methodological recommendations as a 
set of guidelines. These guidelines are largely con cerned with what \Ve refer 
to in chapter 1 as intermediate goals, focusing on procedures for linking 
specific quantitative tools to the overarching goals of valid descriptive and 
causal inference. The guidelines help to make clear how KKV's broad ideas, 
summarized in the present chapter, inform the book's treatment of specific 
decisions about research design. 

We organize the guidelines in terms of a research cycle (figure 2.1): 
defining the problem, specifying the theory, selecting cases and observa
tions, carrying out descriptive and causal inference, and retesting and 
reforrnulating the theory. The final step completes this cycle by bringing 
the researcher back to the step of theory specification, and potentia!ly al so 
to redefining the research problem (see dashed arrow in the figure). 
Although research routinely moves through a series of ordered step~ such 
as this, what is leamed at each step certainly may lead to revisiting prior 
steps or jumping forward to subsequent steps. I Ience, one could in fact 
place many more arrows in the diagram. 

These guidelines are, of course, our summary of KKV's arguments. KKV 
makes periodic reference to "rules" for research ( e.g., 6-7, 9 ), and tbe book 
presents five specific mies for constructing causal theories (99-114). 1-low
ever, the book does not synthesize its recommendations in terms of an 
overall set of rules or guidelines. 19 Each of the guidelines presented below 
is introduced as a brief, self-explanatory phrase. For sorne of the guidelincs, 
we spell out the idea in greater detail, often drawing on quotations from 
KKV. In all cases, specific page references are provided. 

KKV states that "{a]ny meaningful rules admit of exceptions .... \Ve sed: 
not dogma, but disciplined thought" (7). Correspondingly, we do not want 
to give the irnpression that KKV's frame\vork consists of rigid rules. Rathcr, 

19. See note 1 above. 



50 

' 

David Collier, ]a5on Seawrigltt, and Cerardo L. Munck 

' ,' 
,' 

' 

A. Defining the 
Research Problem 

F. Further Testing and 
Refonnul<lting the Theory 

B. Specifying the 
1beory 

D. Descriptive 
lnference 

C. Sdectíng Cases 
and Observatíons 

Figure 2.1 Steps in the Research Cyde: A Framework for Summarizing Designing Social 
lnquiry 

.1\.'ole- Salid arrows show the main links among steps in the cycle Cho1ces made at any one step can. of 
cour>e, pCJ~entidlly affect any other stcp. This is reflected, for example, by the placement of a dashed line from 
F lo A, in add1!10n to thc salid line from F to B 

we seek to bring together systematically the large number of specific recom
mendations offered by the book, as a means of demonstrating both the 
scope of these recommendations, and KKV's relative emphasis on different 
methodological issues. 

A. Defining the Research Problem 

l. Address a problem that is important in the real world ( 15). 
2. Con tribute toa scholarly literature. Con tribute to "an identifiable schol

arly literature by increasing the collective ability to construct verified 
scientific explanations of sorne aspect of the world" ( 15, 16-17)." 

3. lv1odify or abandon a tapie that cannot be refmed ímo a research project 
that permits t•alid inference (18). 

B. Specifying the Theory 

4. Comtruct falsifiable theories. "[C]hoose theories that could be wrong" 
(19; also 100). 
a. Strengtlwn falsifiability by choosing a theory that maximizes observable 

implications (19). 

20. The italics in many quotalions have been omittec.l 
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b. Strengthen falsifiability by being concrete. "Theories that are statcJ 
precisely and make specific predictions can be shown more easily 

to be wrong and are therefore better" (20, 109-12). 
5. Build theories that are logically consistent. "[l]f two or more parts of ,1 

theory generate hypotheses that contradict one anothcc then no evi
dence from the empirical world can uphold the theory" ( 1 05). 

6. Increase leverage by explaining mure with less. Exp!Jin "as muchas pos
sible with as little as possible" (29). 
a. Increase leverage through parsimony. "[M [aximize leverage by limit

ing the number of explanatory variables" ( 123). 
b. lncrease /everage by explaining more observable outcomes. "State thco

ries in as encompassing [a way] as feasible" (113), and "list all 
possible observable implica.tions of [the main] hypothesis that 
might be observed in [the] data or in other data" (30). 

C. Selecting Cases and Observations 

7. Distinguish between cases and observations. "Cases" are understood as 
the broader units, that is, the broader research settings or si tes within 
which analysis is conducted; "observations" are pieces of data, drawn 
from those research sites, that form the direct basis for descriptivc 
and causal inference (52-53, 117-18, 217-18). 

8. Focus on t!Je range of variation relevant to the themy Select cases among 
which the dependent variable in fact exhibits "the variation 
[researchers] wish to explain" (108). lt is thus important not merdy 
to have variation on the dependent variable, but that this variation 
capture the contrasts addressed by the theory. 

9. Construct a determínate, rather than an indeterminate, research design by 
including a sufficient nwnber of observations. n Avoid an indeterminatc 
research design from which "virtually nothing can be learned about 
the causal hypotheses" because the researcher has "more inferences 
to make than implications observed" ( 118, 119; also 116, 120, 118-
79, 213-17, 228). In the face of an insufficient number of observa· 

tions, scholars can: 
a. Address indetenninacy by increasing t!Je number of obserFacions

either through clwnging the dependent variable, or through fow5illg o u 
subuni~ (24, 47, 120, 217-28). 

b. Address indeterminacy b)' gaming leverage from strong t!JCmy If thc 
number of observations is insufficient, "limited progress in 
understanding causal issues is nevertheless possible, if the theo-

21. A determina te research design also requires the absence of perfect multicol
linearity. This likewise involves the issue of having enough obscrvations, in that a 
sufficiently large N can help overcome multicollinearity. See no. 30 below 
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retical issues with which [researchersj are concerned are posed 
with sufficient clarity and linked to appropriate observable impli
cations" (179). 

c. i\ddress indetenninacy by situating observations within a larger 
research program. Even "a single observation can be useful for 
evaluating causal explanations if it is part of a research program. 
If there are other single observations, perhaps gathered by other 
researchers, against which it can be compared, it is no longer a 
single observation" (21 1, 129 n. G). 

lO. Seek causal homogeneity. Causal homogeneity22 is "the assumption 
that al! units with the same value of the explanatory variables ha ve 
the same expected value ofthe dependen! variable" (91, 116). 

11. Amid selection bias. Selection bias poses important "dangers" (116), 
in that it can invalidate both causal inference (129-32) and descrip
tive inference ( 135). One important so urce of such bias is the failure 
of the sample to reflect the full range of variation on the dependent 
variable. The random selection of cases is a standard means for 
avoiding important forms of selection bias, yet in small-N research 
this may not be appropriate (126). 

12. Select cases nonrandomly in smali-N analysis. Random selection in 
small-N research can too easily fail to capture the full range of varia
tion on the variables of interest. "Usually, selection must be done 
in an intentional fashion, consistent with ... research objectives and 
strategy" ( 139). This recommendation is relevant both for descriptive 
(135) and causal (129-32) inference. With reference to causal infer
ence, KKV suggests the following standards for nonrandom selection: 
a. Avoid selecting a set of observations ín which either the independent or 

dependent uariable is constant. "¡Tjhe causal effect of an explana
tory variable that does not vary cannot be assessed . ." (146). 
Researchers "can also learn nothing about a causal effect from a 
study which selects observations so that the dependent variable 
does not vary" (147; also 108-9, 129, 148-49). "The cases of 
extreme selection bias-where there is by design no variation on 
the dependent variable-are easy to deal with: avoid them!" 
(130). 
i. In se/ecting observations on either the independent or dependent 

variable, emure that these observations encompass sufficient varia
tion 011 this variable. For example, when selecting on the depen
dent variable, "select observations with particularly high and 
particularly low values ... " (129, 141, 147-49). 

22. Regarding definitions of causal homogeneity versus unit homogeneity, see 
the glossary. 
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11. To address the problem 1Jj a rw-uariance de5ign, sceh J'¡JnrJI!cc 1!¡· 
situati11g obseruations wirhin a larger rcsearch prograrl! ( 146-4 7). 

b. Selectíng simultaneously on both the índependelll and depcndcnt vari
ables can pose a grave problem. ''The rnost egregious error is to select 
observations in \vhich the e:xplanatory and dependent variable-; 
vary together in ways that are known to be consistcnt with thc 
hypothesis that the research purports to test" (142). 

13. lf observatio115 are not independent from o11e another, recognize that this 
reduces the certainty of the findings; researchers may also addrc5s the cause.\ 
of this interdependencc. \Vhen observations are not fully independem 
of each other, "each new lobservation] does not bring as much new 
information to bear on the problem as it would if the observations 
were independent of one another. ... ¡w]hen dealing with partially 
dependent observations ... be careful not to overstate the certainty 
of the conclusions .... [ C]arefully analyze the reasons for the depen
dence among the observations" ( 222). 

D. Descriptive Inference 

14. Description requires inference. Description in social science rescarch 
must be understood not as the process of collecting unmediated 
facts, but rather as involving inferences from observations to the 
broader ideas and comparisons around which the research is orga
nized (chap. 2). 

15. Recognize tlze similarity between quantirative or formal worh and "ínterprc
tation," as compared to the full complexity of reality "[T]he difference 
between the amount of complexity in the world and that in the 
thickest of descriptions is still vastly larger than the difference 
between this thickest of descriptions and the most absnact quantita
tive or formal analysis" ( 43 ). 

16. Extract analytically relevant features from the uniqueness of ec1ses ( 42). 
"Al! phenomena, all events, are in some sense unique. . . The real 
question ... [is] whether the key features of social reality that \Ve 

want to understand can be abstracted from a mass of facts" ( 42 ). 
17. Know the context. "Where possible, analysts should simplify their 

descriptions only after they attain an understanding of the richness 
ofhistory and culture .... [R]ich, unstructured knowlcdge ofthe his
torical and cultural context of the phenomena with which they want 
to deal in a simplified and scientific way is usually a requisite ror 
avoiding simplifications that are simply wrong" ( 43 J. 

18. Good description is better than bad explanation. In research contexb in 
which good causal inference is difficult, it may be preferable to stick 
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to carefully executed descriptive inference (44; also 34, 45, 75 n. 1, 
178-79). 

19. Study oiJServable concepts. "[C]hoose observable, rather than unob
servable, concepts wherever possible" (109}. "Attempting to find 
empirical evidence of abstract, unmeasurable, and unobservable 
concepts will necessarily prove more difficult and less successful than 
for many imperfectly conceived specific and concrete concepts" 
(110). 

20. In general, avoid t}·pologies and classifications, except as preliminary lwu
ristic devices. "[C]onstructs such as typologies, frameworks, and al! 
manner of classifications, are useful as temporary devices [for] col
lecting data .... However, in general, we encourage researchers not 
to organize their data in this way" (48}. 

21. Use valid indicators. "Validity refers to measuring what we think we 
are measuring" (25}. Among the issues that arise in striving for valid
ity is the need to "use the measure that is most appropriate to [the 
researcher's] theoretical purposes" ( 153 ). 

22. Use reliable data-collection procedures that, if applied again, would produce 
the same data (25). 

23. Estímate measurement error. "Since al! observation and measure
ment ... is imprecise," researchers should "estimate the amount of 
[ measurement] error ... " ( 151 ); "qualitative researchers should offer 
uncertainty estimates in the form of carefully worded judgments 
about their observations" (152). 

24. Separa te the sptematic and randa m component.s of phenomena. ''[O]ne of 
the fundamental goals of [descriptiveJ inference is to distinguish the 
systematic component from the nonsystematic component of the 
phenomena" being studied (56). Thus, analytically productive 
description m ay seek to isolate the systematic component, as it is this 
component that researchers really seek to explain. 

E. Causal Inference 

25. Causal assessment requires inference. Causation is not observed 
directly. Rather, causation is inferred on the basis of data and 
assumptions (chap. 3). 

26. Demonstrate, to the extent possible, that the assumptions underlying causal 
inference are met in a given context of research. Assumptions such as 
cmsal homogeneity/ conditional independence, and the indepen
dence of observations "can and should be justified" to the greatest 
extent possib\e on the basis of insights derived from prior research 
and knowledge of the research setting (91). 

2 7. Use theory to select appropriate explanatory variables and allOid "data m in~ 
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ing." "\Vithout a theoretical model, [researcbers] cannot decide 
which potential explanatory variables should be included in [thc[ 
analysis.'l "[WJork toward a theoretically motivated modcl r.Hhcr 
than 'data mining

1 

••• • '

1 

In other words, researchers should not sim
ply run "regressions or qualitative analyses with \vhate\'er cxplan,l
tory variables [ they) can think of" ( 17 4 ). 

28. Avoid missing variable bias by i11cluding a/1 re/evant explanatmy l'llrit1blcs 
"[S]ystematically look for omitted control variables and considcr 
whether they should be included in the analysis" (172). If J given 
variable is correlated with both the dependent variable and an 
explanatory variable, then failure to include it will bias the causal 
inference { 170). The following three steps can help Clvoid missing 
variable bias: 
a. First, list potentially relet~ant explanatory variables ( 17 4). 
b. Second, control for releva m explanatory uariables ( 17 4 ). 
c. Third, in estimating the main causal ejfect, do not comrol for inleruen

ing t~ariables. "[I]n general, [researchersj should not control for an 
explanatory variable that is in part a consequence of l the J key 
explanatory variable" ( 17 4 ). 

29. Minimize the variance of estimators by exduding irrelet'a/lf l'ariables. Do 
not "collect information on every possible causal influence . 
(182, italics omitted) because "[t]he inclusion of irrelevant variables 
can be very costly" (183). While the best solution to the problem of 
"many variables, small N" is to collect more observations, /'if this is 
not possible, researchers are well-advised to identify irrelevant vari
ables" (184) and exclude them from the analysis. 

30. Avoid an indeterminate research design due to multicollinearit}'. 23 Avoid a 
research design in which two or more of the explanatory variables 
are so highly correlated that it is impossible to separate their causal 
effects ( 119). The proposed solution to this problem is to: 
a. Address multicollinearity by collectillg additiona1 obseruations. 

'/[S]earch for observable implications at some other leve! of anal
ysis" (123), which can give more leverage in differentiating the 
causal effects of highly correlated explanatory variables. 

31. Avoid e11dogeneity. "A very comrnon mistake is to choose a deprndent 
variable which in fact causes changes in [the] explanatory 
variables. [TJhe easiest \vay to avoid [this mistakc] is to choosc 
explanatory variables that are clearly exogenous and dependent vari
ables that are endogenous" (107-8; also 94

1 
185). Five solutions to 

endogeneity are: 
a. Address endogeneity by careful selectio11 of obserPatioiiS. "[WJr can 

23. A determinate rrsearch design also requires a sufficient number of ob~crv,\
tions. See guideline 9 above. 
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first translate a general concem about endogeneity into [a con
cero about] specific potential sources of omitted variable bias and 
then search for a subset of observations in which these sources of 
bias could not apply" (193). 

b. Address endogeneit;' br transfonning it into an omitted l'ariable prob
lenz. "By transforming [a research J problem in this way, scholars 
[can[ get a better handle on the problem since they [can[ explic
itly measure this omitted variable and control for it ... " ( 190). 

c. Address endogeneit}' by disaggregating rlze dependent JJariable. 
"[R]econceptualize the dependent variable as itself containing a 
dependent and an explanatory component. ... The goal of this 
method of avoiding endogeneity bias is to identif)r and measure 
only the dependent component of [theJ dependent variable" 
(188-89). 

d. Address endogeneity by disaggregating the explanatory variable. 
"[D]ivide a potentially endogenous explanatoryvariable into two 
components: one that is clearly exogenous and one that is at least 
partly endogenous .... " Then use "only the exogenous portian 
ofthe explanatoryvariable in a causal analysis" (193). 

e. Address endogeneity by correcting the biased ínference. "[E]ven if 
[researchers] cannot avoid endogeneity bias, [theyJ can sorne
times improve . inferences after the fact by estimating the 
degree ofbias. Ata minimum, this enables [them] to determine 
the direction ofbias, perhaps providing an upper or lower bound 
on the correct estimate" ( 188). 

32. Estímate and, if possible, correct for selection bias. "[Ijf selection bias is 
unavoidable, [researchersj should analyze the problem and ascertain 
the direction and, if possible, the magnitud e of the bias, then use this 
information to adjust [ theirJ original estima tes in the right direction" 
( 133 ). If they "know there is bias but cannot determine its direction 
or magnitude . [researchers shouldj at least increase the leve! of 
uncertainty [they] use in describing [theirJ results" (199; also 128-
37, 168-82). 

F. Further Testing and Reformulating the Theory 

33. Rcport research procedures, tlwreby allowing other analysts to evaluare and 
replicate tlle findings. "Only by reporting the study in sufficient detail 
so that it can be replicated is it possible to evaluate the procedures 
followed and methods used" (26; also 8, 23, 51). 

34. Test the theory with data other titan that used to genera te the theory ( 46). 
The original data can be used to test a new implication of a theory, 
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"as long as the irnplication Joes not 'come out of' the data but is ,1 

hypothesis independently suggested by the theory ora differrnt dat,¡ 
set'' (30). 

35. 11ze theory slzould generally llOt be refonnulated after tllllllyzing thc da¡¡¡ 
"Ad hoc adjustments in a theory that does not fit existing dí!ta must 
be used rarely ... ,. (21 ). 

a. If the theory is reformulated by maldng it more restricti~'e, re test il wit/1 
new data. If a theory i.s modified after analyzing the dí!ta, 
researchers "can make the theory less restrictive (so that it CO\Trs 
a broader range of phenomena and is exposed to more opportu
nities for falsification), but [theyJ should not rnake it more 
restrictive without collecting new data to test the new ven.ion of 
the theory" (22, italics omitted). 

ANTICIPATING THE DISCUSSION 
OF KKV'S FRAMEWORK 

Subsequent chapters in the present volume provide alternative perspective.s 
on quantitative and qualitative methods, making central reference to the 
framework offered by KKV. This final section of chapter 2 anticipa tes the 
assessment presented in the following chapters.¿4 As can be ::.een in tablc 
2.2, we organize the discussion with reference to specific guidelines. Some 
aspects of KKV's framework evoke agreement, whereas for others there is 
disagreement. 

l. Arcas of Convergen ce 

a. Broad Cmwergence. The chapters in this volurne strongly endorse the 
overall goal of developing shared standards for descriptive and causal infer
ence. This convergence once again calls attention to the contribution made 
by KKV in focusing scholarly attention on such standards. 

b. Specific Points of Convergence. Many of KKV's suggestions are not chal. 
lenged or reevaluated. The recornmendation to move beyond the unique
ness of cases by extracting analytically relevant features (guideline no. 1 G 

above) articulates a fundamental priority in social science research. Kl{V's 
suggestion to distinguish between cases and observations (no. 7) and the 
discussion of descriptive and causal inference (nos. 14, 25) havc given 
some qualitative researchers a useful new vocabulary. As noted earlier in 

24. Whereas the last section in chapter 1 above summarizes the ar¡..,'l.Hnems chap
ter by chapter, the organization here is lhematic. 
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Tab/e 2.2, Anticipating the Debate on Designing Sociallnquiry 

Evaluation o( kkV's Comrrbution 

and Selected Fx.ampfes Drawn from 

Cuidefines Presented tn Chapter 2 

l. Areas of Convergence 

il. Groad Convergence. Consensus on importance of standards 
for goud descriptive and causa/ inference 

Refevant Chapters in 

RS/ (includes onfine 

chapters) 

Al) Chapters 

b. ~pecific Points of Convergence. Consensos thdt Kf.,_\.1 offers 
much valuable advice with direct practica/ application in social 
science research 12, 3, 4, S, 7, 12, 12b, 14, 16, 25, .1lb/cld, 33). 

Al/ Chapters 

11. Areas o( Divergence 

il. Exlensive Treatment of Causal lnference, but lnsufficient 
Attention to lts logica/ Foundations. Greater attention needed to 
adequately address the obsta desfaced in causal inference based 
on observational data (10, 26, 28, 29, 31, 31a/b/c,/d/e, 32). 

Brady (chap. 3); 
Bartels; Collier, Brady, 
and Seawright (chap. 
9); Ragin (online); 
McKeown (online) 

b. lmportant lssues Are Noted, but Serious/y Neglected. Va/uablc 
advice is discussed briefly, but this advice must play a far more 
centra/ role in research design 18, 9b/c, 12a-ii, 17, 21, 22). 

Brady (chap. 3); 
Rogowski; Collier, 
Mahoney, and 
Sea\vright (online); 
Ragin (online); 
McKeown (online_l 

c. Regarding Key Adv1ce, Practica/ Application May Not Be 
Feasible. Snme advice may be hard to apply, not only in 
qudlitative, but even in quantitdtive, research (73, 78, 23, 26, 
2Lk, 31). 

d. Idea of Trade-Offs ls Mentioned, but Not Recognized as a 
Centrallssue. Trade-offs among methodological goals must be a 
central concern in designing research (4a, 6b, 9, 9a, 11, l2a, 19, 
27, 30a, 31, 34, 35, 35a). 

e. lndependcnt Contribution of Qualitative Tools Js 
Undervalued. Qudlitative ana/ysts ha ve developed valuable tools 
that must !o a greater degree be taken ser~ously on their mvn 
terms (1, 10, 13, 15, 17, 21, 22, 24, 30, 3ll. 

Brady (chap. 3); 
Bartels; Collier, Brady, 
and Scawright (chap. 
9); Munck (online); 
McKeown (online) 

Brady (chap. 3); Bartels; 
Rogowski; Tarrow; 
Collier, Brady, and 
Seawright (chaps. 8 and 
9); Co/lier, Mahoney, 
and Seawright (online), 
Munck {onlinel, Ragin 
(online) 

Rogowski; Tarrow; 
Collier, Brady, and 
Seawright (chap. 9); 
Brady {chap. 12); 

Collier, Mahoney, and 
Seawright (online); 
Munck (online); Ragin 
(online); Mckeown 
{online) 
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this chapter, part of the advice about selection bias is quite nua.nced, in that 
KKV recognizes the importance of nonrandom sarnpling in the context of 
small-N research. Rather than offering the ex:cessively limiting reconnnen
dation that scholars should not select on the dependent variable, the book 
suggests how sampling on the dependent variable is best carried out (no 
12). Replicability (no. 33) is certainly a widely held goal in tlw social sci
ences/5 and other areas of agreernent likewise emerge, as indicated in thc 
table. 

11. Areas of Divergence 

In a number of other areas, the authors in the present volurne raise ques
tions about KKV's recomrnendations. 

a. Extensive Treatment of Causal l1lference, bur Insufficient Artention to Its 
Logical Foundations. KKV is on the right track in pushing analysts to consider 
the assumptions that constitute the logical foundations of inference. How
ever, the book's presentation of methodological norms falls short in help
ing scholars include the right variables, exclude the wrong ones, and mor\' 

generally design their research and specify their models appropriately. 
KKV's suggestion that researchers systernatically search for ami include 

relevant omitted variables (no. 28) usefully raises the issue of confounding 
variables, but does not say enough about which kinds of omitted variables 
ought to be included and which should be excluded. The recommendation 
that researchers ex:clude irrelevant explanatory variables (no. 29) leaves the 
same kinds of questions unanswered: How, exactly, should analysts distin
guish between relevant and irrelevant explanatory variables befare making 
a causal inference? Likewise, the advice that analysts should avoid endogen
eity (no. 31) does too little to help researchers understand the substantive 
and theoretical reasons that endogeneity might or might not be a problem 
in a particular context. The specific techniques for addressing problems of 
endogeneity (nos. 3la-e) are valuable in pushing analysts to seek solutions 
to these problems, but much more needs to be said about the rather strin
gent assumptions behind these techniques. 

Overall, KKV appears to embrace the proposition that these key problems 
of causal inference have been largely solved in mainstrearn quantitative 
research, and that, by extension, qualitative researchers should come as 
clase as they can to adopting these solutions. By contrast, as argucJ 
by Brady, Bartels, and Seawright (chaps. 3, 4, 13, this volume), we are 
convinced that causal inference-not only in qualitative but also in quanti
tative research-is often problematic. Related issues of the logical founda-

25. Gary King has p]ayed a central role in subsequent debate on this issuc. Scc 
PS: Política/ Scíence and Jlolitics ( 1995) and APSA-CP ( 1996 ). 
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tions of inference are addressed by Ragin and McKeown in their online 
chapters. 

KKV simply does not confront these difficulties squarely. The book does 
not give adequate recognition to problerns of causal inference createJ by 
omitted variables and endogeneity. These issues are not easily resolved, 
even with advanced quantitative techniques. Consequently, causal infer
ence, even with a large N, is often problematic. Hence, the applicability of 
KKV's methodological framework for causal inference in qualitative 
research remains doubtful. 

b. Jmportant Issues Are Noted, but Seriously Neglected. KKV mentions sorne 
key issues once or perhaps tvvice, yet sorne authors in the present volume 
consider them to be fundamental problems in the design of research that 
require far more attention. For example, KKV does cite Lieberson's (1985: 
chap. S) incisive discussion of the need to focus empirical analysis on the 
range of variation relevant to the theory (no. 8 ); KKV al so refers to using 
strong theory to address the problem of indeterminacy (no. 9b). Likewise, 
KKV notes that situating observations within a larger research program can 
help address the sma\1-N problem (indeterminacy) and the problem of no
variance designs (nos. 9c, 12a-ii). further, the book does mention the 
importance of knowing the context of research and of seeking validity and 
reliability in measurement (nos. 17, 21, 22). However, although these tap
ies are noted briefly, they require much greater attention, given that KKV 
aims to provide a balanced set of recommendations for research design. 
These themes are explored below in the chapters by Brady and Rogowski. 
See also the online chapters by Collier, Mahoney, and Seawright; Ragin; 
and McKeown. 

c. Regarding Key Advice, Practical Application May Nol Be Feasible. Many of 
KKV's guidelines offer potentially useful methodological recommenda
tions, yet authors in the present volume are concerned that it sometimes 
m ay not be feasible to apply this advice. For example, KKV usefully suggests 
that researchers pay close attention to the implications of measurement 
error for causal inference (no. 23). However, as Bartels argues, current sta
tistical knowledge suggests that it can be difficult to know what those con
sequences are, even in quantitative research. Likewise, it is probably good 
advice to suggest that, in contexts where good causal inference is difficult, 
it is preferable to stick to good descriptive inference (no. 18). Yet this advice 
runs against the prevailing intellectual orientation within political science 
(and in KKV), where causal inference is strongly privileged over descriptive 
i nference. As Brady ( chapter 3) and McKeown ( online chapter 4) argue, 
more reflection is needed on the proper relation between descriptive and 
causal inference. 

Returning to the tapie of endogeneity (no. 31), we find it useful to raise 
this issue, but it is also valuable to be candid about the fad that it can be 
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exceedingly hard to address this problem, in either qualitativc or quantita· 
tive research. Finally, the priorÍt}' of demonstrating that the as:::.umptions 
underlying causal inference are met in a given conte.xt of research (no. 2(J) 
is obviously important-as discussed in chapter 9 and in the online chapter 
by Munck-but little attention is devoted to exploring how this is to be 
done. In many contexts, it is simply not possible to demonstratc that thcsc 
assumptions are met. 

d. Idea of Trade-Offs Is Mentioned, but Not Recog11ízed as a CC'mral Jssuc. 
KKV pays insufficient attention to trade-offs, failing to recognize that they 
are an overarching issue in research design. Trade-offs are a central thcme 
in the chapters below. As discussed in this volurne by Erad y ( chap_ 3) and 
Bartels, and in chapters 8 and 9, the mandate to increase the number of 
observations-for the purpose of strengthening falsifiability, increasing 
leverage, and addressing indeterminacy and multicollinearity (nos. 4a, Gb, 
9a, 30a)-may make it harder to achieve other important goals, such as 
maintaining independence of observations, measurement validity, and 
causal homogeneity. 

Next, as emphasized by Erad y ( chap. 3) and in chapter 8 of this volumc, 
while working with concrete and observable concepts (no. 19) certainly 
makes measurement easier, many theories depend on abstract concepts that 
are well worth measuring, even if it is not easy todo so. An obvious exam
ple is the concept of causation. KKV (76, 79) in fact recognizes itas an 
abstract, theoretical concept, and much of the book is devoted to discussing 
how best to measure it. Many other indispensable concepts are likewisc 
hard to measure. 

Additionally, the idea of a determínate versus indeterminate research 
design (no. 9) raises the important issue of having a sufficient number of 
observations to adjudícate among rival explanations; yet, as chapter 9 in 
the present volume argues, this distinction creates the misleading impres
sion that research designs based on observational, as opposed to experi
mental, data can really be determinate-which is not the case. Indeed, 
causation can generally only be inferred in observational studies if the 
researcher imposes severa! restrictive assumptions, which may be difficult 
to test or even to defend. 

Finally, as argued by Rogowski, and by Collier, Mahoney, and Seawright 
the warning against designs that lack variance on the dependcnt variable 
(no. 12a) must be weighed against the analytic gains that can derive from 
closely analyzing positive cases of a given phenomenon, especially if littk 
is known about it. 

Other recommendations rnade by KKV also involve trade-offs. These rl'C
ommendations involve issues of inductive analysis, endogeneity, and com· 
plexity. From one point of view, the injunctions against the post hoc 
reformulation and testing of hypotheses (nos. 34, 35, 35a) make good 
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sense. in that it weakens the power of statistical tests. I-Imvever, as Ragin 
(online chapter 3), Munck (online chapter 2), and Tarrow argue, for quali
tative researchers the refinement of theory and hypotheses through the iter
ated analysis of a given set of data is an essential research too!, and 
researchers lose other aspects of analytic leverage by not employing iUr, 
lndeed, quantitative studies regularly follow a similar path. When quantita
tive researchers analyze observational data, they almost never conduct one 
test of the initially hypothesized statistical model and then stop. Rather, 
they routinely carry out elaborate specification searches, involving iterated 
atternpts to find an appropriate fit between models and data. For this rea
son, a majar literature within econometrics has discussed procedures and 
tools that help quantitative researchers conduct their specification searches 
in a disciplined manner. This literature recognizes that the quantitative 
analysis of observational data routinely involves an iterated, partly induc
tive, m o de of research. 

A dosel y related point concerns data mining. lndiscriminate data mining 
is abad idea, and the statement that selecting relevant explanatory variables 
requires theory is uncontroversial (no. 27). However, as just noted, all 
research has an inductive component, and we should not foreclose the pos
sibility of accidental discoveries. The challenge is to be open to such discov
eries that are not anticipated by our theory; yet at the same time to avoid 
the atheoretical, indiscriminate pursuit of new hypotheses, which m ay lead 
to findings that are not analytically meaningful. 

Finally, returning to the issue of endogeneity (no. 31), selecting cases so 
as to avoid this problem makes sense in that it facilitates causal inference. 
Yet this priority absolutely should not preclude, for example, looking at 
processes of change over time, where endogeneity is commonly present. 
Given the larger intellectual movement in recent decades tov·.rard the histor
icization of the social sciences, scholars who study causal processes over 
a long time horizon must routinely treat endogeneity as a problem to be 
confronted, rather than avoided. 

e. Independent Contribution of Qualitative Tools Is Undervalued. KKV pays 
insufficient attention to the independent contributions of qualitative tools, 
sometimes too quickly subordinating them toa quantitative template. KKV 
makes an interesting argument that quantitative/formal work and interpre
tation are similar in an important respect: both simplify drastically, coro
pared to the full complexity of reality (no. 15). While this is true, for the 
researcher trying to learn about the distinctive strengths of alternative 
methodological approaches, the dissimilarity of interpretation and quanti-

2G. KKV does discuss the interaction between theory and data, but within the 
framework of arguing that any further test of the theory should be undertaken with 
new data (KKV 21, 4G). 

Tlw Quest (or ,S¡,nulards (d 

tativejformal analysis is a far more central concern, a theme that arises in 
chapter 13 below. KKV's framing inappropriately deemphasizes thc contri" 
butions of interpretive work, and of other qualitative approaches, to guab 
that a regression-oriented framework addresses much less successfully
including concept formation and fine-grained description. 

Qualitative researchers also have distinctive perspectives on causal heter
ogeneity (no. 10). It is a central component within Ragin's framework, ami 
Tarrow shows how qualitative methods provide valuable tools for expLtin
ing transitions and nonlinearity that have been discovered through quami
tative analysis. \Vith reference to separating the systernatic ami the random 
components of phenomena (no. 24), Munck suggests that lJ_ualitative 
researchers rnay approach this issue by employing insights about causal 
mechanisms and the larger research context. lsolating the systematic com
ponents can, in turn, provide a substitute for statistical control by eliminat
ing the variance on the dependent variable caused by factors outside the 
focus of the analysis. 

Finally, and most importantly, KKV's arguments about strengthening 
causal inference through increasing the number of observations can be 
refined by recognizing the importance of different kinds of observations: 
that is, data-set observations and causal-process observations, a distinction 
introduced in chapter 1 above and explored at length in chapter 13 and 
in the appendix. Utilizing this distinction makes it easier to recognize the 
valuable leverage in causal inference that derives from within-case analy
sis-which has been a long-standing focus in discussions of qualitativc 
methods and is an important concern in the chapter bdow by Rogowski, 
the online chapters by Collier, Mahoney, and Seawright, ,\tunck, anJ 
McKeown, as \Ve\l as in Tarrow's discussion of triangulation. KJ(V notes 
these procedures, but the book prematurely seeks to subordina te them to 
the standard tools of quantitative inference {KKV 85~87, 226~28) 

To conclude, KKV articulates a clear summary of the mainstream quanti
tative framework in social science. At the same time, the book serks to 
impose this framework on other kinds of research. In the process, KKV loses 
sight both of major weaknesses in the quantitative template and of many 
strengths that have made other tools worth developing in thc first place. 
KKV's arguments have stimulated scholars to rethink both the quantitative 
and qualitative traditions. Based on this rethinking, the chapters below seek 
to presenta more balanced view of methodology and research design. 
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Bridging the Quantitative
Qualitative Divide 

Sidney Tarrow 

In Designing Social Inquiry (hereafter KKV), Gary King, Robert O. Keohane, 
and Sidney Yerba ha ve performed a real service to qualitative researchers. L 
for one, will not complain if I never again ha veto loo k into the uncomprc
hending eyes offirst-year graduate students when 1 enjoin them-in dcfer
ence to Przeworski and Teune-to "turn proper names into variables." rhe 
book is brief and lucid! y argued and avoids the weighty, muscle-bound 
pronouncements that are often studded onto the pages of rnethodologictJ! 
manuals. 

But following KKV's injunction that "a slightly more complicated theory 
will explain vastly more of the world" (105), I will praise the book no 
more, but focus on an irnportant weakness in the book: KKV's central argu
ment is that the same logic that is "explicated and formalized clearly in dis
cussions ofquantitative research methods" underlies-or should-the best 
qualitative research (3). If this is so, then the authors really ought lo have 
paid more attention to the relations between quantitative and qualitativc 
approaches and what a rigorous use of the latter can offer quantifiers. While 
they offer a good deal of generous (if at times patronizing) advice to quali
tatively oriented scholars, they say very little about how qualitati\'l' 
approaches can be combined with quantitative research. Especially \vith thc 
grovvth of choice-theoretic approaches, whose practitioners often illustratc 
their theories with narrative, there is a need for a set of ground rules on 
how to make intelligent use of qualitative data. 

KKV does not address this issue. Rather, it uses the model of quantitativc 
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research to 3d vise qualitative researchers on hmv best to approximate good 
models of descriptive and causal inference. (lncreasing the number of 
observations is its cardinal operational rule.) But in today's social science 
world, how many social scientists can simply be labeled "qualitative" or 
"quantitative"? How often, for example, do we find support for sophisti
cated game-theoretic models resting on the use of anecdotal reports or on 
secondary evidence lifted from one or two qualitative sources? More and 
more frequently in today's social science practice, quantítative and qualita
tive data are interlarded within the same study. In what follows, 1 will dis
cuss sorne of the problems of combining qualitative and quantitative data, 
as well as sorne solutions to these problems. 

CHALLENGES OF COMBINING QUALITATIVE 
ANO QUANTITATIVE DATA 

A recent work that KKV warmly praises illustrates both that its distinction 
between quantitative and qualitative researchers is too schematic and that 
we need to think more seriously about the interaction of the tvvo kinds of 
data. In Robert Putnam's (1993) analysis of ltaly's creation of a regional 
\ayer of government, Mahing Democracy VVorh, countless elite and mass sur
veys and ingenious quantitative measures of regional performance are 
arrayed for a twenty-year period of regional development. On top of this, 
he conducted detailed case studies of the politics of six Italian regions, gain
ing, in the process, what KKV (quoting Putnam) recommends as "an inti
mate knowledge of the interna! political maneuvering and personalities 
that have animated regional politics over the last two decades" (5) and 
what Putnam calls "marinating yourself in the data" (KKV: S; Putnam 1993: 
190). KKV (38) uses Mahing Democracy Worh to praise the virtues of "soak
ing and poking," in the best Fenno (1977: 884) tradition. 

Rut Putnam's debt to qualitative approaches is much deeper and more 
problematic than this; after spending two decades administering surveys to 
elites and citizens in the best Michigan mode, he was left with the task of 
explaining the sources of the vast differences he had found between Italy's 
northcentral and southern regions. In his effort to find them, bis quantita
tive evidence offered only indirect help, and he turned to history, repairing 
to the halls of Oxford, where he del ved deep into the Italian past to fashion 
a provoca ti ve interpretation of the superior performance of northern Italian 
regional governments vis-J.-vis southern ones. This he based on the civic 
traditions of the (northern) Renaissance city-states, which, according to 
him. provided "social capital" that is lacking in the traditions of the South 
(chap. 5). A turn to qualitative history-probably not even in Putnam's 
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mind when he designed the project-\\-'aS used to interpret cross·scctional. 
contemporary quantitative finding:.. 

Putnam's procedure in Making Vemocracr \Variz pinpoints a question in 
rnelding quantitative and qualitative approaches that KKV s canons of gooJ 
scientific practice do not help to resolve. In delving into the qualitatin~ dat,l 
of history to explain our quantitative findings, by what rules can ¡.ve chonsr 
the period of history that is rnost relevant to our problcrn? What kin1l of 
history are we to use; the traditional history of kings and communcs or thc 
history of the everyday culture of the little people? And how can the cffect 
of a particular historical period be separated from that of the periods that 
precede or follow it? In the case of Mahing Democracy \Vorh, for example, it 
would have been interesting to know by what rules of inference Putnam 
chose the Renaissance as determining the Italian North's late twentieth
century civic superiority. Why not look to its sixteenth-century collapsc 
faced by more robust rnonarchies, its nineteenth-century rnilitary conqucst 
of the South, or its 1919-21 generation of Fascisrn (not to rnention its 
1980s corruption-fed pattern of economic growth)? None of these are 
exactly "civic" phenomena; by what rules of evidence are they less relev;:lllt 
in "explaining" the northern regions' civic superiority over the South than 
the period of the Renaissance city-states? Putnam doesn't tel\ us; nor does 
KKV. 

To generalize from the problem of Putnam's book, qualitative researdwrs 
have much to learn from the mode\ of quantitative research. But quantita
tive cousins who wish to profit from conjoining their findings with qualita
tive sources need, for the selection of qualitative data and the intersection 
of the two types, rules just as demanding as the rules put forv-.ra.rd by Kl(\-' 
for qualitative research on its mvn. I shall sketch sorne useful too\s for 
bridging the quantitative-qualitative divide from recent examples of com
parative and international research (see table 6.1). 

TOOLS FOR BRIDGING THE DIVIDE 

Tracing Processes to lnterpret Decisions 

One such too\ that KKV cites favorably is the practice of process tracing in 
which "the researd1er looks closely at 'the decision process by which vari
ous initial conditions are translated into outcomes"' (226; quoting Georgc 
and McKeown 1985: 35). KKV interprets the advantages of process tracing 
narrowly, assimilating it to their favorite goal of increasing the number nt 
theoretically relevan! observations ( 22 7). As Georg e and McKeown actucdly 
conceived it, the goal of process tracing \Vas not to increase the number of 
discrete decision stages and aggregate them into a larger number of data 
points but to connect the phases of the policy process and enable the investi-
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gator to identify the reasons for the emergence of a panicular dedsion 
through the dynamic of events (George and McKeown 1985: 34-41 ). 

Process tradng is differen t in llind from observation accumulation and is 
best employed in conjunction with it-as was the case, for example, in the 
study of cooperation on economic sanctions by Lisa Martín (1992) that 
KKV cites so favorably. 

Systematic and Nonsystematic Variable Discrimination 

KKV gives usa second example of the uses of qualitative data but, once 
again, underestimates its panicularity. The authors argue that the variance 
bctween different phenomena "can be conceptualized as arising from two 
scparate elements: systematic and nonsystemat1c differences," the former 
more relevant to fashioning generalizations than the latter (56). For exam
ple, in lhe case of Conservative voting in Britain, systematic differences 
include such factors as the properties of the district, while unsystematic dif
ferences could include the weather ora fiu epidemic at the time of the elec
tion. "l iad the 1979 British elections occurred during a flu epidemic that 
swept through working-class houses but tended to spare the rich," the 

Table 6.1. Tools for Bridging the Qualitative-Quantilative Divide 

Too/ Conllibution Lo Bridging !he D1v1de 

Process Traáng 

Focus on Tipping Points 

Typicality of Qualitative 
lnferences Established by 
Quanlilative Comparison 

Quantitative Data as 
Point of Departure for 
Qualitalive Research 

Sequencing of Qualilalive 
and Quanlitative Studies 

Triangulation 

Qualitauve analysis focused on processes of change w1thin 
cases may uncover the causal mechanisms that underlie 
quantitative findmgs. 

Qualitative analysis can explam tuming pomts in quant1tative 
t1me series and changes over U me m causal pattems 
established with quantitative data 

Close qualitative analysis of a g1ven set of cases provides 
leverage for causal inference, and quanutative analysis then 
serves to establish the representallveness of these cases. 

A quantitative data set serves as the starting point for frammg 
a study that is prímarily qualitative. 

Across multiple research projects in a g1ven literature, 
researchers move between qualitative and quantitative 
analysis, retesting and expanding on previous findings. 

Within a single research pro¡ect, the combination of 
qualitative and quanlltative data increases inferentialleverage. 
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authors conclude, "our observations might be rathcr poor rneasurcs of 
underlying Conservative strength" (56-57) 

Right they are, but this piece of folk wisdom hardly exhausts the impor
tance of nonsyslematic variables in the inlerprelation of quantitauve data 
A good example comes from how the meaning and exlension of the strike 
changed as sys1ems of institutionalized industrial relalions developed in 
the nineleenth century. AL its origins, the strike was spontaneous, uninstilu
tionalized and often accompanied by whole-communily "lurnouts." \s 
unions developed and govemrnents recognized workers' rights, the strike 
broadened lo whole sectors of industry, became an institulional accompa
niment to industrial relations, and losl its link to communtty collective 
action. The systematic result of this change was permanently to affect the 
patterns of strike activity. Quantitative researchers like Michelle Perrot 
(1986) documenled this change. But had she regarded it only as a case of 
"nonsystematic variance" and discarded it from her model, as KKV pro
poses, Perrot might well have misinterpreted the changes in the form and 
inddence of the strike rate. Because she was as good a historian as shc was 
a sodal sdentist, she retained it as a crudal change thal transformed thc 
relations between strike incidence and industrial relations. 

To put this point more abstractly, distinct historical events often serve 
as the tipping points that explain the shifts in an interrupted time-series, 
permanently affecting the relations between the variables (Griffin 1992) 
Qualitative research that turns up "nonsystematic variables" is often the 
best way to uncover such tipping points. QuanLitative research can then be 
reorganized around the shifts in variable interaction that such tipping 
points signal. In other words, the function of qualitative research is not 
only, as KKV seems lo argue, to peel away layers of unsystematic fluff from 
tl1e hard core of systematic variables; but also to assist researchers in undcr
standing shifts in the values of the systematic variables. 

Framing Qualitative Research within Quantitative Profiles 

The uses of qualitative data described in the two previous sections pcnain 
largely to aiding quantitative research. But this is not tl1e only way in which 
sodal scientists can combine quantitative and qualitative approachcs 
Another is to focus on the qualitative data, using a systematic quantitative 
database as a frame within which the qualitative analysis is carried out 
Case studies have been validly critidzed as often being based on dramauc 
but frequently unrepresentative cases. Studies of successful sodal revolu
tions often focus on characteristics that may also be prescnt in unsuccessful 
revolu tions, rebellions, riots, and ordinary cycles of protest (Tilly 1993: 12-
14). In the absence of an adequate sample of revolutionary cpisodes, no 
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one can ascribe particular characteristics to a particular class of collective 
action 

The representativeness of qualilative research can never be wholly 
assured unlil the cases become so numerous lhal the analysis comes to 
resemble quantitative research (al which point the qualilative research risks 
losing its panicular properties of depth, richness, and process tradng). But 
framing it within a quantitative data base makes it possible lo avoid general
izing on the occasional "great event" and points lo less dramatic-but 
cumulative-historical uends. 

Scholars working in the "coUective action event history" uadition have 
used this double strategy with success. for exarnple, in his 1993 study of 
over 700 revolutionary events in over 500 years of European history, 
Charles Ttlly assembled data that could have allowed him to engage in a 
large-N study of the corre! ates and causes of revolution. Ttlly knows how lo 
handle large time-series data sets as well as anybody. However, he did not 
believe the concept of revolution had the monolithic quality thal other social 
scientists had assigned to it (1993: chap. 1). Therefore, he resisled the 
temptation for quantification, using his database, instead, lo frame a series 
of regional time-series narra ti ves that depended as much on his knowledge 
of European history as on the data themselves. When a problem cried out 
for systematic quantilative analysis ( e.g., when it carne to periodizing 
nationalism), Ttlly (1994} was happy to exploil the quantilalive potenlial 
of lhe data. But the quantitalive data served mainly as a frame for qualila
tive analysis of representative regional and temporal revolutionary episodes 
and series of episodes. 

Putting Qualitative Flesh on Quantitative Bones 

An American sodologist. Doug McAdam, has shown how soda! sdence 
can be enriched by carrying out a sustained qualitative analysis of whal is 
initially a quantilative dalabase. McAdam's 1988 study of Mississippi Free
dom Summer participams was based on a treasure-uove of quantifiable 
dala-the original questionnaires of the prospective Freedom Summer vol
unteers. While sorne of these young people evenlually stayed home, others 
went south lo regisler voters, teach in "freedom schools," and risk the dan
gers of Ku Klux Klan violence. 1\vo decades later, both the volunteers and 
the no-shows could be interviewed by a researcher with the energy and the 
imagination to go beyond the use of canned data banks. 

McAdam's main analytic stralegy was lO carry out a paired comparison 
belween the questionnaires of the panidpants and the slay-at-homes and 
to imerview a sample of the former in their currenl lives. This systematic 
comparison formed the analytical spine of the study and of a series of tech
nical papers. Excepl for a table or two in each chapter, the texture of Freedom 
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Summer is overwhelmingly qualit.ttive. McAdam draws 011 his intcrvicws 
with former partidpants, as well as 011 secondary a11alysis of other people's 
work, to get inside the Freedom Summer experience and to highlight the 
effects thal participation had 011 their careers and ideologies and their livcs 
since 1964 With this combi11ation of quamitative and qualitativc 
approaches, he was able to tease a convindng piclure of thc cffccts of Free
doro Summer activism from his data. 

As 1 write this, 1 imagine KKV exclaiming. "But this is precise/y the dircc
tion we would Iike lO see qualitalive researcl1 moving-loward expandmg 
the number of observalions and re-spedfying hypotheses to allow them to 
be lesled on different units!" (see chap. 7). But would thcy arguc, as 1 do, 
that it is the combiuation of quantitative and qualilative methods trained on 
the same problem (nota move toward the logic of quantitative analysi~ 
alone) that is desirable? Two more ways of combining these two logics 
illustrate my intent. 

Sequendng Quantitative and Qualitative Research 

The growth industry of qualitalive case studies that followcd thc 
1980-81 Solidarity movemem in Poland largely took as given the idea thal 
Polish intellectuals had the most important responsibility for lhe birth and 
ideology of this popular movement. There was scallered evidence for 1h1s 
propulsive role of the intellectuals; bul since most of the books that 
appeared after the events were wriuen by them or by their foreign friends, 
an observer bias might have been operating 10 infiate lheir imporlance in 
the movement vis-a-vis the workers who were al the hean of collective 
action in 1980-81 and whose voice was less articulate. 

Solid quantitative evidence came lo the rescue. In a sharp altack on lhe 
"intellectualist" interpretation and backed by quantitalive evidence from 
the strike demands of the workers themselves, Roman Laba demonsuated 
thal their demands were overwhelmingly orienled toward lrade un1on 
issues, and showed little or no effect of the proselytizing lhal Polish intcl
lectuals had supposedly been doing among the workers of the Baltic coasl 
since 1970 (1991: chap. 8). This finding doveLailed witl1 Laba's own quali
tative analysis of the development of the workers' movement in tl1e 1970s 
and downplayed the role of the Warsaw intellecluals, which hac.l becn 
emphasized in a series ofbooks by lheir foreign friends. 

The response of those who had formulaled the intellectualisl interpreta
tion ofSolidarity was predictably indignan t. Bulthere were also more mea
sured responses that shed new light on the issue. For examplc, proddcd by 
Laba's empirical evidence of worker self-sodalization, Jan Kubik rc1urncd 
lo the issue with both a sharper analytical focus and beuer qualitative evi
dence than the earlier intellectualist theorists had employed, criticizing 
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Laba's conceptualization of class and reinterpreting the creation of Solidar
ity as /'a multistranded and complicated social entity ... created by the con
tributions of various people" whose role and importance he proceeded to 
demonstrate (1994: 230-38). Moral: a sequence of contributions using dif
ferent kinds of evidence led to a clearer and more nuanced understanding 
of the role of different social formations in the world's first successful con
frontation with state socialism. 

Triangulation 

1 have left for last the research strategy that I think best embodies the 
strategy of combining quantitative and qualitative methods-the triangula
tion of different methods on the same problem. Triangulation is particular! y 
appropriate in cases in which quantitative data are partial and qualitative 
investigation is obstructed by political conditions. For example, Valerie 
Bunce used both case methodology and quantitative analysis to examine 
the policy effects of leadership rotation in western and socialist systems. In 
her Do New Leaders Make a Difference? she wrote: "I decided against select
ing one of these approaches to the neglect of the other [the better] to test 
the impact of succession on public policy by employing both methodolo
gies" (1981: 39). 

Triangulation is also appropriate in specifying hypotheses in different 
ways. Consider the classical Tocquevillian insight that regimes are most sus
ceptible to a political opportunity structure that is partially open. The 
hypothesis takes shape in two complementary ways: (1) that liberalizing 
regimes are more susceptible to opposition than either illiberal or liberal 
ones; and (2) that within the same constellation of political units, opposi
tion is greatest at intermediate levels of poli ti cal opportunity. Sin ce there is 
no particular advantage in testing one version of the hypothesis over the 
other, testing both is optimal (as can be seen in the recent social movement 
study, Kriesi et aL 1995). 

My final example of triangulation comes, with apologies, from my own 
research on collective action and social movements in Ita! y. In the course 
of a qualitative reconstruction of a left-wing Catholic "base community'' 
that was active in a popular district of Floren ce in 1968, I found evidence 
that linked this movement discursively to the larger cycle of student and 
worker protest going on in Italy at the same time (Tarrow 1988). Between 
1965 and 1968, its members had been politically passive, focusing mainly 
on neighborhood and educational issues. However, as the worker and stu
dent mobilization exploded around it in 1968, their actions became more 
confrontational, organized around the themes of autonomy and interna! 
democracy that were animating the larger worker and student rnovements 
around them. 
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Researchers convinced of their ability to understand poi itical behaxir n by 
interpreting "discourse'' rnight !uve been satisfied with these obscrvations; 
but I was not. lf nothing else, Florence was only one case among potcntial 
thousands. And in today's global society, finding thcmatic similarity anwng 
different movements is no proof of direct diffusion, since many mO\Tmcnt:-. 
around the world select from the same stock of images and frames without 
the least connection among thcm (Tarrow 1994: eh a p. 11 ). 

As it happened, quantitative analySis carne to the rescue by triangulating 
on the same problem. For a larger study, l had gathered a large samplc of 
national collective action events for a period that bridged the 196El Florcn
tine episode. Andas it also happened, t\vo ltalian researchers had colkctcd 
reliab\e data on the total number of religious "base comrnunities" like that 
in florence throughout the country (Sciubba and Pace 1976). By reopera
tionalizing the hypothesis cross-sectionally, l was able to show a reasorubly 
high positive correlation (.426) between the presencc of Catholic base 
cornmunities in various cities and thc magnitude of general collccti\'l' 
action in each city (Tarrow 1989: 200). Triangulation demonstrated that thc 
findings of my longitudinaL locaL and qualitative case study coincided with 
the results of cross-sectional, national, and quantitative correlations. t\.1y 
inductive hunch that Italy in the 1960s undervvent an integrated cycle of 
protest became a more strongly supported hypothesis. 

KKV does not take the position that quantification is the answer to all the 
problems of social science research. But the book's single-minded focus on 
the logic of quantitative research ( and of a certaín hind of quantitativc 
research) leaves underspecified the particular contributions that qua!it<Jtive 
approaches make to scientific research, especially when combined with 
quantitative research. As quantitatively trained researchers shift to choic<:>
theoretic models backed up by illustrative examples ( often conlaining \'<Hi

ables with different implicit metrics) the role of qualitative re~earch grmv:, 
more important. We are no longer at the stage when public choice theorists 
can get away with demonstrating a theorem with an imaginary aphorism. 
We need to develop rules for a more systematic use of qualitative evidence 
in scientific research. Mere! y wishing that it would behave as a slightly less 
crisp version of quantitative research will not salve the problem 

This is no plea for the veneration of historical uniqueness and no argu
ment for the precedence of "interpretation" over inference. (For an cxcd
lent analysis uf the first problem, see KKV 42-43; and of the second. scc 
KKV 36-41.) M y argument, rather, is that a single-minded adherencc to 
either quantitative or qualitative approaches straightjackets .scientific prog
ress. Whenever possible, we should use qualitative data to interpret qu,lnti· 
tative findings, to get inside the processes underlying decision outconws. 
and to investigate the reasons for the tipping points in historical time
series. We should al so try to use different kinds of evidence together anJ in 
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sequence and loo k for ways of triangulating different measures on the same 
research problem. 

CONCLUSION 

KKV gives us a spirited, lucid, and well-balanced primer for training our 
students in the essential unity of social science work. Faced by the clouds 
of philosophical relativism and empirical nominalism that have recently 
blown onto the field of social science, we should be grateful to its authors. 
Rut the book's theoretical effort is marred by the narrowness of its empírica! 
specification of qualitative research and by its lack of attention to the quali
tative needs of quantitative social scientists. I am convinced that had a final 
chapter on combining quantitative and qualitative approaches been written 
by these authors, its spirit would not have been wildly at variance with what 
1 argue here. 

" 

7 
The Importance of Research Design 

Gary King, Robert O. Keohane, and Sidney Verba 

Receiving five serious reviews in this symposium 1 is gratifying and confirms 
our belief that research design should be a priority for our discipline. We 
are pleased that our five distinguished reviewers appear to agree with our 
unified approad1 to the logic of inference in the social sciences, and with 
our fundamental point: that good quantitative and good qualitatÍ\T 
research designs are based fundamentally on the same logic of inferencc 
The reviewers raise virtually no objections to the main practica] contribu
tion of our book-our many specific procedures for avoiding bias, gcttíng 
the most out of qualitative data, and making reliable inferences. 

However, the reviews make clear that although our book may be the Llt
est word on research design in political science, it is surely not the last. \\'e 
are taxed for failing to include important issues in our analysis and for deal· 
ing inadequately with sorne of what we included. Before responding to thc 

1. Editors' note: This d1apter is reprinted from the 1995 symposium un Design· 
ing Sucia/ Inquiry, published in the American Political Science Remell'. In this chaptcr. 
the authors respond tu arguments developed in three additional anides in the AP,\l? 
syrnposium that are reprinted in the present volume: those by Rogowski, Tarrow. 
and (reprinted in part) Collier. King. Keohane, and Verba likewisc respond hcn_: to 
the two other articles in the symposium~by Laitin (1995) and Caporas() 
(1995)-to which reference is made in the present volume, but \\"hich Jrc not 
included here. The fu!! original citation for this chapter is Gary King, RobertO. 1\cn
hane, and Sidney Yerba (1995) "The lmportance of Research Drsign in Political 
Science." American Polilical Science Reuiew 89, no. 2 (June): 475-81. 'lhe tabk (lf 

contents, preface, and chapter 1 of Designing Sor.:ial Jnqtliry are availablr at pup 
. princeton.edu/ti ti es/ 54 5 8.html. 
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revicwers· most direct criticisms, let us explain what we emphasize in 
Designíng Social Jnquíry and how ít relates to sorne of the points raised by 
the reviewers. 

WHAT WE TRIED TO DO 

Dcsigning Social Inquíry grew out of our discussions while coteaching a grad
uate seminar on research design, reflecting on job talks in our department, 
and reading the professionalliterature in our respective subfields. Although 
many of the students, job candidates, and authors were highly sophisti
cated qualitative and quantitative data collectors, interviewers, soakers and 
pokers, theorists, philosophers, formal rnodelers, and advanced statistical 
analysts, many nevertheless had trouble defining a research question and 
designing the empirical research to answer it. The students proposed 
impossible fieldwork to answer unanswerable questions. Even many active 
scholars had difficulty with the basic questions: What do you want to find 
out? How are you going to find it out? And above alL how would you know 
if you were right or wrong? 

\Ve found conventional statistical training to be only marginally relevant 
to those with qualitative data. We even found it inadequate for students 
\vith projects amenable to quantitative analysis, since social science statis
tics texts do not frequently focus on research design in observational set
tings. With a few important exceptions, the scholarly literatures in 
quantitative political methodology and other social science statistics fields 
treat existing data and their problems as given. As a result, these literatures 
largely ignore research design and, instead, focus on making valid infer
ences through statistical corrections to data problems. This approach has 
led to sorne dramatic progress; but it slights the advantage of improving 
research design to produce better data in the first place, which almost 
always improves inferences more than the necessarily after-the-fact statisti
cal solutions. 

This lack of focus on resear-ch design in social science statistics is as sur
prising as it is disappointing, sin ce sorne of the most historically important 
works in the more general field of statistics are devoted to problems of 
research design (see, e.g., fisher 1935, The Design of Experiments). Experi
ments in the social sciences are relatively uncommon, but we can sti\1 have 
an enormous effect on the value of our qua\itative or quantitative informa
tion, even without statistical corrections, by improving the design of our 
research. We hope our book will help move these fields toward studying 
innovations in research design. 

We culled much useful information from the social science statistics liter
atures and qualitative methods fields. But for our goal of explicating and 

The Impor1JJnce uf Rescmc/1 Dcsign 111 

unifying the logic ofinference, both literatures had problcrns. Social scirncc 
statistics focuses too little on rcscarch design, and its ltmguagc srems arcan e 
if not impenetrable. The numerous languages used to describe mrthmb in 
qualitative research are diverse, lnconsistent in jargon and methodologiol 
advice, and not always helpful to researchers. \Ve agree with DaYid Collicr 
that aspects of our advice can be rephrased into sorne of the languages u sed 
in the qualitative methods literature or that used by quantitative rcscarch
ers. We hope our unified logic and, as David Laitin puts it, our "common 
vocabulary" will help foster communication about these important issues 
among all social scientists. But we believe that any coherent language could 
be used to convey the same ideas. 

We demonstrated that "the differences between the quantitative and 
qualitative traditions are only stylistic and are methodologically and sub
stantive! y unimportant" (KKV 4 ). Indeed, much of the best social science 
research can combine quantitative and qualitative data, precisely because 
there is no contradiction ben,veen the fundamental processes of infercnc-e 
in volved in each. Sidney Tarrow asks whether we agree that "it is the com/Ji
nation of quantitative and qualitative" approaches that we desire (9.3 this 
volume). VVe do. But to combine both types of data sources productin:'ly, 
researchers need to understand the fundamental logic of inference and the 
more specific rules and procedures that follow from an explication of thb 
logic. 

Social science, both quantitative and qualitative, seeks to develop ,md 
evaluate theories. Our concern is less with the development of theory than 
theory eva/uation-how to use the hard facts of empirical reality to fonn sci
entific opinions about the theories and generalizations that are the hopnl
for outcome of our efforts. Our social scientist uses theory to genera te 
observable implications, then systematically applies publicly known proce
dures to infer from evidence whether what the theory implied is correct. 
Some theories emerge from detailed observation, but they should be evalu
ated with new observations, preferably ones that haJ not been gatherrd 
when ~he theories were being formulated. Our logic of theory evaluation 
stresses maximizing leverage-explaining as muchas possible with as littlc 
as possible. It also stresses mlnimizing bias. Lastly, though it cannot dimi
nate uncertainty, it encourages researchers to report estimates of the uncer
tainty of their conclusions. 

Theory and empirical work, from this perspective, cannot productivcly 
exist in isolation. We believe that it should beco me standard practicc to 
demand clear imp\ications of theory and observations checking thosc 
implications derived through a method that minimizes bias. We hope thdt 
Designing Social Inquiry helps to "discipline political scicnce" in this \vay .. as 
David Laitin recommends; and we hope, along with James Caporaso, that 
"improvements in measurement accuracy, theoretica! specification, and 
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research should yield a smaller range of allov·:able outcomes consistent 
with the predictions made" (1995: 459). 

Our book also contains much specific advice, sorne of it new and sorne 
at least freshly stated. We explain how to distinguish systematic from non
systematic components of phenomena under study and focus explicitly on 
trade-offs that m ay exist between the goals of unbiasedness and efficiency 
(KKV chap. 2). We discuss causality in relation to counterfactual analysis 
and what Paul Holland (1986) calls the "fundamental problem of causal 
inference" and consider possible complications introduced by thinking 
about causal mechanisms and multiple causality (KKV chap. 3). Our dis
cussion of counterfactual reasoning is, we believe, consistent with Donald 
Campbell's "quasi-experimental" emphasis (Campbell and Stanley 1963); 
and \\'e thank James Caporaso for clarifying this. 1 

We pay special attention in chapter 4 to issues of what to observe: how 
to avoid confusion about what constitutes a "case" and, especially, how to 
avoid or limit selection bias. We show that selection on values of explana
tory variables does not introduce bias but that selection on val u es of depen
dent variables do es so; and we offer advice to researchers who cannot avoid 
selecting on dependent variables. 

We go on in chapter 5 to show that while random measurement error in 
dependent variables does not bias causal inferences (although it does 
reduce efficiency), measurement error in explanatory variables biases 
results in predictable ways. We also develop procedures for correcting these 
biases even when measurement error is unavoidable. In that same chapter, 
we undertake a sustained analysis of endogeneity (i.e., when a designated 
"dependent variable" turns out to be causing what you thought was your 
"explanatoryvariable") and omitted variable bias, as well as how to control 
research situations so asto mitigate these problems. In the final chapter, we 
specify ways to increase the information in qualitative studies that can be 

2. To clarify further, we note that the definition of an "experiment" is investiga
tor control over the assignment of values of explanatory variables to subjects. 
Caporaso emphasizes also the value of random assignment, which is desirable in 
some situations (but not in others, see KKV 124-28) and sometimes achievable in 
experiments. (Random selection and a large number of units are al so desirable and 
also necessary for relatively automatic unbiased inferences, but experimenters are 
rarely able to accomplish either.J A "quasi-experiment" is an observational study 
with an exogenous explanatory variable that the investigator does not control. Thus, 
it is notan experiment. Campbell's choice ofthe word "quasi-experiment" reflected 
his insight that observational studies follow the same logic of inference as experi
ments. Thus, we obviously agrre with Campbell's and Caporaso's emphases ami 
ideas and only pointed out that the word "quasi-experiment" adds another word to 
our lexicon with no additíonal con ten t. It is a fine idea, much of whid1 we ha ve 
adopted; but it is an unnecessary category. 
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used to evaluate theories; we show how this can be accomplisheU without 
returning to the field for additional data collection. Throughout the book 
we illustrate our propositions not only with hypothetical cxamples but with 
reference to some ofthe best contemporary research in political sciencc. 

This statement of our purposes <lnd fundamental arguments shou!d put 
so me of the reviev .. 'ers' cornplaints about ornissions into context. Our book 
is about doing empirical research designed to evaluate theories and learn 
about the world-to make inferences-not about generating theories to 
evaluate. We believe that researchers who understand how to evaluatc a 
theory will generate better theories-theories that are not only more inte1 
nally consistent but that also have more observable implications (are more 
at risk of being wrong) and are more consistent with prior evidence. If, a:-. 
Laitin suggests, our single-mindedness in driving borne this argument led 
us implicitly to downgrade the importance of such matters as concept for
mation and theory creation in political science, this was not our intention. 

Designing Sociallnquiry repeatedly emphasizes the attributes of good the
ory. How else to avoid omitted variable bias, choose causal effects to estí
mate, or derive observable implications? \Ve did not offer much adYice 
about what is often called the "irrational nature of discovery," ami wc leave 
it to individual researchers to decide what theories they feel are worth eval
uating. We do set forth sorne criteria for choosing theories to evaluate-in 
terrns of their importance to social science and to the real world-but out 
methodological advice about research design applies to any type of theory. 
\Ve come neither to praise nor to bury rational-choice theory, nor to make 
an argument in favor of deductive over inductive theory. All we ask is that 
whatever theory is eh osen be evaluated by the same standards of inference. 
Ronald Rogowski's favorite physicist Richard Feynman, explains clearly 
how to evaluate a theory (which he refers toas a "guess"): "If it disagret::s 
with [the empirical evidenceJ, it is wrong. In that simple statement is thc 
key to science. It does not make any difference hmv beautiful your guess is. 
It does not make any difference how smart you are, who maJe the b'1Iess, 
or what his name is-if it disagrees with [the empírica! evidence] it Í<i 

wrong. That is al! there is to it" (1965: 156}.3 

One last point about our goal: we want toseta high standard for rescarch 
but not an impossible one. Al! interesting qualitative and quantitative 
research yields uncertain conclusions. \Ve think that this fact ought not to 

3. Telling researchers to "choose better theories" is not much difíerent than tcll
ing them to choose the right answer: it is correct but not hclpful. ,\tany bdic\·c th,H 

deriving rules for theory creation is impossible ( e.g., Popper, reynman ). but \\T ~el' 
no compeliing justification for this absolutist claim. As David Laitin correnlv 
ernphasizes, "the development of forma! criteria for such an endcavor is consistcnt 
with the authors' goals." 
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be dispiriting to researchers but shou\d rather caution us to be aware of this 
uncertainty, rernind us to make the best use of data possible, and energize 
us to continue the struggle to improve our stock of valid inferences about 
the political world. \Ve show that uncertain inferences are every bit as scien
tific as more certain ones so long as thl)' are accompanied by honest state
ments of the degree of uncertainty entailed in ea eh conclusion. 

OUR ALLEGED ERRORS OF OMISSION 

The majar theme of what m ay seem to be the rnost serious criticism offered 
above is stated forcefully by Ronald Rogowski. He fears that "devout atten
tion" to our criteria would "paralyze, rather than stimulate, scientific 
inquiry." One ofRogowski's arguments, echoed by Laitin, is that we are too 
obsessed with increasing the amourrt of irrformation we can brirrg to bear 
on a theory and therefore fail to understand the value of case studies. The 
other majar argument, made by both Rogowski and Collier. is that we are 
too critica! of the practice of selecting observations accordirrg to values of 
the dependent variable and that we would thereby derrigrate major work 
that engages in this practice. \Ve consider these arguments in turn. 

Science as a Collective Enterprise 

Rogowski argues that we would reject severa! classic case studies in com
parative politics. We think he misunderstands these studies and misses our 
distinction between a "single case" and a collection of observations. Con
sider n.vo works that he mentions, The Politics of Accommodation, by Arend 
Lijphart ( 1975 jl9G8Jl, and T1w Nazi Seizure of Power, by William Sheridan 
Allen (1965). Good research designs are rarely executed by individual 
scholars isolated from prior researchers. As we say in our book, "A single 
observation can be useful for evaluating causal explanations if it is part of 
a research program. If there are other observations, perhaps gathered by 
other researchers, against which it can be compared, it is no longer a single 
observation" (KKV 211; see also sections 1.2.1 and 4.4.4, the latter devoted 
entirely to this point). Rogowski m ay have overlooked these passages. If we 
did not emphasize the point sufficiently, we are grateful for the opportunity 
to stress it here. 

Lijplwrt: 11w Case Study That Broke the Plurali.H Camel's Bach 

What was once called pluralist theory by David Truman and others holds 
that divisions along religious and class lines make polities less able to 
resol ve political arguments via peaceful means through democratic institu-
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tions. The specific causal hypothesis is that the existence of many cros<;
cutting cleavages increases the leve! of social peace and, thus, of stablc, 
legitimate democratic government. 

In The Politics of Accotnmodation, Arend Lijphart ( 1975 [ l968j) sought to 
estima te this causal effect. 4 In addition to prior literaturc, he had evidcncc 
from only one case, the NetherlanJs. He first found numerous observable 
implications of bis descriptive hypothesis that the Netherlands had deep 
class and religious cleavages, relatively few of which were cross-cutting 
Then-surprisingly from the perspcctive of pluralist theory-hc found con
siderable evidence from many levels of analysis that the Netherlands was 
an especially stable and peaceful democratic nation. These descriptive infer
ences were valuable contributions to social science and important in and of 
themselves, but Lijphart also wished to study the broader causal question. 

In isolation, a single study of the Netherlands, conducted only at thc 
leve! of the nation at one point in time, cannot produce a valid estimate of 
the causal effect of cross-cutting cleavages on the degree of social peare in 
a nation. But Lijphart was not working in isolation. As part of a community 
of scholars, he had the benefit ofTruman and others having collected man; 
prior observations. By using this prior work, Lijphart could and did make 
a valid inference. Prior researchers had either focused only on countrics 
with the same val u e of the exp\anatory variable (many cross-cutting cleav
ages) or on the basis ofvalues ofthe dependent variable (high social con
flict). Previous researchers therefore made invalid inferences. Lijphart 
rneasured social peace for the other value ofthe explanatory variable (fe\\' 
cross-cutting cleavages) and, by using his data in cornbination with tlut 
which carne before, made a valid inference. 

Lijphart's classic study is consistent with our model of good research 
design. As he stressed repeatedly in his book, Lijphart was contributing to 
a large scholarly literature. As such, he was not trying to estimate a causal 
effect from a single observation; nor was he selecting on bis dependent 
variable. Harvesting relevant information from others' data, although often 
overlooked, may often be the best way to obtain relevant inforrnation. 

By ignoring the place of Lijphart's book in the literature to which it \'\'as 
corrtributing, Rogowski is unable to recognize the nature of its contribu
tion. Rogowski's alternative explanation for the importance of this book 
and the others he mentions-that "(1) all ofthem testcd, relied on, or pro
posed, clear and precise theories; and (2) all focused on ¡UIOIIW/ies" (95 this 

4. Lijphart also went to great lengths to clarifY the precise thcory he was inn·sti
gating, because it was widely recognizl'd that the (Q!lcept of pluralism v.·as oftm 
used in conflicting ways, none clear or concrete enough to be called a theory Ron· 
ald Rogowski's description of pluralism as a "powerful, deductive, internally consi~
tent theory" (97 this volume) is sure!y the first time it has received such accolades 
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volume)-suggcsts one of many possible strategies for choosing tapies to 
research; but it is of almost no help with pr,Ktical issues of rcsearch design 
or ascertaining whcther a thcory is right or wrong. Indeed, the only \Vay to 

determine whcther something is an anomaly in the first place is to follow 
,1 clear logic of scientific infcrcnce and thcory evaluation, such as that pro
vided in De.1(~ning Social fn¡¡uír¡:. 

Al/en: IJistínguíslling l Iistory fmm Social Science 

The Na:.i Seiane of Pou•er is an accoum of life in an ordinary Gerrnan 
comrnunity. Allen is nota social scientist: In his book, he propases no gen
eralization, evaluates no theory, and does not refer to the scholarly litcra
tures on Nazi Germany; rather, he zeroes in on the story of what happened 
in one small place at a crucial moment in history, and he does so bril
liantly. In our terms, he is describing historical detail and occasionally also 
conducting very limited descriptive inference. \Ve emphasize the impar
lance of such v·mrk: "Particular events such as the French Revolution or the 
Democratic Sena te primary in Texas m ay be of intrinsic interest: they pique 
our curiosity, and if they were preconditions for subscquent events (su eh as 
the Napoleonic Wars or Johnson's presidency) we may need to know about 
thcm to understand those later events" (KKV 36). 

In our view, social scicnce must go further than Al len. The social scicntist 
must make descriptive or causal inferences, thus seeking explanation and 
generalization. Indeed, we think evcn Rogowski would not accept Allen's 
dassic work of history as a dissertation in political science. Allen's work is, 
howewr. not irrelc\·ant to the task of explanation and generalization that 
is of interest to us. In the hands of a good social scientist, who could place 
Allcn's work within an intellectual tradition, it becomes a single case study 
in the framework of many others. This, of course, suggests one traditional 
;md important way in whirh social scientists can increase the arnount of 
inforrnation thcy can bring to bcar on a problem: rcad the descriptive case
study litcraturc. 

THE PERILS OF AVOIDING SELECTION BIAS 

\Ve agree with David Collicr's observation that, if our argumcnts conccrn
ing selection bias are sustained. then "a small irnprovemcnt in method
ological sdf-awareness can yield a largc improvement in scholarship" 
( 1995: 461 ). Indeed, beca use qualitative researchers generally ha ve more 
control ovcr the selection of their observatiuns than over most other fea-
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tures oftheir rcsearch designs, selection is an cspecially import.mt conccrn 
(a topic to which we devote most of our ch.tptcr 4).-

Rogmvski believes that we would criticizc Peter KatLL'Il~trin's ( 1 ')")) 
Small Stt~res itJ \\'orld Alarl.:ets or Robert Batcs's (1981) AJ¡¡¡J.-¡'/5¡1/td Slíilí' 1 i11 

Tropical Afixa as inaJmissibly ~e\ecting on thc dependcnt variable \\"e 
addrcss e.Kh book in turn. 

Kat..z..e11steitJ: IJistinguisltil!g Descriptíve Injáetlce from Cau.\¡¡/ ln{t'rcncc 

Peter Katzenstein's ( 1985) S mal/ S tates i11 ~\'orld AJar!.:ct5 makc~ ~u1nc 

important descriptive infercnces. For cxample, Katzcnstein shows th,ll 

small Europcan states responded flexibly and effectivcly to the econo1nic 
challenges that they faced during the forty years after \\'orld \\'ar JI, .111d he 
distinguishes between what he calls "liberal and social corporatism'' as t\\"u 
patterns of response. But many of Kdtzenstein's arguments also impl) 
causal claims-that in Western Europe "small sizc hJs racilitated ccono1nic 
openness and democratic corporatism" (1985: 80), and that in thc sm.1ll 
European states, weak landed aristocrJcies, relatively strong urh.m scnor::.. 
and strong links between country anJ city led to cros~-rlass compromi'-rc in 
the 1930s, creating the basis for postwar corporatism { 198.3: dup. -l) 

Katzenstein seeks to test the first of these causal claims by comparing cco
nomic openness in srnall and largl' states (1985: 86. table 1 ). Tu cvalu,\tc 
the second hypothesis, he compares cross-dass compromisc in six sm.lll 
European states characterized by weak landcJ aristocracies and strong 
urban sectors, with the relative absence of such rompromise in fi\T largc 
industrialized countries and Austria, which haJ Jifferent valul's on thcsc 
explanatory variables. ~luch of his analysis folluws the rules of scicntific 
inference we discuss-selecting cases to vary the valuc of the c.xplanatory 
variables, specifying the observable implications of theories, .1nJ sccking to 
determine whether the facts mee\ theoretical cxpcctations. 

But Katzenstein fudges the issue of causal infcrcnce by disavowing claims 
to causal validity: "Analyscs like this one cannot meet the exarting standard.<. 

S. Sdectiun problems are easily misunder~tmKI. For examplc, t:.lpor,Jso cldllll~ 
that "if selenion biases operatc indcpendently of one's hypotlw~iHd causal \",Hi 

able, it is a tlm~at to interna! validity; if these s.unc selection f,ldllls int..:ran \\"ltil 

t.he causal variable, it is a thrcat to externa! validity" (1995: 4h0). 'lo ~ce thar thi~ 
claim is falsc, note, as Collier reemphasizes, that Caporaso's "sclectilln factors" \·.m 
also be scen asan omitted variable. 13ut omitteJ \"Miables cmnot l ,¡use bias if thl"\" 
are indepcndent of your key causal \·ariablc. ·¡hu~. although th..: di~tirKtiun bctl\"("l"Il 

interna] and externa! validity is often useful, it is nut relcunt 10 sclcction bi.1~ i11 

the way Capo raso describes 
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of a social science test that asks for a distindion between necessary and suf
ficient conditions, a weighting of the relative importance of variables, and, if 
possible, a proof of causality" ( 1985: 138). However, estímatiog causal infer
ences does not require a "distinction betvveen necessary and sufficient condi
tions, a \veighting of the relative importance of variables," or an absolute 
"pruof' of anything. Katzenstein thus unnecessarily avoids causal language 
and explicit attention to the logic of inference which results. As we explain 
in our book, "avoiding causallanguage when causality is the real subject of 
investigation either renders the research irrelevant or pem1its it to remain 
undisciplined by the rules ofscientific inference" (KKV 76). 

Remaining inexplicit about causal inference makes so me of Katzenstein's 
claims ambiguous or unsupported. For example, bis conclusion seems to 

argue that small states' corporatist strategies are responsible for their post
war economic success. But beca use of the selection bias induced by bis deci
sion to study only successful cases, Katzenstein cannot rule out an 
important alternative causal bypotbesis-tbat any of a variety of other fac
tors accounts for tbis uniform pattern. For instance, the posnvar interna
tional political econorny may have been benign for srnall, developed 
countries in Europe. If so, corporatist strategies rnay have been unrelated to 
the degree of success experienced by small European states. 

In the absence of variation in the strategies of bis states, val id causal 
inferences about their effects remain elusive. Had Katzenstein been more 
attentive to the problems of causal inference that \\'e discuss, he would ha ve 
been able to claim causal validity in sorne lirnited instances, such as wben 
he had variation in bis explanatory and dependent variables (as in tbe 
1930s analysis). More importantly, he would also have been able to 
improve bis research design so that val id causal inferences were also possi
ble in many other areas. 

Rogowski is not correct in inferring that we would dismiss the signifi
cance of Small S tates in World Markets. lts descriptions are rich and fascinat
ing, it elaborates insightful concepts such as liberal and social corporatism, 
and it provides sorne evidence for a few causal inferences. lt is a fine book, 
but we believe that more explicit attention to the logic of inference could 
have rnade it even better. 

Bates: I-low to Identify a Dependent Variable 

Rogowski claims that Robert Bates's purpose in Marhets and States was to 
explain economic failure in tropical African states, and that by choosing 
only states \vith failed economies and low agricultura! production, Bates 
biased bis inferences. lf agricultura! production were Bates's dependent 
variable, Rogowski would be correct, since (as we argue in Designing Social 
Inquiry; see also Collier 1995) using-but not correcting for-this type of 
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case selection does bias inferenccs. However, lmv agricultura] productiun 
was, in fact, not Bates's dependent variable. 

Bates's book makes plain bis two dependent variables: ( 1) the variations 
in public policies prornulgated by African states and (2) differences in thc 
group relations between the farmer and the state in each country. floth vdri
ables vary considerably across bis cases. Bates also proposed .severa! explan
atory variables, \vhich he derived frorn bis prelirninary desniptivc 
inferences. These induJe ( 1) whetber state marketing boards were founded 
by the producers or by alliances between government and trading interc~ts, 
(2) whether urban or rural interests dorninated the first postcolonial gü\·
ernment, (3) the degree of governmental commitment to spending pro
grams, ( 4) the availability of non agricultura! sources for governmental 
funds, and ( 5) whether the crops produced were for food or export. These 
explanatory variables do vary, and they helped account for the variations 
in public policy and state-farmer relations tbat Bates observed. 

As such, Bates did not select his observations so they hada constant value 
for bis dependent variable. Moreover, he did not stop at the nationalic\TI 
of analysis, for whid1 he had a small number of cases and relatively little 
information. Instead, he offered numerous observable implications of thc 
effects of these explanatory variables at other levels of analysis within each 
country. As \-vitb many qualitative studies, Bates had a small number of 
cases but an immense arnount of inforrnation. We believe one of the rea
sons Bates's study is-and should be-so highly regarded is that it is an 
excellent example of a qualitative study that conforms to the rules of scien
tific inference. In sum, Rogowski says that Bates wrote an excellent book 
that we would reject. lf the book were as Rogowski describes it, we very well 
migbt reject it. Since it is not-and indeed is a good example of our logic 
ofresearch design-we join Rogowski in applauding it." 

TRIANGULAR CONCLUSIONS 

\Ve condude by emphasizing a point that is emphasized both in De_~;igning 
Social lnquiry and in the reviews. We often suggest procedures that qualitativc 
researchers can use to increase the amount of information they bring to bear 
on evaluating a theory. This is sometimes referred toas "increasing the num-

6. Subsequently, Bates pursued the same research ptograrn. For cxamplc, in 
Essays on the Po1iflcal Economy of Rural Africa he evaluated his thesis for two aJdi
tional areas-colonial Ghana and Kenya (1983: chap. 3). So Bates did exartly \vh;n 
we recommend: having developed his theory in one Uomain, he extracted it~ 
observable implications and moved to other domains to see whether he observe~ 
what the theory would lead him to expect. 
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bcr of obscrvations." As al! our reviewers recognize, wc do not cxpect 
researchers to increase the number of full-blü\vn case studics to conduct a 
large-N statistical analysis: our point is not to make quantitat!ve researchrrs 
out of qualitative researchcrs. In fact, most qualitative studies already con
taina vast amount of information. Our point is that appropriately marshal
ing all the thick description and rid1 comextualization in a typical qua!itativc 
study to evaluare a speciflc theory or hypothesis can produce a very powerful 
research design. Our book demonstratcs how to design researd1 in arder to 
collect thc most useful qualitative data and how to restmcture it even after 
data col!t::ction is finishcJ, to turn quJlitative information into ways of cval
uating a specific theory. We explain hmv researchers can do this by collecting 
more observations on thcir dependent variable, by obscrving the same vari
able in another contcxt, or by observing another dependent variable that is 
an implication of the same theory. Wc also show how one can design thco
rics to produce more observable implications that thcn put the theory at risk 
of bcing wrong more often and easily. 

This brings us to Sidney Tarrow's suggestions for using the cornparative 
advantages ofboth qualitative and quantitative rescarchers. Tarrow is inter
cstcd specifically in how unsystematic and systematic variables and patterns 
intcract, and scems to think that principies could be derived to determine 
what unsysternatic cvents to examine. V·./e think that this is an intcresting 
question for any historically sensitive work. Many unsysternatic, nonre
pcated events occur, a few of which m ay alter the path of history in signifi
cant ways; and it would be useful to have criteria to determine how these 
C\Tnts interact with systematic patterns. We expcct that our discussions of 
scicntific infercnce could help in identifying which apparently random, but 
critica!, events to study in specific instances, and we are confidcnt that our 
logic of inferencc wil\ help determine whether these inferences are correct; 
Tarrow or othcrs may be able to use the insights from qualitative researchers 
to specify them more clearly. V·./e would look forward to a book or article 
that presented such criteria. 

Another major point rnade by Tarrow is that al! appropriate methods to 
study a question should he cmployed. \Ve agrce; a majar theme of our book 
is that there is a single unified logic of inference. Hence it is possible effec
tively to combine different methods. llowever, the issue of triangulation 
that Tarrow so effectively raises is not the use of different logics or methods, 
as he argucs, but the triangulation of di verse data sources trained on thc 
same problem. Triangulation involves data collected at Jifferent places, 
sources, times, levels of analysis, or perspcctives, data that might be quanti
tative, or might involw intensive interviews or thick historical description. 
The best mcthod should be chosen for cach data source. But more data are 
better. Triangulation, thcn, refers to the practice of increasing the amount 
of information brought to bear on a theory or hypotbesis, and that is what 
our book is about 
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