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Preface

As one of the several contributing disciplines to cognitive science, philosophy
offers two sorts of contributions. On the one hand, philosophy of science pro-
vides a metatheoretical perspective on the endeavors of any scientific enter-
prise, analyzing such things as the goals of scientific investigation and the
strategies employed in reaching those goals. Philosophy of science thus pro-
poses a perspective from which we can examine and potentially evaluate the
endeavors of cognitive science. On the other hand, philosophy of mind offers
substantive theses about the nature of mind and of mental activity. Although
these theses typically have not resulted from empirical investigation, they
have often subsequently figured in actual empirical investigations in cogni-
tive science, or its predecessors. Because the two roles p}ulosophy plays in
cognitive science are quite different, they are introduced in separate Volumes.
This one focuses on philosophy of mind, whereas issues in philosophy of
science are explored in Philosophy of Science: An Overview for Cognitive Science.

The goal of this book is to provide a broad overview of the central issues
in philosophy of mind and an introduction to the professional literature.
Philosophers have adopted a variety of different positions on the issues I dis-
cuss and I have tried to describe as simply as possible some of the most promi-
nent positions. I have also endeavored to cite a broad range of philosophical
papers and books that the reader is encouraged to consult in order to de-
velop a more thorough understanding of the various positions philosophers
have taken.

I begin with a chapter that both discusses the methodology of philosophical
inquiry and offers an overview of major figures from the history of phil-
osophy whose ideas have been influential in philosophy of mind and cogni-
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tive science generally. Then in chapter 2, I discuss a variety of accounts of
language that have been developed by analytic philosophers during the 20th
century. Mind and language are obviously closely related phenomena and
the perspectives developed in analyses of language have influenced philosophi-
cal accounts of mind. Hence, I make repeated references to this material in
subsequent chapters. Philosophical analyses of language have also had con-
siderable influence on work in other disciplines of cognitive science, includ-
ing linguistics and cognitive psychology.

Many philosophers have viewed intentionality as the distinguishing feature
of mental phenomena. Chapters 3 and 4 are devoted to explaining different
accounts philosophers have offered of what intentionality is and how it has
been taken to distinguish mind from other phenomena in nature. Some
philosophers have viewed intentionality as so differentiating minds from other
things in nature as to make it impossible to develop a science of mind. The
claims of such philosophers are discussed in chapter 3. Chapter 4 is devoted
to examining a number of attempts by other philosophers to show how in-
tentionality can arise in the natural world and how the intentionality of mental
events might be explained scientifically. Several of these attempts have been
directly motivated by recent work in cognitive science, and the answers point
to different types of research endeavors for cognitive science to pursue.

Perhaps the most widely discussed issue in philosophy of mind for the
past 3 centuries has been the mind-body problem. This problem is a legacy of
Descartes and numerous answers have been proposed to it. In chapters 5 and
6, I examine a number of these answers and their implications for cognitive
science. Chapter 5 begins with an examination of different forms of dual-
ism, focusing primarily on substance dualism. This position views minds as
totally different kinds of things from bodies and hence seems to reject the
possibility of ever developing accounts of mental activity using the strate-
gies of natural science. In that chapter, I also discuss philosophical be-
haviorism, one of the first systematic attempts to reject dualism. Although
philosophical behaviorism and behaviorism in psychology have different aims,
both are opposed to using inner processing models to explain behavior, and
hence are antithetical to the endeavors of cognitive science.

Chapter 6 examines a number of varieties of materialism, which holds that
mental states are states of the brain. The Type Identity Theory was deve-
loped in response to work in the neurosciences that suggested a correlation
between kinds of mental states and types of neural states. It proposed that
having a certain kind of mental state was just to be in a particular neural state.
Type Identity Theory is thus quite compatible with inner processing models
of cognition, but links these models closely to neuroscience ones. Hence, it
denies any autonomy to the investigations of cognitive science. Eliminative
Materialism is even less sympathetic to an autonomous cognitive science,
holding that mentalistic theories ought to be replaced by theories developed
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from neuroscience. A third form of materialism, the Token Identity Theory,
is the attempted solution to the mind-body problem most congenial to cog-
nitive science. It maintains that each individual mental state is also a brain
state, but denies that the taxonomy of mental states corresponds to the tax-
onomy of neural states. Thus, it allows for cognitive accounts of behavior
to be quite independent of neural accounts.

Cognitivism has raised a special issue that has been the focus of much re-
cent work in philosophy of mind. In developing models of inner processing,
cognitivists attempt to characterize mental events in terms of their causal ef-
ficacy. A philosophical theory called Functionalism tries to characterize this
way of identifying and classifying mental events. This theory is the focus
of the last chapter. I introduce several different versions of Functionalism
that have been developed in philosophy of mind and also discuss a number
of objections that have been raised against Functionalism. I conclude by
describing an alternative form of Functionalism developed in philosophy of
biology and show how it provides a potential more fruitful way to classify
mental events.

For those not previously acquainted with philosophy, some comments
about how to approach philosophical material are in order. Although it used
to be widely proclaimed that philosophical claims do not require empirical
evidence, this view is much less accepted today. A number of theses discussed
in philosophy of mind were developed as analyses of empirical work done
in psychology and other cognitive sciences. It remains the case, however,
that philosophical claims tend to be fairly far removed from empirical evi-
dence. Therefore, there tends to be much great room for argument as to the
virtues of particular claims than is true in disciplines where empirical evi-
dence is readily at hand.

In considering the views discussed in this book, the reader should remem-
ber the controversial and argumentative character of philosophical inquiry.
Rather than simply accepting or rejecting a view, the reader should consider
the possible kinds of arguments that mind be made on behalf of or against
the view. The reader, thereby, enters into the argument itself, and does not
remain a passive observer. Although the accumulated efforts of philosophers
to address these issues provide a resource for anyone taking up these issues,
the issues are not the exclusive prerogative of philosophers and scientists are
encouraged to engage in discussing the issues themselves and to reach their
own conclusions.
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Some Perspectives on

Philosophy of Mind

INTRODUCTION: WHAT IS PHILOSOPHY
OF MIND?

This book is devoted to introducing basic issues in philosophy of mind to
the practitioners of other disciplines of cognitive science: cognitive psychol-
ogy, artificial intelligence, cognitive neuroscience, theoretical linguistics, and
cognitive anthropology. Philosophers were interested in the character of the
mind long before these empirical disciplines arose. They asked such ques-
tions as: What are the distinctive features of minds? How should mental states
be characterized? How are minds related to physical bodies? How are minds
able to learn about the physical world? A variety of answers that philosophers
have offered to these and other questions are examined in the subsequent
chapters of this book. Before turning to the particular views philosophers
have advanced, however, it is useful to put philosophical investigations of
these issues into perspective.

Two questions cognitive scientists not trained in philosophy are likely to
ask about philosophy of mind are (a) What methodology do philosophers
employ to analyze mental phenomena? and (b) How do philosophical endeav-
ors relate to the investigations carried out in other disciplines of cognitive
science? | address these two issues in this first section of the chapter, and then
offer an overview of some of the major historical traditions in philosophy
that provide both the origins of many ideas now influential in cognitive science
and the background to contemporary philosophical thinking.

In methodology, philosophy is distinct from the other disciplines of
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cognitive science in not having its own distinct empirical base.! Philosophers
often distinguish between a priori knowledge, which can be discovered
without empirical investigation, and a posteriori knowledge, which relies on
empirical results. Many philosophers have thought that important truths about
the mind could be established a priori. They hold that these truths can be
established simply by reasoning about how the mind has to be or by analyz-
ing the structure of our language through which we talk about minds. Other
philosophers, although holding that their claims were ultimately a posteriori
ones, have sought to establish truths about the mind by drawing out some
of the logical consequences of results scientists have obtained through em-
pirical inquiry.

Within philosophy, discussions about the nature of mind generally occur
in two subfields: epistemology and metaphysics. Epistemology, which seeks
to define what knowledge is and to determine how it is obtained, is con-
cerned with those processes by which the mind is able to gather knowledge.
Metaphysics has traditionally been characterized as the study of basic prin-
ciples of the universe and of its origins. Ontology, a subfield of metaphysics,
is concerned with identifying and characterizing the kinds of things that ex-
ist in the world.? It is particularly in this subfield that the character of mind
is discussed. Some contemporary work in ontology is closely tied to the results
of scientific investigations and analyzes what kinds of objects these sciences
assume exist. Philosophers have been concerned with such matters as the
criteria by which we determine whether theoretical entities posited in science
(such as quarks or mental states) really exist or whether they are simply useful
fictions for doing science. Quine (1969a) advanced the maxim (which not
all agree with) that what we take to exist are the entities posited in our scien-
tific theories. Quine’s approach ties investigation of metaphysical issues closely
to work of empirical science, but there remains the question of when we
should accept a scientific theory as giving an accurate account of nature. Quine
thought that theories purporting to talk about mental states are not accept-
able scientific theories (see chapter 3).

Most philosophers today would maintain that empirical science is rele-
vant to both epistemological and ontological discussions of the mind, but
still maintain that the philosophical issues are distinct from the empirical issues
addressed in other disciplines of cognitive science. Generally, the distinction
is thought to result from the fact that philosophy is concerned with fundamen-

1Within cognitive science there are now philosophers who do engage in empirical investiga-
tions, most frequently by developing artificial intelligence (Al) simulations. These philosophers
are returning to an older tradition in philosophy, exemplified by Aristotle, Descartes, and Kant,
who carried out both empirical inquiries and developed more purely conceptual analyses. Such
hybrid endeavors had not been popular in this century until the past decade.

2See Bechtel (in press b) for more on the nature of epistemology and metaphysics as well
an a discussion of the other main fields of philosophy —logic, and moral theory.

INTRODUCTION: WHAT IS PHILOSOPHY OF MIND? 3

tal conceptual issues. Such issues concern the adequacy of a particular
theoretical framework to accommodate features of mental states such as their
intentionality (chapters 3 and 4) or their affective or qualitative character
(chapter 7). These are issues for which we cannot simply devise empirical
experiments. Hence, attempts to answer them often involves complex
arguments that take us quite far from empirical results.

The fact that philosophical claims lie so far removed from empirical in-
quiry poses a challenge to anyone turning to philosophical investigations from
training in experimental research. In order to evaluate a philosophical claim
you must follow the often complicated chain of reasoning offered in support
of the claim. This, however, is not meant to deter outsiders from entering
the philosophical arena. Indeed, such participation is most welcome; one of
the benefits philosophers can gain from participating in the interdisciplinary
research cluster of cognitive science is learning of new perspectives on the
mind from other cognitive scientists.

All that is required for the nonphilosopher to get involved with philosophy
of mind is to begin to confront the issues. This means becoming an active
participant in the debates by offering arguments for or against different posi-
tions. It is not enough simply to turn to philosophers as authorities and cite
what a particular philosopher has said as an answer to one of these founda-
tional questions. Given that philosophical views depend on a long chain of
argument, they are frequently controversial. Different philosophers main-
tain a variety of different views about these issues. This becomes evident as
we take up various issues in the following chapters. Rather than simply ac-
cepting an authority, it is necessary to explore the issues and to evaluate the
arguments advanced for competing claims. On this basis, you can hope to
make a rational decision about what position to accept.?

Nonphilosophers, upon recognizing the controversial nature of philosoph-
ical claims, sometimes decide that such fundamental questions cannot be
resolved. They form the view that there are simply a variety of different views
and it does not matter much which one you accept. The fact that philosophers
have been addressing some of these questions for 2,500 years and still disagree
on how to answer them would seem to be provide good support for such
a claim. But what that claim fails to recognize is that there often is a close
interaction between philosophical claims and empirical research efforts such
that those engaged in an empirical investigation frequently assume, conscious-
ly or unconsciously, a particular philosophical stance. Historically, these con-
nections can be demonstrated in the history of physics and biology, but here
it suffices to consider some ways philosophical views have had or are having
broad impact on cognitive science.

The cognitive approach to mental phenomena, which unites current work

Mpor a waeful Introduction to philosophical methodology, see Waoaodhouse, 1984.
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in cognitive science, is not the only possible approach. Two other approaches
are to characterize mental activities in terms of propensities to behave or in
terms of neural processes. The focus on behavior was characteristic of
behaviorism, which dominated much of experimental psychology (and had
consequences for linguistics and anthropology) for much of this century. The
behaviorist approach was supported by a number of philosophical arguments
that I consider in chapters 3 and 5. Although the behaviorist approach is now
largely out of fashion, both in philosophy and psychology, the neural ap-
proach is not. Serious endeavors are now developing to explain mental life
in terms of neural processing. This approach too is supported by philosophical
perspectives, including the mind-brain Identity Theory and Eliminative
Materialism, which are discussed in chapter 6.

The cognitive approach is characterized by the attempt to identify mental
states functionally, that is, in terms of their causal interactions with other
mental states. Recognizing the possibility of identifying these states through
their causal interactions is part of what enabled cognitivists to overcome the
strictures of behaviorism. Moreover, it is the prospect of characterizing these
states independently of their material realization in the brain which, for
cognitivists, licenses the autonomy of psychology from neuroscience. Over
the past 2 decades philosophers have tried to develop a functionalist account
of mental states to ground the cognitivist program. As I discuss in chapters
4 and 7, however, there have been a number of criticisms of the coherence
of this approach that in turn may have implications for the cognitivist
program.

Language has figured centrally in the study of cognitive processes. A great
deal of philosophical theorizing has focused on language and on the ability
of language to carry meaning. Some of these views have been adopted directly
in various programs in psychology and linguistics, including the distinction
between the sense of an expression and its referent (see chapter 2). Formal logical
analyses of language, such as predicate calculus,* have been employed in
endeavors in artificial intelligence to model human reasoning. Other aspects
of the philosophical analysis of language, such as challenges to the claim that
words have objective meanings, have figured in some of the criticisms of
artificial intelligence and in the development of recent views of concepts and
categorization in psychology and linguistics.

As 1 discuss different philosophical views in this text I point out ways
in which they are relevant to work in other disciplines of cognitive science.
As the brief sketch just given indicates, however, many of the views advanced
within philosophy have had and are having ramifications for cognitive science.

4See Bechtel (in press b) for a basic introduction to modern logic and its relevance to
cognitive science.
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One consequence of linking philosophical ideas with the empirical inquiries
in other parts of cognitive science is that empirical evidence becomes rele-
vant to addressing the adequacy of particular philosophical views. This may
suggest, mistakenly, that the only way now to evaluate these philosophical
views is to await the judgments of the empirical investigations based upon
them. Although those judgments will certainly be relevant, philosophers bring
some additional resources that can help in our contemporary evaluations of
these endeavors. One is training in developing and evaluating complex and
often abstract arguments. A second is knowledge of the long history of at-
tempts to grapple with these issues. It is within this history that we can often
locate the sources of modern ideas. But more importantly, we can discover
a rich source of arguments that suggest why particular positions are plausi-
ble and why others are not viable.

Many of the ideas that underlie research endeavors in contemporary
cognitive science are direct descendants of ideas that were first developed
by philosophers of earlier eras such as Plato, Descartes, Hume, and Kant.
Moreover, contemporary philosophical theorizing about minds is also the
heir to this tradition. Therefore, the remainder of this chapter offers a brief
overview of relevant figures in the history of philosophy, focusing on how
they understood mind and the ideas they contributed to current discussions.

RELEVANT ASPECTS OF MAJOR HISTORICAL
APPROACHES TO PHILOSOPHY

In a short discussion it is not possible to do full justice to any of the major
historical figures in philosophy that have influenced contemporary thinking
about mind. To present a manageable account of this material I focus on a
number of traditions within the history of philosophy, each of which of-
fered a general perspective on important issues relevant to our understand-
ing of mind. I briefly indicate some of the major members of these traditions
and the central tenets advanced by the members of the school. The reader
should be advised, however, that there is intense debate surrounding the in-
terpretation of most ot these philosophers and one would need to enter into
a careful examination of these debates to reach a definitive interpretation of
any of them.

The Classical Philosophers: Socrates, Plato, and Aristotle

Three Greek philosophers working in the fifth and fourth centuries B.C. set
the agenda for much of subsequent thinking about science as well as
philosophy in the Western world, including our attempts to understand mind.
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Socrates set the questions. Plato was his student, and in turn was the teacher
of Aristotle, but Plato and Aristotle offered quite different sorts of answers
to Socrates’ questions.

Socrates {c. 470-399 B.C.} is often taken to be the first major philosophical
thinker. He is rather unusual in that he did not defend any philosophical theses.
He also left no writings, so what we know of Socrates largely stems from
Plato’s presentation of him as the central figure in a number of dialogues.
Rather than defending theses, Socrates developed a mode of inquiry, com-
monly referred to as the Socratic Method. This method involves dialogue that
begins with a request for a definition, such as: what is knowledge? or what
is beauty? Once a definition is proposed (e.g., knowledge is true belief), the
questioner pursues additional questions to evaluate the adequacy of the
answer. Often such questioning generates counterexamples that show that
the initial definition is inadequate. (For example, a true belief acquired quite
by chance would not seem to be a case of knowledge.) Once the definition
is found to be deficient, the questioner asks for a new definition that over-
comes the objections to the previous attempt, and the process is repeated.
For Socrates, the goal of this activity was to discover universally true defini-
tions for our concepts. In seeking such definitions, Socrates opposed the
Sophists, many of whom maintained that precise definitions were impossi-
ble because words meant different things in different contexts.

Socrates focused on trying to define ethical terms like virtue and justice,
but the method can clearly be applied to any concept. Socrates would main-
tain that we cannot acquire knowledge in any field until we develop ade-
quate definitions of the concepts used in that field. The issue of whether there
are definitions for our concepts that meet Socrates’ requirements of adequacy
is clearly a critical one for cognitive science. Early cognitive scientists, especial-
ly in artificial intelligence, tended to assume that there were such definitions
and that these could be encoded in programs. Moreover, many studies of
meaning or semantics by philosophers and linguists have assumed that our
concepts can be defined. But recent developments in psychology (Rosch, 1975)
and linguistics (Lakoff, 1987), as well as in philosophy (Wittgenstein, 1953),
have challenged the view that most of our concepts are grounded in the kind
of definitions Socrates sought.

Socrates never seemed to find adequate definitions,” but the quest was
taken up by Plato (c. 428-347 B.C.), who thought he could provide a
framework for answering Socrates’ questions. One of Socrates’ frequent ob-
jections was that, in trying to provide definitions, interlocutors would cite
examples. He found examples inadequate as definitions because they did not

5For Socrates this was not necessarily a failure. Although no positive results were achieved,
he seemed to view the discovery that we lacked knowledge and were really ignorant as the first
fundamental step toward wisdom.
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tell us the range of things to which the concept would apply. For instance,
an example of a just action would not tell us what other actions were just,
Plato saw Socrates’ demand for general definitions as unanswerable as long
as we confined ourselves to the physical world. He therefore proposed the
existence of an abstract world of Ideas or Forms. These entities would pro-
vide the perfect exemplars for our concepts, and we could judge instances
in this world as being more or less good imitations of these Ideas. Thus, for
Plato, to answer Socrates’ request for a definition, it was necessary to iden-
tify the Idea, not a worldly instance. The human predicament, however, is
that all we experience are the imperfect examples of the concepts found in
the physical world around us. We never see a truly straight line, but only
an imperfect approximation to a straight line drawn on paper. In order to
clarify our thinking, Plato maintained, we need to redirect our thinking to
the Ideas themselves and not remain focused on the objects of the physical
world.

To explain how our knowledge is based on the Ideas, Plato develops an
elaborate account of how we once perceived the Ideas directly, but through
birth had forgotten this experience. It is necessary to rekindle these memories
so that we can ground our thinking on the Ideas themselves. The physical
objects of experience, because they are imitations of the Ideas, can facilitate
this rekindling if we conduct the right kind of Socratic inquiry about these
objects and do not become preoccupied with the distortions induced by these
imitations. In the dialogue Meno, Plato tries to show how knowledge of
mathematical principles is innate in an untutored slave boy, but must be
elicited through an inquiry in which the boy tests the adequacy of various
hypotheses he himself puts forward until he is able to once again recognize
the true principles embodied in the Ideas. (For Plato’s dialogues, see Hamilton
& Cairns, 1961

Plato’s theory of Ideas and his proposal that knowledge of these Ideas is
innate has had a continuing legacy in both philosophy and other disciplines
in cognitive science in the context of theorizing about innate knowledge. The
proposal that certain knowledge is innate is generally put forward when it
seems impossible to explain how we could acquire that knowledge through
experience. Chomsky (1959) argued that knowledge of syntactic rules must
be innate since an infant does not have enough experience to learn them by
induction. Similarly, Fodor (1975) has argued that concepts must be innate
because there is no conceivable way we could learn them. (See further Fodor,
1981; Stich, 1979; and papers in Piattelli-Palmarini, 1980.)

One of Plato’s most controversial claims is that our knowledge is really
about abstract Ideas, not things in this world. This claim has had its most
enduring impact in highly theoretical sciences, particularly in mathematics.
In geometry it is not uncommon to think of pure figures like triangles ex-
isting scparate from any drawings of them. Similarly, the distinction between
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numbers and numerals seems to capture this distinction between the pure
objects and our representations of them. But many have found Plato’s con-
clusion that our knowledge is not of things in this world untenable. Plato
himself presented some of these difficulties in his later dialogues, but it was
his student, Aristotle (384-322 B.C.), who emphasized them and offered an
alternative philosophical scheme that redirected attention to objects of this
world. Aristotle preserved something of Plato’s notion of Ideas with his con-
cept of Forms, but he argued that Forms are in the objects we experience,
not in some abstract space. Aristotle construed objects of the world as con-
sisting of a Form imposed on matter (e.g., a cup consists of the imposition
of the form CUP on the clay out of which it is made). He maintained that
the Form determined the kind of object something was and fixed many of
its basic properties.

To acquire knowledge of an object for Aristotle required recognition of
the Form in it. Like modern cognitive scientists, Aristotle was concerned with
how we can represent in our minds the objects in the world. He developed
a theory of perception whereby the Form that defined the object would be
transferred to the mind of the perceiver. Thus, to perceive a table required
actually taking the form of the object (but not its matter) into the mind of
the perceiver. Thus, Aristotle held an early version of the representational
theory (see chapter 4).

Aristotle’s account of Forms was critical to the scientific theories that he
developed and that endured until the 17th century. He allowed that the Form
that defined an object could be changed as, for example, when a carpenter
would take a tree and make it into a table. On the other hand, Forms pro-
vided organization and direction to natural objects so that these objects behave
in accord with their form, At least in the case of living organisms, the Form
of the object specified the goal state towards which it was developing (see
chapter 5). In this respect, Aristotle’s view of nature is quite different from
the modern. For Aristotle (as well as for Plato®), nature is teleological or goal
directed. Whereas we generally view objects as passive, he viewed objects
as seeking certain objectives determined by their Form. When Aristotle at-
tempted to analyze change in nature, he focused not just on what we would
call the “cause” of that change, but on four factors: the matter that under-

“went change, the event that induced the change, the form that was realized
as a result of the change, and the goal toward which the change was
directed.” The applications of this view are found in Aristotle’s account of
how different kinds of objects seek their own place in nature (e.g., fire strives

®The difference for Plato was only that the objectives were defined by the abstract Ideas.
not embodied Forms.

"These factors are cotnmonly referred to as Aristotle’s four causes. The term cause in this con-
text is rather misleading, and hence T have spoken of factors that need to be considered in ex-
plaining the change.
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to rise, whereas earth tries to go to the center of the universe) and in his view
of living things as secking to fulfill their form. (For writings of Aristotle,
see McKeon, 1941.)

Modern science, which has been developed since the 17th century, has
repudiated the idea of a teleologically oriented universe in favor of a
mechanistic model. Although it has proven quite easy to eliminate the no-
tion of teleology from our accounts of purely physical phenomena, it has
been much harder to do without it in accounting for biological and cognitive
phenomena, for these do seem to be goal-directed phenomena. Thus, one
of the philosophical problems we face in giving an adequate conceptual
analysis of modern biology and cognitive science is to provide a framework
that can accommodate the teleological character of living things and cognitive
systems without going beyond the type of mechanistic framework original-
ly developed within the physical sciences (see chapter 7).

The views of Socrates, Plato, and Aristotle, although no longer accepted
in their original form, continue to influence thinking in cognitive science in
a variety of ways. Moreover, they have had a lasting impact on science and
an even longer impact on our folk science (McCloskey, 1983). Aristotle’s
account of objects in particular provided a comprehensive structure in which
to describe and categorize natural phenomena that served as a basis for science
until the 17th century. What it did not provide, though, was an adequate
structure for understanding dynamic processes of nature. The scientific revolu-
tion largely involved the development of a dynamic view of nature in which
the focus was not on identifying the essence of objects but on modeling change
in terms of the movements induced in physical matter. This involved the
development of a mechanical conception of the universe. Two new philo-
sophical perspectives—Rationalism and Empiricism—developed as attempts to
provide a conceptual framework for understanding the new mechanistic
science of Copernicus, Galileo, and Newton. Although the mind was not
taken as a central object of scientific study in this new science, the Rationalist
and Empiricist accounts of how we could know the claims of this science
have had lasting impact on theorizing about mind.

Rationalism

Rationalism emerged as the dominant philosophical tradition on the Euro-
pean continent during the 17th and 18th centuries. Its three foremost represen-
tatives were Descartes (1596-1650), Leibniz (1646-1716), and Spinoza
(1632-1677). To understand the Rationalists we must bear in mind that they
were deeply involved both in the actual development of modern science and
in providing a coherent philosophical account of it. Today their philosophical
views often are taken up independently of their contributions to the develop-
ment of science, but this misrepresents their approach to philosophy.
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What is distinctive of Rationalism is a strong reliance on reason as the tool
for discovering the processes operating in nature. The senses had a role to
play for the Rationalists, but it was secondary to that of reason. Part of the
attraction of reason for the Rationalists was a conviction that nature had to
be designed in a logically sensible manner. If this was true, then careful logical
inquiry could lead us to fundamental truths. The character of such logical
inquiry is exemplified in Descartes’ Meditations on First Philosophy (1641/1970).

He begins the Meditations with a program of radical doubt through which
he questioned every belief of which he was not certain. To extend his doubt
maximally, Descartes contemplated the possibility that he was under the con-
trol of an evil genius whose endeavor was to deceive him maximally.
Descartes claims that the motivation for raising these doubts was to clear
his mind of all dubious propositions that had not been fully demonstrated.
He attributed much of our mistaken thinking about nature to careless accep-
tance of ideas that had not been carefully examined.

Once the ground had been cleared of mistaken ideas, Descartes’ goal was
to build a new edifice of scientific truths that would be carefully reasoned
from indubitable foundations. The first indubitable truth he thought he
discovered was his own existence, which he took to be a necessary conse-
quence of the fact that he was thinking when he raised these doubts. Even
the evil genius could not arrange a situation where Descartes both thought
something and did not exist. (This is the context of Descartes’ famous ex-
pression *‘Cogito ergo sum” or *I think, therefore I am.”)

In establishing that his existence could not be doubted, Descartes thought
he had discovered a method for establishing claims about which he could
be certain. He claimed that the idea of his own existence was ‘“‘clear and
distinct.” For him, an idea was clear when we grasped its essence; it was
distinct when we perceived it differentiated from other ideas. Descartes formed
the hypothesis that all clear and distinct ideas are true and set out to justify
it. To do so, he tried to show that the idea of an evil genius was incoherent
and that instead there was a nonmalevolent God who provided him with
his ideas. Once he had accomplished this, he reasoned that because God was
nonmalevolent, he could trust his ideas as long as he adhered to principles
of proper reasoning in synthesizing knowledge from his clear and distinct
ideas. Thus, the method of reasoning through clear and distinct ideas was
vindicated.

Descartes’ argument for the existence of God has been much criticized
in the philosophical literature, but that need not distract us from considering
his overall program, which was to develop the conceptual foundations for
the new physics. What Descartes thought his clear and distinct ideas showed
was that nature was a corpuscularean system (see Descartes, 1644/1970). All
physical objects were composed of tiny corpuscles, and the basic properties
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of these corpuscles—their size, shape, and motion—determined the behavior
of physical objects. The motion of a corpuscle resulted from the forces imp-
inging on it from collisions with other corpuscles. Further, Descartes reasoned
that there could not be space that was unoccupied by corpuscles and that
all interactions between corpuscles resulted from direct physical contact. In
terms of these basic principles, Descartes tried to develop theories that could
explain the observed behavior of physical objects. He thought that nearly
all natural phenomena, animate and inanimate, could be so explained in terms
of physical interactions of corpuscles. Descartes made an exception only in
the case of the human mind (see chapter 5). This was the source of Cartesian
“dualism” (the view that the mind is separate from the body), but from his
vantage point of trying to provide a foundation to a physics that could ex-
plain nature, this was a relatively minor exception.

I have focused on Descartes because his program is prototypical of the
Rationalists’ endeavors. From the vantage point of cognitive science, what
is most important about the Rationalist program is not the attempt to pro-
vide certainty to our knowledge, but the emphasis on the importance of
reasoning in arriving at our knowledge. The Rationalists, like Plato before
them, took their model of knowledge from mathematicians, who tried to
derive theorems from principles they took to be indubitable. Although the
assumption that mathematical postulates are indubitable has been challenged
in the past two centuries, the conception of mathematics as relying on logical
reasoning from postulates has remained. Many cognitive scientists have shared
the view that cognition is primarily a process of reasoning. This is particularly
true of those in artificial intelligence (AI) who have devised programs in which
basic principles of knowledge are encoded and conclusions are drawn through
various devices of logical reasoning. Although the materialistic aspect of the
claim that a computer can simulate reasoning was foreign to Descartes, the
ability of the computer to carry out logical inferences would recommend the
computer to a Rationalist as a tool for modelling thought. Similarly, it is not
surprising that a linguist like Chomsky (1966), who thinks of language struc-
tures as being produced through the application of rules, would characterize
his program as “Cartesian linguistics.”

Empiricism

While Rationalism was developing on the European continent, a radically
different view, known as Empiricism, was developing in Britain during the
17th and 18th centuries. Although still important, reason plays a far less central
role for the Empiricists. Sensory perception, instead, provides the founda-
tion. A precutsor to the Empiricist movement, Francis Bacon (1561-1626),

attributed the errors of Aristotelian science to an overreliance on reason, and
argued that only a thoroughgoing allegiance to sensory evidence could ground
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the building of a new science. Bacon’s proposal was to build knowledge of
general truths by following principles of induction on the evidence provid-
ed by the senses (Bacon, 1620).

In many respects, Locke (1632-1704) set the pattern of analysis for the
Empiricists. He traced all knowledge back to sensory experience and tried
to show how experience gives rise to simple or elementary ideas. He also
set out to analyze how the mind would associate ideas of particular objects
to form complex ideas as well as general and abstract ideas needed for science.
The principle that the mind operates chiefly by associating simple ideas from
experience provided the basis for a long-enduring tradition that cognitive
scientists recognize as Associationism (Locke, 1690/1959).

Of the major Empiricists, Locke was the greatest devotee of Newtonian
science. His objective was to show how Newtonian science could be grounded
on an empiricist epistemology that began with experience and developed all
other knowledge through principles of association. In particular, he thought
he could justify the basic Newtonian view of a mechanistic universe that
operated in a manner much like a clock.® In contrast, both Berkeley and
Hume in various ways challenged some of the features of Newtonian science
and tried to place it in what they took to be a better light.

Berkeley (1685-1753) was appalled by the possibility that the Newto-
nian mechanistic world view would leave no place for God.? His remedy
to the mechanization of the world was radical—he denied the existence of
the physical world as an object existing outside of thought. He argued that
the claim that our ideas are about physical objects external to our ideas was
incoherent, maintaining that our thoughts could never inform us about
anything but our ideas. Thus, we could never know about a separately ex-
isting physical world, if such existed. Moreover, the truth of science, Berkeley
argued, did not depend on the existence of an external physical world. Ideas
and minds that thought them were the only kinds of objects needed. He ap-
pealed to God to explain the regularities and coherence among the ideas we
acquire from sensory experience. Even when we did not have ideas of things,
God could have them and the objects would therefore exist in the mind of
God. Thus, although denying the existence of an external, physical world,
he did not deny the existence of objects and the legitimacy of scientific in-
vestigations. He simply contended that these objects were presented in ideas

8This Newtonian conception differed from the Cartesian conception in some important
respects. For example, Newton and Locke accepted the idea of empty space and of action at
2 distance. The latter concept was needed to account for Newton’s gravitational laws. Descartes,
on the other hand, tried to explain gravitation through the direct contact and interaction of a
series of corpuscles so that action at a distance could be avoided.

9The Newtonians themselves were inclined toward deism, a theology according to which
God was a creator of the world but subsequently left the world alone to operate according to
its vwn principles. Many Christians, including Berkeley, thought this view removed God too
fur from the ordinary world,

HISTORICAL APPROACHES TO PHILOSOPHY 13

and that what science was about was the order of ideas as they were presented
to us by God (Berkeley, 1710/1965).

Hume (1711-1776) departed from the Newtonian scheme in a different
direction. Like Descartes, Hume began his inquiry in a skeptical vein. He
challenged our claims to know a variety of things that many people claimed
to know. One of his chief targets was causality. Hume argued that experience
could never reveal to us the relationship that holds together cause and effect.
Experience can show us that one type of event is regularly followed by
another, but not any intrinsic connection between them, In making this claim,
Hume was undercutting a fundamental principle of the new Newtonian
science, but he argued that the consequences were not as drastic as they might
seem. Unable to find any experiential grounds for our belief in causality,
Hume traced it to a natural disposition of human beings to form associations
between events that are regularly conjoined in experience. Our beliefs about
causal relations are not something about the world that can be inferred by
reasoning about our sensory experience, but are simply reflections of our
basic character and the way we experience nature (Hume, 1748/1962,
1759/1888; for a discussion of Hume’s contributions to cognitive science,
see Biro, 1985a).

Although they reached this conclusion in different ways, both Hume and
Berkeley held that pursuing the basic empiricist principle of tracing
knowledge claims back to sensory experiences and inferences we draw from
them resulted in greater restrictions on what could be known than Locke
thought. In this they saw themselves as more thoroughgoing Empiricists than
Locke. Imposing limits on what humans can know has been part of the en-
during legacy of empiricism. We see this in both Associationism and
Behaviorism, which, as heirs of the Empiricists, have argued for limits on
what we can know based on theories about how we acquire knowledge from
experience.

The Kantian View

Of all the historical figures in philosophy, Kant (1724-1804) offered views
that are most closely aligned with those advanced in contemporary cognitive
science, although Kant would certainly not have endorsed cognitive science.
Kant can be seen in part as synthesizing the Empiricist and Rationalist tradi-
tions. He began by trying to answer Hume. He saw Hume’s skepticism as
leading to disastrous results, particularly as it undercut the potential for
knowledge of the causal relationships in nature, posited in Newtonian science.
He took our ability to know Newtonian science as a given, and set out to
show how such knowledge was possible. He agreed with Hume and other
Empiricists that our knowledge of physical processes depends on experience
and is not discovered simply by reasoning about our innate ideas. However,
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he also saw Hume’s skepticism as the inevitable consequence of allegiance
to the empiricist principle that tried to extract all knowledge from experience.
The only option, he saw, was to launch his “Copernican Revolution” in
philosophy through which he reversed the relation of humans to the natural
world. Whereas all previous philosophy assumed that the objects of knowl-
edge exist independently of us and then asked how we could know them,
Kant contended that our cognitive activities were partly constitutive of the
objects that we experience. He further maintains that it is our own participa-
tion in the construction of the objects of perception that makes it possible
for us to know them.

In explaining how our cognitive activity is constitutive of the phenomena
that we experienced, Kant partly endorsed the Rationalist approach. He claim-
ed that our ability to perceive and think about nature depended on concepts
or categories of the understanding that we bring to experience, categories
that we possess innately. But the categories Kant had in mind were not the
categories through which we classify objects. Rather, his categories specify
the general character of objects and the relations in which they stand. Thus,
he includes cause and effect as a category. Moreover, these categories are not
represented in the mind as concepts that can be analyzed in order to derive
knowledge of nature, as Rationalism maintained. Rather, these categories had
to be applied to the sensory input that we received in order to constitute a
world of experience. To make this possible, Kant claimed that the categories
had to be schematized—that is, they had to be given interpretations in terms
of the spatial-temporal character necessarily exhibited by all sensory stimuli.
The schema for cause is, for example, the constant succession of one state
by another. For us to experience an object, the intellect must apply the
schematized categories to our sensory input. Thus, the objects that we ex-
perience are the product of applying the schematized categories to raw sen-
sory input. Our knowledge is limited to these constructed objects.

Kant held that raw sensory experience that is not brought under the
categories and the objects that give rise to these sensory experiences (which
Kant termed things in themselves) are unknowable by us. Hence it makes no
sense to inquire as to what things in themselves are really like. On the other
hand, the objects of phenomenal experience, those constructed by applying
the categories to sensory stimuli, are within our domain of knowledge.
Because these objects have been constructed in accord with our categories,
we can be sure that they adhere to the principles set out in those categories.
For example, because we construct the world so that every event has a cause,
we know with certainty that every event has a cause. Because principles like
causation are used in constructing the world, Kant claimed that we could
know with certainty that the principles of Newtonian physics are true.

Kant called the principles that are the necessary result of applying the
categories to experience synthetic a priori. Explaining what he meant by this
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will help place Kant's position in perspective and show how it is linked to
modern cognitive science. Previously, I distinguished a priori knowledge,
which is knowable without experience, from a posteriori knowledge, which
depends on experience. We now need to introduce a second distinction be-
tween analytic and synthetic statements. Analytic statements are statements
that are true in virtue of the meaning of the words. For example, the state~
ment “‘a bachelor is unmarried” is true in virtue of the meaning of the word
“bachelor.” Synthetic statements are ones that put concepts together in ways
that may be false. For example, the statement ““the car is red” is not true in
virtue of meaning and may be false. Only synthetic statements make substan-
tive claims about the world.

It is traditional to think of analytic statements as known a priori because
they depend on the meanings of words, and of synthetic statements as known
a posteriori because they make substantive claims about the world and so
require experience to be known. Kant rejected this view and treated some
synthetic statements as knowable a priori. He is thus maintaining that prior
to actual experience we can know how things must be in nature. This is
because of the role the categories play in the way we experience objects. In
the vocabulary of modern cognitive science, Kant is introducing top~-down
processing into our cognitive processes, including perception, and claiming
that this processing constrains the knowledge process. However, Kant would
likely disown this interpretation of his view because the processing views
of modern cognitive science are taken to be parts of empirical science, whereas
he thought that the role of the categories in cognition could not be studied
empirically, but only ascertained by inquiring into the necessary conditions
for experience. (But see Biro, 1985b.) Kant spoke of such inquiry as
transcendental (Kant, 1787/1961).

Kant’s proposal constituted a kind of watershed in philosophical thinking
because it opened the possibility that the world we know is the world we
construct and not some independent world with which we must struggle
to have contact. One of Kant’s views that was most controversial was his
claim that the concepts and categories he identified were those that had to
be used to have any experience at all. Thus, he thought that not only Newto-
nian science but also Euclidian geometry were necessarily true, not just em-
pirically true. The introduction of non-Euclidean geometries and subsequently
of non-Newtonian physics undercut the supposition that Kant’s categories
Were necessary.

Amongst the various modifications of Kant’s approach that have been con-
sidered, one of the more influential was the development of Pragmatism, par-
ticularly through the work of the American philosopher Charles Sanders
Peirce (1839-1914). Peirce surrendered the claim that there is a set of cate-
gories that we must employ to conceptualize nature, but with Kant he main-
tained that we in fact supply the organizing concepts that we use to concep-
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tualize nature. Instead of arguing that these concepts have legitimacy because
they are ones that we must use, Peirce proposed that they gain legitimacy
as they prove fruitful in our attempt to develop adequate theories of nature.
Peirce focuses on inquiry as an ongoing, corrective processes. Inquirers, for
Peirce, adopt concepts and theories and try to organize their experience in
terms of them. These concepts and theories give rise to expectations, expec-
tations that may fail. When they fail, inquirers must modify their concepts
and theories in order to generate expectations that better accord with what
happens. This is an ongoing enterprise, but one that Peirce claims will
ultimately yield a set of concepts and theories that will not require subse-
quent modification. Although we will not know when we have reached the
point where no future experience will contravene our expectations, when

we do so we will have knowledge of the way the world is.1® (See Peirce,
1877/1934, 1878/1934.)

Two Contemporary Traditions: Continental and Analytic

Just as for many other periods of history, the philosophical community in
the Western world is currently split between two different approaches. The
Analytic tradition has been the major tradition in the English speaking world
during this century, and has periodically also attracted adherents in Germany,
Holland, and Scandinavia. In contrast, the Continental tradition has been most
influential in Europe, although it has increasingly attracted interest in the
English speaking world.

Most of the work in philosophy of mind that has been discussed by
cognitive scientists has originated within the analytic tradition. The philo-
sophical views described in subsequent chapters, therefore, provide an in-
troduction to the character of analytic philosophy. Here I simply note two
of the factors that shaped the development of this tradition. One is a reliance
on the use of symbolic logic as a tool for analysis. (See Bechtel, in press b,
for a brief introduction to symbolic logic and how it figures in modern
philosophy of science). A second is a concern with language. This concern
has taken two forms. On the one hand, analytic philosophers often have
thought that philosophical problems could be solved by clarifying our use
of language. As a result, analytic philosophers often have engaged in the prac-
tice of conceptual analysis, trying to clarify the meaning of particular con-
cepts, such as belief, freedom, or truth. On the other hand, analytic philos-
ophers have been interested in language itself and accounting for how it func-
tions. In particular, analytic philosophers have been interested in how words

¥Thus Peirce also rejected Kant’s claim of a domain of things-in-themselves beyond our
realm of knowledge. We will know all that there is to know when inquiry reaches this point
of no further revision,
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have meaning so that sentences can say things. Various accounts of language
advanced by analytic philosophers are described in the next chapter.

The Continental tradition has been less committed to the logical analysis
of language and much more concerned with accurately describing basic
features of human existence. Within the Continental tradition there have been
two central schools which have focused on different aspects of human ex-
perience. The Phenomenogical school emerged in the late 19th century in the
work of philosophers like Husserl and has continued through philosophers
like Merleau-Ponty. It has sought to analyze the content of human experience
and the processes by which our phenomenal experiences are shaped. The Ex-
istential school, represented by philosophers like Heidegger and Sartre, has
focused more on the context of experience and the demands to act in such
contexts. Thus, Sartre spoke of humans finding themselves thrown into ex~
istence and needing to create for themselves principles by which to make
decisions.

More recently, a new movement has arisen in the Continental tradition.
The hermeneutical school, associated with Derrida, emphasizes the process of
interpretation, both of texts and of culture generally. The basic idea is that
one must “deconstruct” the text or the culture so as to discover the fun-
damental assumptions that are being made in it. These assumptions are not
to be justified or refuted, but simply exposed.

CONCLUSION: READY TO CONFRONT
THE ISSUES

This chapter has been preparatory to the main endeavor of this book, that
is, providing an introduction to contemporary philosophy of mind. I have
briefly characterized the endeavors of philosophy of mind with regard both
to the philosophical method of addressing issues about the mind and to the
relevance of philosophical views to cognitive science itself. I also provided
brief accounts of major figures in the history of philosophy who are relevant
to current philosophical theorizing and research in cognitive science. In the
following chapter, I discuss research in philosophy of language that has con-
tributed to philosophy of mind and has been influential in various of the
cognitive sciences, including linguistics and artificial intelligence.




Philosophical Analyses
of Language

INTRODUCTION

Analysis of language has been a major endeavor of analytic philosophgrs.
Philosophers, however, have not been the only investigators who hfwe tried
to analyze language and so, to set the framework for discussing philosophy
of language, it is useful to indicate how philosophical analyses of language
differ from those advanced in other cognitive science disciplines. Psychologists
have been principally interested in the processes internal to the mind that
make language use possible. In contrast, philosophers have viewed language
as an object to be analyzed in its own right, without raising questions abm‘lt
internal psychological processes. In this respect, philosophy of language is
closer to linguistics. But philosophical analyses also differ from those of
linguists. Linguists have been principally interested in developing abstract
characterizations of either the syntax or semantics of a language, and often
have produced generative accounts that try to predict the infinite set of
sentences that can arise in a language from a finite number of principles.
Philosophers, on the other hand, have attempted to provide general accounts
of what constitutes the meaning of linguistic expressions without trying to
develop detailed theories to account for the types of utterances thaF appear
in actual languages. Although the aims of philosophers, psychologl‘sts, .and
linguists are distinct, the endeavors are clearly related so that contributions
in one discipline have been employed in the others.

Philosophers have actually developed quite a variety of different Qnd com-
peting analyses of linguistic meaning over the past century. My discussion
follows the historical order in which thesc ideas were advanced. In many
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cases subsequent analyses were proposed to overcome problems or perceived
problems with earlier analyses. This does not mean that the later analyses
are superior and that the earlier positions are of merely historical interest.
Many philosophers still endorse the earlier positions and have tried to over-
come objections to them. Hence, each account of linguistic meaning should
be evaluated for its adequacy and not discounted because other views have
subsequently become fashionable.

REFERENTIAL ANALYSIS OF MEANING:
MEINONG, FREGE, RUSSELL,
AND EARLY WITTGENSTEIN

The concern with the meaning of words and sentences in language emerged
at the very beginning of analytic philosophy in the work of Meinong, Frege,
Russell, and Wittgenstein. These philosophers made reference—the phenome-
non of words referring to or denoting things in the world—central to their
analyses of meaning. The meaning of a word like “hammer,” they main-
tained, consisted in the object, a hammer, to which that worked referred.

The philosophers who advocated the referential approach were the very
ones who were responsible for the development of modern symbolic logic.
‘Their referential analysis is a natural consequence of that logic which takes
as paradigmatic what is called extensional discourse. In extensional discourse the
symbols of the language stand for objects or properties of objects and the
claims made in sentences of the language are taken to characterize (truly or
falscly) these objects and their properties. Extensional languages adhere to
what is known as Leibniz’s Law, according to which we can substitute one
term for another that refers to the same object without changing the truth
valuc of the sentence. For example, in the sentence “The green Buick hit the
red Ford” we can substitute “Lesley’s old car” for “the green Buick” if they
both refer to the same car, and if the first sentence is true, then the second
sentence will also be true. In such extensional discourse the reference rela-
tion between the linguistic names of objects and the objects themselves is
absolutely fundamental. But this relationship turns out to be problematic in
at least some cases. The problems were expressed in a number of logical
puzzles and the theories of language that the early analytic philosophers ad-
vanced were designed to resolve these puzzles.!

One puzzle was generated by Alexius Meinong (a philosopher only

PI'he eole of such puzzles in the development of modern philosophy of language is clearly
brought out by Russell (1905): ** A logical theory may be tested by its capacity for dealing with
puzzles, and it is 2 wholesome plan, in thinking about logic, to stock the mind with as many
przzlen as possible, sinee these serve much the same purpose as is served by experiments in physical
science” (p. 47)
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tangently related to the analytic movement). His puzzle concerns judgments
about non-existent objects such as the judgment “the round square does not
exist” or the statement “the golden mountain does not exist” {Meinong,
1904/1960). The expressions “round square” and “golden mountain” are the
subjects of these sentences and so we seem to be referring to a round square
and a golden mountain. This seems paradoxical because we are referring to
the object and so affirming its existence in the very act of denying its ex-
istence. To resolve such puzzles Meinong argued that we must invoke a
broader conception of objects wherein we countenance objects without them
existing. Meinong proposed that there are pure objects, beyond being and
nonbeing, which could be the referents of our linguistic terms even when
there are no corresponding actual objects. In effect, what Meinong is doing
is distinguishing the reference relation that holds between a linguistic term
and its referent from ordinary relations between objects. For someone to in-
stantiate the ordinary relation of buying bread there must actually be bread
that the person buys. But this is not true of referring—for someone to refer
to bread does not require that there actually be bread which is referred to.
Meinong’s solution, which allowed that there were objects different from
actually existing objects to which we can refer, struck subsequent philoso-
phers, such as Russell and Ryle, as worse than the problem itself. They see
Meinong as unnecessarily positing new kinds of objects and so have preferred
other solutions to this puzzle.

In 1892 Gottlob Frege, one of the main contributors to the development
of modern logic, raised a different kind of puzzle for the analysis of language.

" This one focused on the identity predicate, represented in English by the verb
“is” in statements of the form “X is Y.” Sentences of this form seem to por-
tray a relation between two objects, but Frege shows that the two most natural
accounts of the identity relation fail to capture the significance of such
statermnents as ““Venus is the Morning Star.” One account views identity as
a relation holding between an object and itself. If that were the case, then
we could equally substitute one name for the other, thereby rendering the
statement as ““Venus is Venus.” This, however, lacks the informativeness of
the original sentence. The other account views identity as a relation between
names—they stand in the relation of naming the same thing. But on this ac-
count “Venus is the Morning Star” states nothing more than our acceptance
of a linguistic convention to use the two names co-referentially. As such,
it does not make an empirical claim.

To explicate such statements, Frege introduces the distinction between the
sense and referent of a term. The referent is the object named or otherwise re-
ferred to by the term, whereas the sense involves the “mode of presenta-
tion” whereby the referent is presented to us. Using this distinction, Frege
resolves the puzzle about the statement “Venus is the Morning Star.” The
statement tells us that two terms with different senses actually have the same
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Feferents. Thus, it is informative in the way “Venus is Venus” is not. But
it does not simply state a linguistic convention. Rather, it describes an actual
astronomical discovery. It reports that two terms, whose senses were already
fixed so that they might refer to different objects, have been found to refer
to the same object,
. Frege’s distinction between sense and reference has been very influential
in subsequent analyses of language, so it is useful to develop some other
aspects of his discussion. Frege proposed that in certain contexts a term may
change from having its customary sense and reference to having an indirect
sense and reference. The indirect reference of a term is its customary sense.
This allows Frege to solve another logical puzzle that arises with sentences
that contain verbs such as “‘knows,” “believes,” and “thinks” followed by
a proposition. These sentences violate Leibniz’s Law (previously noted). For
example, in the sentence *“Oedipus knew that he killed the man in the chariot”
we cannot substitute “his father” for “the man in the chariot” without chang-
ing the truth value of the sentence. Frege’s solution is that in contexts gov-
crned by verbs like “know,” referring terms no longer have their customary
rf:fcrence, but rather their indirect reference. Because the indirect reference
(i.e., customary sense) of “his father” and “‘man in the chariot” are different,
the two terms cannot be substituted and no violation of Leibniz’s Law results.
Frege extended his doctrine of sense and reference beyond single terms
to whole sentences. To identify the referent of a sentence, Frege relied on
a f:entral idea of modern logic according to which a function is associated
leth a sentence that takes a set of words into a truth value. Invoking this
idea, Frege treated the referent of a sentence as its truth value. Thus, all true
sentences refer to “the True” and all false sentences refer to “the False.”” This
approach of Frege has had lasting impact in formal semantics and figures in
arguments such as Putnam’s demonstration that model theoretic semantics
is impossible (see Lakoff, 1987; Putnam, 1981).2 Frege identified the sense
of a sentence as the thought that it expresses. Frege, however, rejected any
psy;:hological interpretation of thoughts. He held that logic, including the
Iogl‘cal analysis of ordinary language, is directed at objective phenomena, not
5ubjc¢tive psychological states. So thoughts, for him, were not states of an
individual’s mind, but objective entities. What Frege had in mind by thoughts
might best be understood as what other philosophers have referred to as prop-
asitions, entities posited as presenting the meaning of a sentence and shared
by different sentences with the same meaning (e.g., “Snow is white” and
“"Schnee ist weiss”).
Bertrand Russell was dissatisfied with both Meinong’s and Frege’s
treatiments of these logical puzzles and offered his theory of descriptions as

" . . >
It is worth noting, however, that there is another way we might identify the referent of
4 wentence—we could take it to be the fact or state of affairs described by the sentence.
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an alternative way to deal with them. Russell’s (1905) theory was designed
to answer not just the puzzles described by Meinong and Frege, but two ad-
ditional ones. One of these was already suggested in the discussion of Frege’s
theory. Consider the sentence “George IV wished to know whether Scott
was the author of Waverly.” Russell notes that applying Leibniz’s Law in
this context not only loses the cognitive importance of the identity claim (as
it did in the sentence about Venus) but also leads to a false statement. For
example, substituting “Scott” for “the author of Waverly produces “George
IV wished to know whether Scott was Scott,”” which presumably is false even
if the statement “George IV wished to know whether Scott was the author
of Waverly” was true. A valid logical principle should not allow us to infer
a false statement from a true one. Russell’s second additional puzzle stemmed
from the classical logical principle of the excluded middle, which holds that
a statement or its contradictory must be true. But consider the statement “The
present King of France is bald.” To evaluate the truth of that statement, we
look at the list of bald things and, not finding the present King of France
there, conclude that it is false. But now consider its contradictory, “The pres-
ent King of France is not bald.” Because the present King of France is also
not on the list of non-bald entities, this sentence is also false, in apparent viola-
tion of the law of excluded middle.

As an alternative to Meinong’s and Frege’s accounts of these puzzles,
Russell advanced his theory of descriptions. According to this theory, the
class of names is restricted to expressions that directly designate actually ex-
isting individuals and do so in their own right, without depending on the
meaning of other terms. (This requirement is intended to exclude from the
class of names terms like Socrates, which, for us, are only connected to their
referent through some defining expression. We only have names for objects
which we directly confront in experience.) Other referring terms, including
many apparent names like Socrates and descriptive terms like the morning star,
are construed as descriptions. Thus, the expression “the morning star” is
analyzed as having the logical form “the unique object which has the prop-
erty of being the last star still visible in the morning.”

Using this mode of logical analysis, Russell proposed to dispel all of the
aforementioned puzzles. First, the statement “The round square does not ex-
ist” is analyzed as “There is no object which is both round and square.” In
this analysis there is no subject term that attempts to refer to the object whose
existence is denied, so the puzzle is resolved. Second, “Venus is the Morn-
ing Star” is analyzed as “There exists a unique object which is the morning
star and it is Venus.” The term Morning Star ceases to be a name and the
sentence is viewed as attributing the property of being the morning star to
the named object, Venus. Analyzed this way, the sentence does not present
an identity claim and hence cannot be rendered trivial in the way Frege feared.
Third, “George IV wanted to know whether Scott was the author of Waver-
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ly” is analyzed as “George IV wanted to know if one and only one person
wrote Waverly and if Scott was that person.” In this paraphrase “the author
of Waverly,” does not appear as a name and so “‘Scott’ cannot be substituted
for it. Rather, George IV is construed as asking whether Scott was the per-
son to whom the predicate “wrote Waverly” applies. Finally, “The present
King of France is bald” is analyzed as “There is one and only one person
who is the present King of France and he is bald.” Its contradictory is now
seen to be “It is not the case that [there is one and only one present King
of France and he is bald]”. (The square brackets indicate that the negation
covers the whole statement, not just the first conjunct.) Although the first
sentence is false, its contradictory is true, and the law of excluded middle
is not violated.

What Meinong, Frege, and Russell each tried to do in response to these
puzzles was to articulate a theory of meaning. The core of all of their theories
was the notion of reference: the meaning of a term consisted primarily in
the object to which it applied. Frege’s notion of sense and Russell’s account
of descriptions were added to the referential account in order to avoid cer-
tain of the logical puzzles that seemed to confront the theory. They, however,
constituted an addition and did not remove the core of the theory, the con-
cept of reference. (For further discussion of Meinong, Frege, and Russell,
sce Linsky, 1967.)

The core conception of language as functioning by referring to things in
the world was further developed by Ludwig Wittgenstein, particularly in
his Tractatus Logico-Philosophicus (1921/1961). Wittgenstein’s endeavor was to
explain how language can be used to present information about the world.
The tools of sentential logic allowed the analysis of statements about the world
into simple statements or propositions. These propositions presented simple
facts about the world. Wittgenstein’s principal interest was in how these prop-~
ositions represented facts. Here Wittgenstein developed what is known as
the picture theory of meaning. His proposal is that propositions represent features
of the world in the same way as drawings or maps do. The lines and shapes
i a drawing stand for the things drawn and the relation of the lines and shapes
is supposed to show the relation between these things. Similarly, Wittgen-
stein proposed that the words of a proposition stand for things in the world
and the relationship of the words represent the relationship of these things.
When the world is as the proposition pictured it, then the proposition is true.
In this conception of how language describes the world, all terms are taken
A serving as names and so the naming relation is central.

The referential analyses of language were further developed by a group
of philosophers commonly referred to as the Logical Positivists. The Logical
Positivists, which included such figures as Carnap, Reichenbach, and Hempel,
are discussed more fully in Bechtel (in press b); I only mention one aspect
of their endeavor here. Russcll, in proposing his theory of descriptions, seemed


Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Tons
Resaltado

Juan Castro
Resaltado


24 2. PHILOSOPHICAL ANALYSES OF LANGUAGE

to hold that ordinary language might not manifest its logic in the clearest
possible way and might need reformulation. One of the things the Positivists
sought to develop was a logically proper language that would clearly ex-
hibit the logic. With such a language, people would no longer be misled by
such features of natural languages as nonreferring expressions. The principal
focus of the Logical Positivists was the language of science. They saw science
as our greatest tool for discovering truths and sought to understand the logic
of scientific inquiry and the manner in which scientific discourse acquired
its meaning. They proposed that the meaning of scientific terms was grounded
in the experiences by which scientists could determine whether the terms
were satisfied. Such determination might be achieved through simple obser-
vations or experimental endeavors. The requirement that terms be so ground-
ed in experience became known as the “verifiability theory of meaning.” Hav-
ing maintained that such reliance on verification was crucial to science, the
Logical Positivists proposed to extend the verifiabilty requirement to other
areas of human inquiry and advocated a general requirement on meaningful
discourse. They thus proposed a modification of ordinary language through
which we would expunge terms that lacked such verifiability. In developing
this verifiability theory of meaning the Positivists adopted the referential ap-
proach to language and embedded it within an analysis of how we could ac-
quire knowledge.

WITTGENSTEIN’S LATER CRITIQUE
OF THE REFERENTIAL THEORY

In the previous section we saw that at one time Wittgenstein endorsed the
referential analysis of meaning. After defending it in the Tractatus, he left
philosophy for better than a decade. When he returned in 1929 he began to
question his earlier views. This questioning culminated in his Philosophical In-
vestigations, published posthumously in 1953. In this statement of his new
philosophical views, Wittgenstein focused on the variety of ways lan-
guage is used and particularly on the fact that it can be used to do more than
state facts. Rather than looking for the meaning of linguistic expressions in
the way words refer to objects, Wittgenstein claimed that we first should
focus on how we use language. To capture the idea that there are a variety
of uses of language, Wittgenstein introduced the idea that particular uses of
language can be construed as particular linguistics activities or language games.
Wittgenstein claimed that there are a variety of language games, each with
its own mode of play and its own rules. At one point Wittgenstein (1953)
offers the following list of language games (not meant to be exhaustive):

Giving orders, and obeying them-—
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Describing the appearance of an object, or giving its measurements—
Constructing an object from a description (a drawing)—

Reporting an event——

Speculating about an event—

Forming and testing a hypothesis—

Presenting the results of an experiment in tables and diagrams—
Making up a story; and reading it—

Play acting—

Singing catches—

Guessing riddles—

Making a joke; and telling it—

Solving a problem in practical arithmetic—

Translating from ong language into another—

Asking, thanking, cursing, greeting, and praying—. (Wittgenstein, 1953, I, 23)

In these various language games words are actually used in different ways.
They are not always used to refer to objects. Accordingly, Wittgenstein
thought we radically misunderstand ordinary language if we analyze it purely
referentially.

Pain is one term Wittgenstein thought we misunderstand if we treat it
referentially. In chapter 5 I discuss Wittgenstein's proposals as to how we
should understand mental phenomena, but alluding to this example draws
out one of the central aspects of his philosophy. He contends that many
philosophical mistakes result from not attending carefully to the nature of
particular language games and the rules that govern them. Such failures lead
philosophers to create pseudoproblems. The very statement of these problems
represent confused use of language. The proper task of philosophy, he con-
tends, is not to solve these problems, but to dissolve them by showing how
they originated from a failure to attend to the way language is really used.
Consider the use of a term like pain. If we do not attend to how this term
is used, we might think that a sentence like “I have a pain” is comparable
to the sentence “I have a cat.” This could mislead us into asking for evidence
that a person has a pain and into trying to characterize pains as private things.
But Wittgenstein asks us to attend to the circumstances in which we would
use the expression “I have a pain.” In using this expression we are not report-
ing something private, he maintains, but giving expression to our pain.

One of the philosophical doctrines about language that Wittgenstein
criticized holds that in order for a general term (e.g., dog or book) to apply
to an object, the object must possess the proper essence or defining proper-
tics. The idea that there must be defining properties for a general term goes
back to Socrates (see previous chapter) and has been held by many
philosophers since. Wittgenstein denies this assumption, maintaining that for
many important terms in language we cannot specify defining or essential
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properties.® This is not because of our inadequacy, but because language
does not require that things have essences. To try to convince readers of this
claim, Wittgenstein uses the example of the simple term game and contends
that there is no property shared by all and only games. Hence, there is no
defining property of games shared by all and only games but only an over-
lapping variety of similarities between different games:

Consider for example the proceedings that we call “games”. I mean board-
games, card-games, ball-games, Olympic games, and so on. What is common
to them all>—Don’t say: “There must be something common, or they would
not be call ‘games’ "—but look and see whether there is anything common to
all—For if you look at them you will not see something that is common to
all, but similarities, relationships, and a whole series of them at that. To repeat:
don’t think, but look! . . . Are they all ‘amusing’? Compare chess with noughts
and crosses. Or is there always winning and losing, or competition between
players? Think of patience. In ball games there is winning and losing; but when
a child throws his ball at the wall and catches it again, this feature has disap-
peared. Look at the parts played by skill and luck; and at the difference be-
tween skill in chess and skill in tennis. Think now of games like ring-a-ring-~a-~
roses; here is the element of amusement, but how many other characteristic

features have disappeared! . . .
And the result of this examination is: we see a complicated network of

similarities overlapping and criss-crossing: sometimes overall similarities,
sometimes similarities of detail. (Wittgenstein, 1953, I, 66)

Wittgenstein introduced the notion of “family resemblance” to describe
his alternative view of what groups things into kinds. Just as members of
a human family may resemble each other without there being one or more
characteristics shared by all, Wittgenstein argued that instances of games will
resemble each other and thereby form a linked network, without there be-
ing a single property shared by all games. This view of Wittgenstein’s has
become influential in recent cognitive science through the work on concepts
and categorization by Eleanor Rosch (1975) and others (see Smith & Medin,
1981, for a review). Rosch, too, rejects the view that there are necessary and
sufficient conditions that determine membership in a category and instead

3Socrates, for example, maintained that one could gain understanding of knowledge or
justice only by discovering the essential property that would make something an instance of
knowledge or justice. Wittgenstein, (1958) responds:

The idea that in order to got clear about the meaning of 2 general term one had to find the common
clement in all its applications, has shackled philosophical investigation; for it has not only led to no
result, but also made the philosopher dismiss as irrelevant the concrete cases, which alone could have
helped hini to understand the usage of the general term. When Socrates asks the question, ‘what is
knowledge?' he does not even regard it as a preliminary answer to enumerate cases of knowledge.

(pp. 19-20)
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explores how members of a category manifest similarity to an exemplar.
(Wierzbicka, 1987, challenges the claim that terms like game lack a set of defin-
ing properties. For further discussion of this issues, see Barsalou, in prepa-
ration.)

Wittgenstein’s later approach to language is radically different from that
of philosophers who have claimed that ordinary language must be reformed
because of its deficiencies. Wittgenstein’s approach represents one version
of what is often referred to as ordinary language philosophy. This term represents
a commitment to the adequacy of already existing language and a need for
attending more carefully to how this language is actually used. In fact, Witt-
genstein represents a radical version of ordinary language philosophy insofar
as he holds that philosophical problems arise “when language goes on holi-
day,” that is, when we misuse ordinary language, and that the solution comes
not in answering the problems philosophers pose but by dissolving the
philosophical problems by appealing to how we ordinarily use the language.

SPEECH ACT THEORY:
AUSTIN, SEARLE, AND GRICE

Wittgenstein was not the only philosopher to turn to ordinary language for
insight. Austin, Searle, and Grice have all concurred with Wittgenstein’s judg-
ment that rather than trying to reform ordinary language, philosophers should
attend more carefully to how it functions. They developed a somewhat dif-
ferent perspective from Wittgenstein, however, insofar as they emphasized
the use of language as a kind of action and analyze it accordingly.

The idea of treating language use as a kind of action was developed by
J. L. Austin. In some of his early work, Austin advocated a distinction be-
tween performative utterances, such as issuing a command, and constantive ut-
terances. The latter category encompassed the basic assertions that had been
analyzed by Frege, Russell, and the early Wittgenstein. Austin’s focus was
on the former kind of utterance, which involved using language to carry out
actions such as commanding and questioning. He took these uses to con-
stitute actions. However, by the time he gave his William James’ Lectures
in 1955 (published posthumously as How To Do Things with Words, 1962a),
he came to treat all speech acts, including ordinary assertions, as actions, and
so themselves performatives. In analyzing these acts, Austin introduced a
distinction between three sorts of acts that might be performed in making
an utterance, which he termed locutionary, illocutionary, and perlocutionary acts.
The locutionary act consists in making statements with words, where words
arc used with particular senses to refer to particular objects. The illocutionary
act consists in the action the speaker performs in making the utterance. This
might be informing warming, or promising. To distinguish the illocutionary
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act from the meaning of the words (which is part of the locutionary act) Austin
speaks of these different uses of language as involving different illocutionary
forces. Finally, the perlocutionary act consists in the effect the utterance has
on the hearer. This might, for example, be to bore the hearer or convince
him or her to take a certain action.*

Once we distinguish the illocutionary act performed in saying something
from the locutionary act of uttering the words, we are in a position to note
a variety of ways in which the act can fail or go wrong. For example, I can
utter the words “I promise to give you a hammer” when I do not have a
hammer, thereby being irresponsible, misleading, or imprudent. This has led
to an inquiry into the conditions that must be fulfilled in order for a speech
act to have a particular illocutionary force or for it to have its intended
perlocutionary uptake. Austin began such inquiry, and it has been pursued
more extensively by John Searle (1969, 1979). For example, Searle proposed
that in order for one person to request another person to do something, the
following conditions must be satisfied: The second person must have the abili-
ty to do the action and the first person must want the action done, must believe
that his or her utterance will accomplish that end, and must have reasons
for wanting it done. If any of these conditions are not satisfied, an action
of requesting has not occurred.

Speech act theorists have also focused on another feature of the actions
performed in using language—the cooperation required between speakers.
Grice (1975) articulated four classes of maxims that specify ways in which
speakers generally or conventionally cooperate in conversations:

1. Maxim of Quantity: Provide as much information as is needed in a
context, but not more information.

4 Austin not only developed this analysis of speech acts, but invoked the analysis of the use
of language as a tool for solving philosophical problems. This tool required first collecting the
vocabulary and idioms used to talk about a particular domain, like responsibility, and then ex-
amining in detail the nuances involved in the use of the terms and idioms. To collect the terms
and idioms Austin recommended such techniques as free association, reading of relevant documents
(e.g., legal findings about responsibility), and examination of dictionaries. The second steps in-
volved constructing statements that might actually be used in the language, paying close atten-
tion to what terms would be used in normal speech and which ways of saying things would
be preferred to others. For Austin, this activity had to be carried out prior to any philosophical
theorizing, since such theorizing could contaminate the evidence and destroy sensitivity to how
people actually use the language. The point of this exercise is to uncover the subtle distinctions
made in the language that may then be of use when one begins to construct philosophical theories.
The third step is to construct philosophical theories that both account for how the terms and
idioms of the langauge are normally used and draw upon the insights about ordinary usage
discovered in the earlier steps. It is in this last step that Austin’s approach departs from Witt-
genstein. For him, analysis of ordinary use of language is a tool to be used in solving philosophical
problems, it does not lead us to dissolve the problems. Austin illustrated this method in numerous
studies on topics of philosophical importance, such as the nature of human responsibility (Austin,
1956-1957) and the process of perception (Austin, 1962b).
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2. Maxim of Quality: Speak true information.

3. Maxim of Relation: Make your contribution relevant to the context
in which you are speaking.

4. Maxim of Manner: Speak as clearly as possible, avoid ambiguity, say
things as simply as possible.

When you violate these maxims, Grice contended, you may mislead the per-
son to whom you are speaking. For example, if you know the Reds won
the game but say “Either the Reds or the Pirates won’ in response to the
query ‘“Who won the game?”” you mislead your audience into thinking that
you do not know who won. You have violated the principle of providing
as much information as is needed in the context. These principles affect not
only the perlocutionary uptake of an utterance, but also the illocutionary force.
This is due to the fact that by relying on these maxims you can often intend
to mean things without actually saying the appropriate words. For example,
if, in response to someone saying “I ran out of gas” you say “There is a gas
station around the corner” you may be performing the illocutionary act of
telling someone where they can get the needed gas. But this depends on the
fact that your response is relevant to the context and you are giving max-
imal information. If you know the station is closed or out of gas, you would
violate the quantity maxim and fail to perform the illocutionary act of inform-
ing the person where to get gas.

Relying on these maxims to perform an illocutionary act generates what
Grice refers to as conversational implicatures. As Grice notes, you can also violate
these principles to produce other conversational implicatures. For example,
if, in writing a recommendation for a student, a professor fails to comment
on pertinent items such as the student’s scholarly abilities, and focuses on
irrelevant details, like the student’s reliability in attending classes, the faculty
member makes a statement about the student’s performance as a student and
future professional. Without explicitly denigrating the student’s ability in
words, the faculty member nonetheless does so.

The speech act theorists Austin, Searle, and Grice, together with Witt-
genstein, attempted to transform radically the task of philosophy of language.
Rather than focusing on the meaning of words in a language, these philos-
ophers tried to shift philosophers’ focus to the activity of using language.
For a number of years this approach attracted considerable philosophical in-
terest, but this has largely expired as most philosophers of language have
returned to analyzing the formal structure of language and attempting to ar-
ticulate the logic of language. Questions about how language is used, though,
have been taken up in linguistics as part of pragmatics (see Green, in prepara-
tion, for more details). Morcover, many of the issues discussed by these
philosophers, especially Austin's distinction between locutionary, illocu-
tionary, and perlocutionary forces in speech acts, have gained currency in
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psychological investigations of language comprehension and in artificial in-
telligence work on natural language processing.

HOLISTIC ANALYSES OF MEANING:
QUINE AND DAVIDSON

During the same period in which ordinary language philosophers wete
challenging the referential approach to language, Quine raised a different kind
of objection to that program. Quine claimed that he was carrying the
program of the Logical Positivists, especially Carnap, to its logical conclu-
sion. In an early influential paper, Quine (1953/1961a) attacked two tenets
held by many empiricists, which he took to be misguided dogmas that ought
to be removed from Empiricism. These were the assumption that some
statements were analytically true, that is, true in virtue of the meanings of
the words (see chapter 1, this volume), and that meaningful discourse could
be reduced in a systematic way to sensory experience.

The notion of analytic truth has been particularly important to philosophers
in the analytic tradition, whose objective has been to discover truths by
analyzing the meanings of philosophically important terms. But Quine argued
that there is no noncircular definition of analyticity. If we define analytic truths
as statements true by virtue of the meaning of their terms, then we must define
meaning, and Quine argued that this leads us back to the notion of analytici-
ty. Quine argued that this inability to define analytic is symptomatic of a larger
problem, which is that words do not have specific meanings, but only mean-
ings in the context of a whole network of other words to which they are
connected in the sentences we take as true.

Similarly, Quine argued that successive failures to reduce scientific language
to sensory experience is also symptomatic of the same problem. The remedy
he recommended was abandoning the idea that words or even sentences have
discrete meanings. Rather, he maintained that words and sentences are best
understood in terms of our whole scientific discourse. This discourse tries
to accommodate our experience in the world by making suitable adjustments
over time. This is not accomplished by having individual terms with fixed
links to the world. Rather, he proposed that we should view language
metaphorically as like a fabric that only at its periphery impinges on ex-
perience. The task of human inquiry is to modify this fabric over time so
that it better fits experience. Quine claims that this is a task in which there
is great flexibility—we can modify in several different places as long as we
make additional appropriate modifications elsewhere. As this happens, the
way words are connected to each other changes and hence their meaning is al-
tered. (For critical discussion of Quine’s views, see Putnam, 1962, 1986. For
discussion of the impact of Quine's attack on analyticity for philosophy of
science, see Bechtel, in press b))
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Although the notion of fixed meaning for words was already under at-
tack in Quine’s challenge to the dogmas of analyticity and reduction to ex-
perience, Quine (1960) generalized the attack when he developed his thesis
of the indeterminacy of translation. He focused on the activity of translating
the utterances of someone else into our own words and developed the thesis
that there are always a variety of ways for doing this and that there is no
determinate answer to the issue of what is the appropriate translation:

manuals for translating one language into another can be set up in divergent
ways, all compatible with the totality of speech dispositions, yet incompatible
with one another. In countless places they will diverge in giving, as their respec-
tive translations of a sentence of one language, sentences of the other language

which stand to each other in no plausible sort of equivalence however loose.
(1960, p. 27)

Quine begins his defense of this thesis by considering a case of radical transla-
tion, where we confront a language so remote from our own that no stan-
dard translation manuals have been developed. Subsequently he attempts to
bring this thesis home to show that the same moral can be drawn when dealing
with other speakers of our own language or indeed with our own past speech.
He views the task of understanding or interpreting the words someone ut-
ters as merely an operation of translating them into our own words. In either
the foreign case or the home case, his claim is that there are no scientifically
acceptable grounds (i.e., ones based on empirical or sensory evidence) for
insisting that one translation is more correct than another. This is a radical
thesis. Quine is not merely noting that there is a lack of perfect correlation
between languages so that we cannot always identify the correct way of cor-
relating expressions in them. Rather, he is saying that there will always be
alternative, radically different, interpretations of what is said, even when the
language is our own. Thus, we can take a speaker (including ourself) to be
saying different and inconsistent things depending on which translation we
adopt and there is no answer to the question of which is correct.
Quine’s argument for the indeterminacy thesis rests on two other theses,
which he calls the underdetermination of theories and the inscrutability of reference.
I present only the argument from the underdetermination of theories. The
underdetermination thesis holds that in science one can always construct alter-
native theories to accord with the same empirical data and that even when
all possible data have been collected, empirical evidence will not be able to
decide between these theories (Quine, 1960, 1970). Quine defends this thesis
on empiricist grounds. He permits only sensory evidence to settle theoretical
disputes, but notes that scientific theories make claims that go beyond the
evidence, The underdetermination thesis simply holds that two theories may
differ only in the areas that go beyond the evidence, so that evidence cannot
settle which one is correct. Quine turns the underdetermination thesis into
support for the indeterminacy thesis by imagining ourselves trying to translate
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someone’s theory of a domain for which we possess two underdetermined
theories. Quine claims simply that we could translate that person’s theory
into either of our underdetermined theories, and nothing would count in favor
of one translation over the other. Thus, we have two translations and no
evidence on the basis of which we can decide that one is correct (Quine, 1970).

If the words in a person’s language had specific meanings, then such in-
determinacy would not arise. The conclusion that Quine draws, however,
is that we have no evidence for such meanings and so we should abandon
the idea that words have specific meanings. Moreover, he claims, there are
no meanings or propositions in the heads of language users that determine
how we should interpret their language.’ As a result, Quine does not view
language use as a peculiarly mental activity. It is, however, a phenomenon
of nature that scientists should explain. (Quine, 1973, proposes a proto-
scientific analysis.) This endeavor will consist simply in articulating the logical
structure of the language and showing how it relates to the world in which
the speaker exists (see chapter 3). On the basis of his own logical analysis,
Quine argues that some forms of human discourse are not suitably struc-
tured for use in scientific inquiry. For example, he has argued that modal
discourse of the sort discussed in the following section as well as indirect
quotation (where we try to capture the meaning of what someone said in
different words) are poorly crafted modes of discourse that we should aban-
don at least when we are doing science and want to develop true accounts
of nature (Quine, 1960).

Although Quine proposes a philosophy of language that leaves no room
for an account of meaning, Donald Davidson, a philosopher who has been
significantly influenced by Quine’s indeterminacy argument, has nonetheless
tried to articulate a theory of meaning within the basic Quinean perspective.
To do so Davidson invokes Tarski’s analysis of truth for formal languages.
Tarksi (1944/1952, 1967) proposed to state the truth condition for a given
sentence in a formal language in terms of T-sentences such as the following:

“Snow is white” is true if and only if snow is white.

To see this statement as more than trivial, you must recognize a fundamental -

difference between the two occurrences of the words ‘“‘snow is white.” In

5Quine’s conclusion depends on the particular way he interprets the indeterminacy thesis.
Although Quine argues for the indeterminacy thesis on the basis of the underdetermination of
theories, he insists that indeterminacy is not simply the underdetermination of linguistic theories
{Quine, 1969b, 1970). Even if a scientific theory is underdetermined, we may make theoretical
posits within our theory and treat it as a real account of the world. But Quine rejects the idea
of treating a translation as a theory about what the language means and allowing the posit of
propositions to account for a hypothesized sanieness of meaning, This claim has proven quite
controversial, For further discussion, vee Kirk (1973), Quine (1975), and Bechtel (1978, 1980),
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the first occurrence the quotation marks tell us we are naming and so refer-
ring to the sentence ‘‘snow is white,”” whereas in the second occurrence we
are using that sentence to designate the fact that would make this sentence
true. Technically, we speak of the second occurrence as stated in a different
language, the object language, from the first occurrence, which is in the meta-
language (a language used to talk about the first language). Tarski’s T-sentences
can be interpreted as presenting a version of the “‘correspondence” theory
of truth, according to which a sentence is true if it corresponds to the way
things actually are. An adequate definition of truth, for Tarski, must have
as logical consequences all the T-sentences for the language. Tarksi
demonstrated that for formal languages meeting certain conditions it is possi-
ble to produce such a definition of truth, but not for ordinary languages such
as English.

Although Tarski’s goal was to define truth. Davidson (1967) takes truth
as a primitive and uses Tarski‘s schema to account for meaning. Thus, for
Davidson, we identity the meaning of a sentence by stipulating what would
be the case if the sentence were true. If we are trying to state the meaning
for a sentence in our own language, then, as in the T-sentence just given,
we will also use our language as the metalanguage in which to state the truth
conditions. But when we are giving the meaning for sentences in a foreign
language, we will name the sentence in the foreign language and state the
truth conditions in English, as in the following example:

“Schnee ist weiss” is true in German if and only if snow is white.

The task for a theory of meaning, as for a definition of truth, is to generate
T-sentences for all the sentences of the language. To do this we cannot simply
state T-sentences for each sentence of the language because there will be an
infinite number of such sentences. Rather, we will need to develop a recur-
sive procedure that shows how to construct a T-sentence for any given
sentence.

In developing this account of meaning that relies only on truth conditions,
Davidson claims that he is remaining within Quinean strictures. Moreover,
he also endorses Quine’s holism about meaning. In practice we confront the
task of ascribing meaning when we need to interpret or translate what some-
one is saying. What we are doing is trying to figure out what would be true
if what they said was true. Davidson maintains, like Quine, that at this junc-
ture we have no independent criterion by which to fix the meaning of their
words. To proceed, Davidson contends, we must assume that the person in
question at least most of the time is speaking what we would also take to
be the truth and so is saying what we would say. This Davidson characterizes
as a principle of charity—we interpret the other person as saying as many true
things as possible (Davidson, 1973, 1974a, 1975). Adopting this principle,
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we try to construct a theory of interpretation that pairs the other person’s
sentences with sentences of our own that are equivalent in truth values. Only
if we find points where our best generative theory matches sentences we take
to be false with sentences the other person takes to be true do we acknowledge
that the other person may believe falsehoods. A motivation for accepting this
principle is that we interpret the words of another in order to acquire infor~
mation. We can gain information only if we develop a scheme that construes
them as speaking the truth most of the time. Davidson draws quite strong
morals front this principle of charity. For example, he denies that we can
understand the idea of another person having radically different concep-
tual schemes or ways of understanding the world from that which we use.®
His reason is that we would not treat the person’s statements as constituting
a conceptual scheme unless we could interpret them, and by the principle
of charity, we must interpret most of the statements as true (Davidson, 1974b).

MODAL DISCOURSE, POSSIBLE WORLD
SEMANTICS, AND CAUSAL THEORIES
OF REFERENCE: KRIPKE AND PUTNAM

The philosophical analyses of language I have examined so far have concen-
trated on extensional language, wherein terms can be treated as referring to
actually existing objects and sentences can be viewed as ascribing properties
or relations to these objects. In such contexts, Leibniz’s Law sanctions
substitution of one term for another with the same referent without chang-
ing the truth of a sentence. Quine and Davidson are two contemporary
philosophers who have argued most vociferously for limiting meaningful
discourse to extensional contexts and rejecting nonextensional contexts as
linguistically suspect. But nonextensional contexts are common in normal
speech. One such context involves use of verbs like “know’ and “believe,”
which we have already encountered in discussing Frege and which I discuss
further in later chapters. Another common class of nonextensional sentences
are ones containing what are commonly called modal words such as “necessari-
ly,” “must,” “possibly,” or “may.” Consider the sentence:

It was possible that Nixon might not have been president.

If we substitute the co-referential term the 37th President for Nixon, we get:

5Pavidson is here undercutting claims such as Kuhn's contention that in major revolutions
in science the new theory is so radically incommensurable with the old that the two theories
cannot be discussed using the same language. Davidson would deny that we would view soine-
one as holding 1 theory if we could not interpret their theory in our language. For further discus-
sion of Kuhu's views, see Bechtel (in press b).
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It was possible that the 37th President might not have been President.

Although the former sentence seems to be true, the latter does not.”

In ordinary English there are a variety of scemingly valid inferences in-
volving sentences that use modal terms. These, however, are not sanctioned
by the principles of ordinary predicate calculus, which are tied to extensional
language. During this century a number of proposals have been advanced
to modify the axiom set governing predicate calculus to accommodate these
inferences (Carnap, 1956; Church, 1943). These proposals, however, were
not accompanied by appropriate semantic theories to explicate the modal
operators. This deficiency was remedied when Kripke (1 963) developed a
model-theoretic interpretation of various axiom sets for modal logic. Subse-
quently, Kripke (1971, 1972), Donnellan (1972), Putnam (1973, 1975b), and
others have attempted to show how the formal analysis of modal statements
may serve to cast light on basic issues in the philosophy of language such
as the meaning of common and proper names.

The problem in understanding a modal statement like “Reagan might not
have been elected President” in an extensional manner is that it is a counter-
factual statement. It asks us to envision how things might have been dif-
ferent. Clearly, we cannot judge the truth and figure out the meaning of such
statements by determining whether Reagan was elected President. A common
way of representing what such statements are affirming is to invoke the idea
of possible worlds. This idea ultimately goes back to Leibniz, who pictured God
as contemplating different logical combinations of individuals and choosing
this world as the largest compatible such set (thus inviting Voltaire’s satirical
comment that this is the best of all possible worlds). The notion of possible
worlds is used to explicate modal logic by inviting us to think of alternative
universes that are defined in terms of specific changes from this universe.
We then consider how other things would be different under these situa-
tions. Thus we might consider the world in which Adolf Hitler had been
miscarried rather than being born and then fill in the rest of the scenario for
that world. If we invoke this fiction of possible worlds, we are in a position
to say what makes a modal statement true or false. A claim that an object
necessarily has a property is true just in case it has the property in every possi-
ble world where the object exists. Thus, Ronald Reagan was necessarily an

TThe sccond sentence is actually ambiguous. Using what Russcll termed a ‘scope distinc-
tion™ we can differentiate two readings of the sentence. One reading says of the person who
was the 37th President, that that person might not have been President. On this reading, com~
mondy referred to as the de re reading, the sentence is true. The other reading says that it is possible
that the statcinent “The 37th President was President” might have been false. It is on this
reading, referred ta as the de dicto ceading, that the modal sentence is false, because whoever
was the 37th President was a president. For further discussion see Kaplan (1969), Donnellan
{1972), and Linaky (1977).
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actor is true if, in every is world in which Ronald Reagan exists, he is also
an actor. Because there is a possible world in which he exists an;l is not
actor, the statement is false. -
- Interpreting modal claims in terms of possible worlds, Kripke advanced
his argument t}'mt names are what he called rigid designators and not equivalent
to any descnpflon we would use to pick out the referent. The argument rests
on our accepting his intuition that we can envisage the possibility that the
person or thing in question would not have those properties we supposedl
use to identify them. For example, we may pick out Richard Nixon as thz
person who was the 37th President of the United States, but then we can
envisage the possibility that he would never have been elected President. So
Kripke claims, the name is not identical with the description. (See Lin;:k )
'197"7, for a rebuttal to this argument.) The name picks out the person or og-,
Jject {tself, irrespective of what properties that person might have had in the
possxb}e world under consideration. It is not necessary that there was a per-
son Richard Nixon, but in any world in which Nixon exists, the rli) id
designator “Richard Nixon” picks out that person. ’ ®
What Kripke’s thesis amounts to is the claim that proper names do not
ha.ve a Fregean sense, but only a referent. This was a view that was held even
prior to Frege by J. S. Mill (1846) and in itself may not seem terribly strik-
ing. But Kripke and others who advance this approach to understandin,
modal contexts also advance a similar thesis about common nouns referring
to ‘jnatural kinds” like carbon or gold. These terms likewise function as rigig
demgngors, picking out particular objects without regard to properties we
use to identify them, and so they too lack senses and possess only referents
The argument for this thesis is much the same as it was for proper names.
Because itis possible that the object in question might not have the property;
we associate with the name {e.g., gold might not be yellow in some possible
worlc%), the property cannot determine the reference. It may only be a crutch
used in this world to convey the reference to someone else, but once the
reference is fixed, the property no longer figures as part of tile meani f
the name. e e
‘ Havir}g rejected the view that either proper or common nouns are asso-
ciated with properties that serve to pick out their referents, Kripke and other
advocates of modal approaches have had to offer a different conception of
how these names are linked to their referents. They advance what is called
a causal theory of names. The idea is that names are linked to their referents
through a causal chain. For example, at a baptismal ceremony a name might
have.‘ been assigned to a person. All subsequent use of that name for that ger—
son is traced back to the original naming. Similarly, when someone ﬁrstpcn-
counters an instance of a natural kind such as a piece of gold, they might
assign the name ‘“‘gold” to that kind. Subsequent use of t}'xe name for
substances of that kind will then be tied to it through that causal chain. (It
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is not relevant to the meaning of the term, according to theorists in this tradi-
tion, that in order to identify subsequent instances of the natural kind we
will need to rely on identification procedures.)

The causal theory is viewed by its proponents as a direct challenge to a
variety of traditional views about meaning. In particular, it is challenge to
the Fregean idea that terms have both sense and reference and that sense deter-
mines reference. It is also viewed as a challenge to the Wittgensteinian alter-
native to the Fregean idea. Wittgenstein (as discussed previously) proposed
that although there may be no defining features shared by all the objects re-
ferred to by a term, there may be a family resemblance amongst the items.
Causal theorists deny that there is any such set of properties that determine
the meaning of such terms. Rather, the term applies directly to the object
as the connection was set in place by the initial naming of the object.®

These attempts to explicate what is meant by modal sentences invite a ques-
tion about how we recognize objects in possible worlds. How do we deter-
mine which entity in another possible world is Richard Nixon, or a piece
of gold? Kaplan (1967) called this the problem of transworld identity.’ Kripke
(1972) responds that merely raising this question represents 2 fundamental
mistake. Possible worlds are not things we first identify and then determine
how their inhabitants correspond to the inhabitants of the actual world. Possi-
ble worlds are stipulated, not discovered. We stipulate which individuals ex-
ist in the possible world and what properties they have. Hence, we never
need to raise questions as to which individual corresponds to an individual
in our world. Starting with Richard Nixon, we decide whether or not he
exists in the possible world we are contemplating, and if he does, then we
attribute to him all of his essential properties (which are typically different
from those we use to identify Richard Nixon) and whatever other properties

we deem him to have in the possible world.

Although this approach avoids the problem of specifying transworld iden-
tity relations, it provokes another objection concerning the essential proper-
ties that must be attributed to any individual in a world in which the in-
dividual exists. The view that some of an entity’s properties are essential to
it so that if it lacked those properties it would not be the same entity is known
as essentialism. To identify those properties Kripke, Donnellan, and Putnam
rely heavily on their intuitions about what makes an object the object that

# Advocates of the causal theory, such as Rey (1983) have also criticized the proposals of
psychologists like Rosch (1975) to characterize the reference of natural kind terms through pro-
totypes. Following Kripke and Putnam, Rey takes the referent of a term to be fixed objectively,
cven if ordinary uscrs of the language should need to rely on various identification strategies
to determine whether something is an instance of a kind. For theorists in this tradition, the iden~
tification strategies are independent from the referent, as fixed by the causal theory.

“The problem iv also developed by Lewis (1968}, who denics that there ¢an be cross-world
identities, but only counterparts in one world that closely resemble individuals in another world,
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it is. In the case of human beings, Kripke takes their origin to constitute their
essential property. Thus, although Nixon might have become a sumo wrestler,
he could not have been born of different parents. In the case of chemical
elements, like gold and water, Putnam (1975b) contends that it is the molec~
ular composition that is essential. Thus, water is H,O in any world in which
it exists, although it might differ in other properties from water here. In the
case of artifacts, Kripke takes the matter they are made of to be crucial to
their identity. Thus, Kripke argued that a podium actually made of a certain
piece of wood could not be made of water frozen from the river Thames.
Such intuitions, however, are not shared by everyone. For example, someone
might claim that what seems crucial to someone being Richard Nixon is his
physical appearance or being a politician. Lacking these properties, a person
would simply not be Richard Nixon.

It is difficult to see how arguments could establish what is essential to
something being the entity or kind of entity it in fact is. The fact that
judgments of what is essential seem to rest on nothing more than the intui-
tions of some speakers is one reason some philosophers have found the whole
enterprise of evaluating modal claims to be problematic. The argument for
construing names as rigid designators without any properties or sense at-
tached to them, though, depends heavily on these modal arguments. Thus,
if you reject modal contexts and essentialism, as Quine and Davidson do,
then you may also be quite content with associating names with descriptions
or even doing away with names altogether, as Quine (1960) proposes. On
the other hand, accepting modal discourse and devising a semantics for it
seems to require a radically different conception of names and a sharp distine-
tion between names and descriptions. (For further discussion of these issues,
see Lewis, 1983b; Linsky, 1977.)

SUMMARY

We have now surveyed several different philosophical analyses of language.
The referential analysis adopted by Frege and Russell has been severally
criticized by Wittgenstein and the speech act theorists, who argue that to
understand language we must look at how it is used. But modified versions
of Frege’s and Russell’s referential analyses have been adopted by other con-
temporary philosophers. The extensional character of the referential theories
has been maintained by Quine and Davidson, who have challenged other
features such as Frege’s introduction of senses and Russell’s theory of descrip-
tions. Quine and Davidson both reject the idea of a meaning for words in
addition to reference and place the assignment of reference into a holistic
perspective, Kripke and Putnam likewisc attack Frege’s notion of sense, but
they also reject the extensionalismi of the older referential account. They have
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proposed a causal theory through which names are causally linked to their
referent and maintain this link across possible worlds.

In subsequent chapters it becomes apparent that these theories of language
have implications for theories about the mind. (For two contemporary discus~
sions of issues in philosophy of language that make explicit their implica-
tions for theories of mind, see Lycan, 1984, and Pollock, 1982.) Because of
these connections between theories of language and theories of mind, in subse-
quent chapters there are numerous references back to the material introduced
here. But now it is time to enter into discussion of an issue central to
philosophy of mind, the issue of whether mental phenomena are distinguished
from physical phenomena as a result of possessing a property known as i-
tentionality.
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The Problem
of Intentionality

INTRODUCTION

A typical mental state, for example a belief, is generally about something. You
may believe that Hawaii is a beautiful place, in which case your belief is about
Hawaii. This characteristic of being about something is what philosophers
call intentionality.! Many philosophers, moreover, view intentionality as a
feature that differentiates mental states from other phenomona of nature. The
goal of this chapter is to introduce the phenomenon of intentionality and to
discuss why some philosophers have viewed it as presenting an obstacle to
developing scientific accounts of mental phenomena. In chapter 4, we turn
to some strategies other philosophers have proposed to explain intentionali-
ty in a scientifically acceptable manner,

Before turning to some of the more explicit criteria that have been of-
fered for identifying the intentionality of mental states, we can flesh out the
basic idea that intentionality refers to the capacity of mental states or events
to be about other objects or events. In the belief about Hawaii just mentioned,
Hawaii and the putative beauty of Hawaii are the objects of your belief. They
remain the objects of your belief even if you have never been to Hawaii and
are now far away from it. It is relatively easy to see, at least in general terms,

"The term intentionality is a technical term drawn from Medieval philosophy, where it was
used to refer to things in the mind or operations of the mind. Although there is a relationship
between this term and the term intentional that is a derivative of intend, the two should not be
confused. The term should also be distinguished from another related technical philosophical
term, intengion, which is commonly used to refer to the sense rather than the referent or exten-
sion of a tenn,
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how this feature of mental states differentiates them from most other states
or events in nature.? Ordinary states in the world, such as a lamp sitting on
a table, are not about anything. The lamp may be causally affected by other
objects, and can cause changes in other entities in nature, but it does not have
states that are about other things in anything like the manner in which peo-
ple can have beliefs about various objects. The ability to be about other states
is not only true of beliefs, but of a host of other mental activities, such as
wishing, fearing, doubting, hoping, planning. If you hope that you will get
tenure, then your hope is about tenure, Through your mental activities, you
are connected to other states in nature, but not in any straightforward causal
sense. Thus, you can have a belief about a state of affairs (e.g., getting tenure)
that is not causally produced by that state of affairs, and you can have a desire
for a state of affairs without that desire leading you to take any action to
produce it.

Starting from this informal characterization of intentionality, several
philosophers have tried to develop more formal characterizations that also
serve to show what distinguishes intentional phenomena from those that are
nonintentional. Two of the most prominent of these are due to the late 19th
century philosopher Franz Brentano and more recently to Roderick Chisholm.

BRENTANO’S ACCOUNT
OF INTENTIONAL INEXISTENCE

Brentano {1874/1973) focused attention on the fact that the things or events
referred to in mental states need not be real. We can have beliefs or other
mental states that are about nonexistent objects. For example, someone might
believe that unicorns have only one horn or a child might hope that Santa
Claus will bring wonderful presents. Even though unicorns and Santa Claus
do not exist, Brentano claims that they are still presented to the person in
the mental states. Brentano argues that every mental state—not just those
that are normally taken to involve presentations (hearing a sound, seeing a
colored object, feeling warmth or cold), but also judgments, recollections, in-
ferences, opinions, and so on—involve an object or objects being presented
to or appearing to the subject. He also claims that the fact that mental states
involve such presentations of things constitutes their intentionality and
distinguishes them from all physical phenomena:

ZThere are devices in some biological systems that give information about other states of the
system, and human-made instruments like thermostats and gas gauges that perform similar tasks.
Generally, the human-made instruments are thought to derive their intentionality from their
makers, whereas the biological information carriers have been largely ignored in discussions
of intentionality. See, however, the discussions of Dretske and Dennett in chapter 4, which do
provide a perspective for considering the intentionality found in biological systems.
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Every mental phenomenon is characterized by what the Scholastics of the Middle
Ages called the intentional (or mental) inexistence of an object, and what we
might call, though not wholly unambiguously, reference to a content, direc~
tion toward an object (which is not to be understood here as meaning a thing),
or immanent objectivity. Every mental phenomenon includes something as ob~
ject within itself, although they do not all do so in the same way. In presenta-
tion something is presented, in judgment something is affirmed or denied, in
love loved, in hate hated, in desire desired and so on. This intentional in-existence
is characteristic exclusively of mental phenomena. No physical phenomenon
exhibits anything like it. We can, therefore, define mental phenomena by say-
ing that they are those phenomena which contain an object intentionally within
themselves. (Brentano, 1874/1973, p. 88)

For Brentano, the intentionality of mental states not only distinguishes them
from purely physical states; it also undermines any attempt to study mental
states using the tools of physical science. Hence, Brentano’s treatment of in-
tentionality provides support for the dualist view that the mind is distinct
from the body (for more on dualism, see chapter 5).

The passage from Brentano has been the focus of considerable controver-
sy. According to one interpretation, adopted by Brentano’s student Meinong,
Brentano commits himself to the existence of a class of “‘objects” (i.e., ob-
jects of thought) that exist even when there are no objects in the physical
world that correspond to them. Thus, when I think of something, for exam-
ple, of the perfect ice cream, there must be a particular object toward which
my thought is directed. But because there may be no real object fitting this
description, the object of my thought must be a peculiar kind of mental ob-
ject.? To accommodate this interpretation, Meinong (1904/1960) introduced
a distinction between the Sosein (the being or subsistence) of an object and
its Sein (existence). Objects that do not actually exist, like golden mountains
and round squares, still have a subsistence. It is the subsistence of the object
that constitutes the intentional object of thought. So, if I say of the round
square that it is round, I am really talking about the subsisting round square,
and not any real object.

Although this provides a plausible interpretation of the passage quoted
from Brentano, Brentano actually disowned it, largely because he realized
that it led to serious problems. The difficulty was brought out clearly by Frege.
In the previous chapter, we noted that Frege (1892) introduced the distinc-
tion between the sense of an expression and its referent. The sense represented
the mode of presentation of the object (e.g., it would characterize the features
of the object). Although it might seem as though Frege’s senses might serve
as intentional objects,* Frege recognized that if we took senses to be the ob-

31n the previous chapter, we saw that Meinong had an additional set of reasons for extend-
ing the range of objects beyond physical objects. There he used pure or subsisting objects to
explain the referent of terms like unicorn in do sentences like “unicorns do not exint” (vee p, 20),

4Frege in fact allows the sense of an expression to serve as the referent in such coutexty as
indirect discourse (see p. 21),

“
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jects of thought when discussing nonexistent objects, then we would be com-
mitted to doing the same when discussing actual objects. The reason is that
nothing in the mental state itself distinguishes cases in which we are think-
ing about actual objects from those in which we are thinking about nonex-
isting objects. This leads to the unwanted consequence that all of our discourse
is about senses or intentional objects and not about objects in the world. (For
further discussion of this problem and of Brentano’s treatment of it, see
Chisholm, 1967; Féllesdal, 1982; Husserl, 1913/1970, 1929/1960, 1950/
1972))

In pointing to the fact that mental states may be directed towards nonex-
isting objects or events, Brentano set a difficult task for subsequent thinkers.
The fact that mental states are directed at objects, and that these objects do
not always exist, makes it difficult to account for the intentionality of men-
tal states. We seem to be committed to the inconsistent claims that, on the
one hand, intentional states involve a relation to an object and that, on the
other hand, the object to which we might hope to relate intentional states
need not exist. A relation requires two objects and yet, for intentional states,
there may be no second object.* Moreover, this is a tension for which there
is no easy resolution because, as Richardson (1981) argued, we cannot really
sacrifice either claim if we are to deal adequately with intentional phenomena:

On the one hand, if we maintain that there are non-existent but real objects
which are the objects of our thought, we are compelled to admit that none of
our objects [the objects about which we have beliefs, etc.] are in the real world.
We are barred from thinking of the concrete. On the other hand, if we admit
that mental acts are not really relational, we are led to the conclusion that men-
tal acts cannot really direct us to objects in the world {or out of it cither). Our
thinking does not relate us to the world. In either event, such acts can hardly
be viewed as Intentional. (pp. 177-178)

From a modern cognitive science perspective, one might suppose that the
problem of intentionality could be solved by postulating representations as
the objects of mental states, and thus as the objects of thought. Although

*Brentano introduces the term relation-like to capture this character of intentional states:

In the case of other relations, the Fundament as well as the Terminus must be an actual existing
thing. . . . If one housc is larger than another house, then the second house as well as the first house
must exist and have a certain size. . . . But this is not at all the case with psychical relations. If a
person thinks about something, the thinker must exist bue the objects of his thoughts need not exist
at all. Indecd, if the thinker is denying or rejecting something, and if he is right in so doing, then
the object of his thinking must not exise. Hence the thinker is the only thing that needs to exist if
u paychical relation is to obtain. The Terminus of this so-called relation need not exist in reality. One
wy well ank, therefore, whether we are dealing with whae is really a relation at all. One could say
innteadd thut we are dealing with something which i in a cortain rexpect similar to a relation, and
which, therefore, we might describe an being something that i *relation-like' [etwans ‘relativiicher’].
(174, quoted in Chisholim, 1967, p. 146}
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representations, as discussed later, may play an important role in explaining
how intentionality is possible, they cannot play the role for which Brentano
seemed to be positing intentional objects. The reason can be appreciated if
we focus on veridical beliefs. In such cases, we want to say that our beliefs
are about the actually existing object or state of affairs in the world. But if
we make representations the objects of our beliefs in cases of false beliefs,
parity of reasoning requires that we take representations as the objects of belief
in the case of veridical beliefs. But this fails to capture the important element
for which the term intentionality was introduced in the first place, namely,
the idea that the object of our mental states are often things external to us.
If we adopt the tool of mental representations, we must still explain how
some of our mental states succeed in connecting to things in the world while
others fail to do so. It is this connection, which may or may not occur, that
makes these representations be of something and hence intentional.

CHISHOLM’S LINGUISTIC CRITERION
OF INTENTIONALITY

Brentano’s criterion for intentionality seems to lead into a metaphysical thicket
by raising questions about the status of intentional objects. Many English-
speaking philosophers, particularly in the middle part of this century, have
sought to avoid such metaphysical questions by focusing not on the phenom-
ena of the world but on the language in which claims about the world are
made. In particular, they have tried to show how we could clarify and resolve
many scientific and philosophical problems by presenting our claims in terms
of symbolic logic. Our language for describing mental states, however, seems
to introduce some logical peculiarities, leading Roderick Chisholm, among
others, to propose that we could identify intentional states in terms of the
logical peculiarities in the sentences referring to them.

For purposes of the present discussion, there are two important aspects
of modern symbolic logic that we need to keep in mind. The first of these
is that logic is truth-functional. This means that the truth of any sentence that
is composed from other sentences (e.g., ‘“Today is Thursday or it is snow-
ing”) can be ascertained simply by knowing the truth value of the compo-
nent sentences. A second important feature is that symbolic logic is exten-
sional. As we saw in the previous chapter, this means that the truth of an ex-
pression only depends on what the expression refers to (its extension), not its
meaning {infension). As we noted, extensional discourse obeys Leibniz’s law,
which permits substitution of one term for another term referring to the same
object in a statement without altering the truth value of that statement. Thus,
we can replace the term “212 degrees Fahrenheit” for the term *“100 degrees

Selsius” in the sentence At sea level, ordinary water will boil at 100 degrees
Celsius” and still have a true sentence.
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Many sentences describing peoples’ mental states fail to satisfy both of
these conditions. The sentence

“Cathy believes that at sea level water boils at 100 degrees Celsius”
contains the sentence
“water boils at 100 degrees Celsius”

but the truth value of the whole sentence is not a function of the truth value
of this component. The truth of the component statement does not inform
us as to whether the whole statement is true. Moreover, it is easy to see that
it fails the extensionality condition because this belief statement may be true
and yet the sentence

“Cathy believes that at sea level water boils at 212 degrees Fahrenheit”

may be false. If Cathy does not know that 100 degrees Celsius is equivalent
to 212 degrees Fahrenheit, she may not have any beliefs about the second
sentence. If she believes falsely that 100 degrees Celsius is equivalent to 312
degrees Fahrenheit, she may even believe that it is false that water boils at
212 degrees Fahrenheit. (This feature of statements about mental states is re-
ferred to as the failure of substitutivity.)s

Many philosophers refer to sentences that exhibit these logical features
as intentional sentences. To call attention to the fact that they are differentiated
in terms of these logical peculiarities (which distinguish them from exten-

SThere is a third respect in which sentences about mental states often deviate from the prin-
ciples of logic that are adequate to handle most statements about the empirical world. Ordinary
statements about the world conform to the principle of existential generalization, which allows
us to infer from a claim such as

“I am sitting at a desk.”
The claim
“Something exists at which | am sitting.”
Some statements about mental states violate this principle. The statement
“l am thinking of a unicorn”

thight be true but we could not infer

“There is something of which | am thinking.”
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sional statements), some philosophers use the spelling intensional for these
sentences.’

Relying on logical anomalies like those just given above, Chisholm (1957,
1958) tried to reformulate Brentano’s conception of intentionality so as to
focus on the logical features of the language we use when talking about
psychological activities:

Let us say (1) that we do not need to use intentional language when we describe
non-psychological, or “physical,” phenomena; we can express all that we know,
or believe, about such phenomena in language which is not intentional. And
let us say (2) that, when we wish to describe certain psychological phenomena—
in particular, when we wish to describe thinking, believing, perceiving, see-
ing, knowing, wanting, hoping and the like—either (a) we must use language
which is intentional or (b) we must use a vocabulary which we do not need
to use when we describe non-psychological, or “physical,” phenomena.?
(1958, pp. 511-512)

Chisholm maintains that this way of framing the issue offers benefits lack-
ing in Brentano’s original. It avoids raising the issue of the ontological status
of intentional objects by limiting the focus to language. Yet, it maintains a
distinction between different kinds of phenomena in nature.’

A variety of objections have been raised against Chisholm’s attempt to
characterize intentionality linguistically. One such objection contends that
such criteria do not cover all sentences about mental phenomena. Some
sentences, such as “Jones is in pain” or “Cathy is thinking of Carol”” are clearly
about mental phenomena but do not fall under one of his three conditions
(Cornman, 1962; Margolis, 1977). Another objection is that sentences not
about intentional or psychological phenomena also meet his conditions. Any
sentence about what is possible or necessary, for example, will show failure
of substitutivity. To borrow an example from Quine (1953/1961b), it is true
that

Nine is the number of the planets.

"This spelling may engender confusion because this meaning of intensional must be
distinguished from the use of the word intension to refer to Fregean senses.

8The reason Chisholm adds this last condition is that he acknowledges that we may invent
a nonintentional language for describing mental states. He justifies the original thesis by main-
taining that in order to explain the meaning of the locutions in this nonintentional language
we will have to relapse into intentional language.

*Chisholm sees his account of intentionality as undercutting attempts to analyze mentality in
terms of physical processes and so unify the sciences of the mind with the physical sciences.
The reason is that different logical principles will govern the two domains (see Aquila, 1977;
Chisholm, 1967). For a different linguistic analysis of intentionality, see Anscombe (1965). She
identifies sentences about intentional phenomena in terms of their grammatical features and argucs
that we should analyze intentionality in ternis of grammatical features, not in terms of ontological
differences,
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It is also true that
It is necesséry that nine is greater then seven.
But if we substitute co-referential terms we generate the false statement:
It is necessary that the number of the planets is greater than seven.

Various attempts have been made to resolve these difficulties and to develop
an adequate linguistic criterion of intentionality (see Chisholm, 1967; Lycan,
1969), and many philosophers still allude to such a criterion (see Dennett,
1982; Rosenberg, 1980). However, some powerful arguments have been ad-
vanced for not pursuing this strategy. Searle (1981), for example, argued that
the logical peculiarities found in language describing mental phenomena do
not really characterize features of the mental state, but only a feature of the
language used to discuss mental states. Intentionality refers to the fact that
mental states have contents and that they refer to other phenomena, which
are quite different features of the world than the logical peculiarities of
sentences about mental phenomena. Thus, Searle contended that the search
for a linguistic criterion is a red herring, because it does not get at the crucial
aspects of intentionality. (For additional arguments against pursuing a
linguistic criterion, see Richardson, 1981.) If one rejects the linguistic criterion,
then one seems to be forced back to a criterion like Brentano’s and the need
to face the question about the status of intentional objects.

REPRESENTING INTENTIONAL STATES
AS PROPOSITIONAL ATTITUDES

Another approach to characterizing intentionality has taken a cue from the
common linguistic form of sentences using verbs like “believe,” “hope,”
“‘desire,” and the like. Statements using these verbs commonly take the form:

Cathy hopes that her movie receives good reviews.

In this form, the main verb is followed by the word “that” and a proposi-
tion. The verb serves to express a person’s attitude toward the proposition.
Hence, Russell (1940) introduced the phrase “propositional attitudes” to refer
to such sentences. This has become the canonical form for representing mental
states. Although sometimes we use verbs like “hope” and “believe” without
a proposition (as in “‘Jim believes Cathy”) such sentences can always be
transformed into the canonical form using the word “that’ by supplying a
proposition (for example, *Jim believes that what Cathy said is true”).
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The canonical propositional attitude format is attractive because it pro-
vides us with two degreees of freedom for characterizing mental states,
represented by the verb and the proposition. You can have the same attitude
toward different propositions or different attitudes toward the same proposi-
tion. For example, you might both believe that Eileen will get the position
and desire that she will not. This seems to be just the right structure for ex-
plaining a person’s actions and making comparisons between people’s mental
states. First, the attitude and desire, when brought together and directed at
the same proposition, can be the cause for action (e.g., working to sabotage
Eileen's candidacy). Second, interpersonally, we may account for the difference
in two individual’s actions by noting how they differ in some of these at-
titudes. For instance, two people may both believe that Eileen is likely to
get the position, but one desires that she does, while the other may desire
that she does not get the job.

In addition to providing a useful way to characterize mental states, the
framework of propositional attitudes also suggests a way of characterizing
the intentionality of mental states—we use the proposition toward which the
person has an attitude to identify the content of the person’s mental state.
The use of propositions to specify the content of metal states suggests a con-
nection between the analyses of language and of mind. This connection has
been exploited by a number of philosophers, so we need to consider briefly
what propositions are. They are often invoked in philosophy of language
to represent the meaning that might be shared by different sentences (e.g.,
sentences in different languages—see p. 21). In this capacity, a proposition
is typically construed as an abstract entity, differentiated on the one hand
from a particular sentence uttered or written in a language, and on the other
from the mental state that led someone to utter or write the sentence. A per-
son is said to have a proposition in mind when uttering a sentence, but the
proposition itself is something separate from the speaker that the speaker
grasps or understands. Those who invoke propositions in analyzing language
also view them as serving other functions, such as serving as bearers of truth
values (“the proposition Jones expressed was true’”) and as picking out the
possible or actual state of affairs being referred to in the sentence.’®

When propositions are also invoked to explicate propositional attitude
discourse used to characterize mental states, they enable us to explicate an
important ambiguity. When you and I both believe that we will eat dinner
at home tonight, our beliefs are directed at the proposition ““I will eat dinner

WMany philosophers, including ordinary langauge philosophers, and nominalists like Quine
(see p. 50£), have argued against the attempt to analyze language in terms of propositions. How-
ever, there has been a resurgence of interest in propositions, largely in response to attempts by Car-
nap, Kripke, and Montague to analyze the semantics of modal logics. For a variety of contem-
pocary analyses of propositions, see Harman (1973, 1977), Donnellan (1974), Kaplan (1978),
Perry (1979), and Stalnaker (1976).
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at home tonight.” Do we have the same belief when we share the same prop-
ositional attitude toward this proposition? The correct answer seems to be in
one respect, yes, and in another respect, no. The ambiguity arises from the fact
that “home” may refer to some particular place (e.g., my house), or to
whatever counts as home for the believer in question. When it refers to
whatever we count as home, we capture the respect in which you and I both
believe the same thing when each of use believes that we will eat dinner at
home tonight. Yet, there is also a respect in which we believe something quite
different, for I believe I will eat dinner at my house in Atlanta, whereas you
believe that you will be eating at a different residence, probably in a different
city. This reading is accounted for by the fact that I take “home” to refer
to my house, whereas you take it to refer to your house. Invoking Frege’s
distinction between the sense and referent of a term, in the first case it was
the sense of “home”” that mattered, whereas in the second it was the referent.
The sense-reference distinction developed in Frege’s analysis of language thus
allows us to explicate the ambiguity that arises in propositional attitude
characterizations of mental states. (For further discussion, see Dennett, 1982;
Perry, 1977)

The framework of propositions and propositional attitudes thus provides
a convenient way to characterize mental states. It also serves to locate the
problem of intentionality because the purpose of citing the proposition is
to specify the content of someone’s mental state. As we see in chapter 4, the
Computational Theory of Mind tries to capitalize on these advantages. There
is, however, a serious danger that arises when we use propositional attitude
forms to represent intentional states. This form seems to offer an explana-
tion of how intentionality arises, but it does not. The propositional attitude
form suggests that the object of the propositional attitude is the proposition
itself so that, for example, one’s belief is about the proposition. This move
encounters the same problem as I noted in discussing Meinong’s attempt to
postulate intentional objects as the objects of mental states. The problem is
that if we treat propositions as the objects of intentional attitudes, then all
of our mental states are about these propositions and not about the objects
of the world. The intentionality of mental states, however, is just their abili-
ty to be about events in the world. When we invoke propositional attitude
forms, we must be careful to remember that propositions are to be the bearers
of intentionality, not the objects that intentional states are about. In ascrib-
ing a propositional attitude such as

Sam believes that the cat is fierce
the proposition
the cat is fierce

states what {s belleved, but the belief in about the cat and its putative ferocity,
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not merely the proposition. This does not count against the attempts by some
cognitive scientists to use the resources of the propositional attitude struc-
ture in developing accounts of mental processing. It does mean, however,
that the critical work of explaining intentionality is not done by postulating
the proposition or representation. The task of explaining how propositions
or representations are about objects or events in the world, some of which
do not actually exist, remains to be carried out.

THE ATTEMPT TO DENY
THE REALITY OF INTENTIONALITY

The use of the propositional attitude to represent mental states has also led
philosophers like Quine, who question the legitimacy of propositions as tools
in the analysis of language, to question as well whether intentionality is a
real phenomenon that our science should try to account for. Quine’s argu-
ments against propositions generally are based on his thesis of the indeter-
minacy of translation. This thesis, discussed in chapter 2, maintains that there
is no determinate meaning to terms in a language because we can always set
up alternative manuals to translate terms of Language 1 into those of Language
2. These alternative manuals will equate the same terms in the first language
with different terms in the second language. According to Quine, no evidence
can show us that one translation is correct. Quine viewed this argument as
proving that it is a mistake to posit determinate propositions to represent
the meaning of a sentence because the possibility of alternative translations
show there is no unique meaning. Further, he claimed that it is a mistake
to assume that speakers have definite meanings in mind when they utter
sentences, because nothing prevents us from employing a different transla-
tion and hence making a different assignment of meaning.

It is the mistaken view that there are propositions, Quine maintains, that
results in a mentalistic view of meaning and what he refers to as “‘the myth
of the museum” (Quine, 1969c¢). This myth holds that there are specific mental
states, for example, ideas or thoughts, that we express when we use language.
Quine claims this is a mistake because, just as we can translate sentences in
another language differently depending on which translation manual we
choose, we can interpret the sentence we use to specify the content of a propo-
sitional attitude differently depending on which interpretation manual we
choose. (Interpretation, for Quine, is logically comparable to translation. In
both cases we are equating one set of words with another.) Imagine that some-
one tries to tell us that he or she believes that evolution occurred by natural
selection. Because Quine claims that we can give alternative interpretations,
in our own words, of the sentence representing what is believed, he denies
that there is anything determinate that the person believes. Because we can
apply the indeterminancy thesis to our own inner discourse by translating
our own words into different words in our language, Quine further denies
that there is something determinate that we believe,
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Quine views his indeterminacy thesis as showing the mistake of thinking
people have mental states that exhibit intentionality. In fact, he explicitly
relates his indeterminacy thesis to Brentano’s thesis that mental states are
characterized by intentionality, but he draws the opposite conclusion from
Brentano. Although Brentano held that we must recognize a special status
for intentional phenomena, Quine (1960) claims that we must purge inten-
tional terms like belief from our science, including our science of human
behavior:

Brentano’s thesis of the irreducibility of intentional idioms is of a piece with
the thesis of indeterminacy of translation.

One may accept the Brentano thesis either as showing the indispensability
of intentional idioms and the importance of an autonomous science of inten-
tional, or as showing the baselessness of intentional idioms and the emptiness
of a science of intention. My attitude, unlike Brentano’s, is the second. To ac-
cept intentional usage at face value is, we saw, to postulate translation in prin-
ciple relative to the totality of speech dispositions. Such postulation promises
little gain in scientific insight if there is no better ground for it than that the
supposed translation relations are presupposed by the vernacular of semantics
and intention. (p. 221)

In the place of a science of intentionality, Quine proposes the development
of a thoroughly behavioristic analysis of human behavior. He acknowledges
that we do use intentional idioms like believes in daily life to describe ourselves
and others, but, because such terms are groundless, they must be dispensed
with when we turn to science: “If we are limning the true and ultimate struc-
ture of reality, the canonical scheme for us is the austere scheme that knows
no quotation but direct quotation and no propositional attitudes but only
the physical constitution and behavior of organisms” (1960, p. 221).

Quine’s attack on the notion of meaning has been accepted, with modifica-
tions, by a number of philosophers. Donald Davidson (1974a), for example,
holds that any ascription of content to the statements or mental states of other
people is a matter of interpretation, not discovery. Putnam (1983) draws a
similar moral, maintaining that interpretation of the language or thought of
another is essentially a holistic enterprise carried on by an interpreting agent.
It is not a matter of discovering anything going on in the person.!

1A related position is defended by Alexander Rosenberg. He treats the logical peculiarities
of intentional sentences as sufficient for repudiating intentional phenomena from science. He
maintains that there is an unbridgeable chasm between intentional talk and scientific analysis
and attributes our inability to formulate true laws in intentional terms to these logical peculiarities.
He observes, however, that intentional language is used quite freely in other domains such as
molecular biology and sociobiology. One speaks, for example, of an enzyme recognizing a
substrate. But he contends that in such contexts these terms have, at least implicitly, clear behavioral
definitions, Once similar behavioral definitions are in place, he thinks psychology will be able
to advance, Henee, he recommmonds invoking the frameworks of both sociobiology and behavioral
molecular blolugy In order to develop real explanations of human behavior. These will replace
the falled attempta to develop intentional explanations (Roscuberg, 1980, 1986).
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Others, however, have resisted Quine’s conclusions. Some have challenged
Quine’s account of the significance of the indeterminacy thesis itself by argu-
ing that a decision to adopt a determinate Franslat‘lon manual and devpc%op
a theory of meaning for language within it is no different than. thfe Qecmon
to accept a particular theory in a scientific discipline ;?nd woxjk. within it. Even
though, as Quine maintains, there will be other theories empirically equivalent
to the one we use, he allows that we are entitled in physics to accept one
theory and work within it. If we treat the activities. of translation and inter-
pretation in a similar manner to theoriziqg in Rhysms, then we should view
postulating mental states to account for intentional phenomena as on a par
with developing a theory in physics. The measure of adequacy of a men-
talistic theory will be whether it serves our scientific purposes (e.g. ; explaining
behavior). If it turns out that treating humans as having intentional states
facilitates these ends, then countenancing such states will accord well with
adopting a scientific attitude (see Bechtel, 1978; Chomsky, 19§9).

Quine, however, has steadfastly resisted this apprqagh, arguing that' the
indeterminacy thesis establishes more than that mentalistic theories manifest
the usual underdetermination true of all scientific theories (Quine, 1969b).
He claims that such theories are simply vacuous. Whether these theories are
in fact vacuous, however, would seem to depend on their explanatc::ry power.
Although the final verdict is not yet in, the success of mentaiist}c th'eoirles
that have been developed in cognitive science and the corresponding limita-
tions of behaviorist approaches (Brewer, 1974) would seem to be evidc?nce
that these theories have explanatory power in the same manner as other scien-
tific theories and so should be treated in the same light (see McCauley, 1987a;
Palmer & Kimchi, 1986). It is then incumbent upon us to explflin how- the
intentionality of these mental states arises. In chapter 4 1 c0r1451der various
theories that philosophers have advanced to account for the intentionality
of mental states.

PRELIMINARY CONCLUSIONS
ABOUT INTENTIONALITY

In this chapter I have introduced what philosophers refer to as the intentionality
of mental states—their capacity to be about things in the world. I have also
examined two views about how this feature of mental states seems to
distinguish them from other, purely physical states. I haw'/e‘ also shO\'vn how
we can capture the intentionality of mental states by describing them in terms
of propositional attitudes, wherein the propositions state the content of mental
states, But this does not yet solve the problem of intentionality, because we
must still show how the propositions relate to the states in the world that
mental states are said to be about. One approach to this problem in simply
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to deny that intentional mental states exist. Thus, Quine has tried to deny
the reality of intentionality and show that we should limit ourselves to a
behavioristic psychology that does not countenance mental states. Many have
found this solution too radical. Cognitive science seems to be in the process
of developing powerful explanatory theories that postulate intentional men-
tal states. So we seem to be faced with the challenge to see if we cannot ex-
plain the intentionality of mental states. In chapter 4, I describe various
strategies philosophers have pursued in attempting to do just that.



Philosophical Strategies
for Explaining
Intentionality

INTRODUCTION

In chapter 3, I discussed various conceptions of what intentionality is and
how it is thought to mark a distinction between mental and nonmental
phenomena. We saw how some philosophers, like Brentano, viewed inten-
tionality as creating a gulf between nonmental and mental phenomena that
prohibited the development of a science of mental phenomena comparable
to the sciences of purely physical phenomena. We also saw how other

philosophers, like Quine, reject the reality of intentional phenomena and pro- '

pose that psychology focus not on mental phenomena at all, but strictly on
the behavior of humans and other organisms. Most cognitive scientists find
both of these positions inadequate. In this chapter, I describe a variety of other
philosophical positions that take intentionality to be a real feature of mental
phenomena but try to explain how a science that is continuous with the
physical sciences can account for intentionality.

THE COMPUTATIONAL THEORY OF MIND
(HIGH CHURCH COMPUTATIONALISM)

The first approach I consider takes the propositional attitude framework that
we use to describe people’s mental states as the basis for a scientific account
of how the mind actually operates. Instead of repudiating propositions, this
approach trcats them as structures in the mind that serve as the content of
a person's mental attitudes. Conternporary interest in this view has been in-

= A
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spired by the development of computers. By one interpretation, propositions
can be thought of as symbols in a modern digital computer, and the attitudes
toward these propositions as the ways in which configurations of these sym-
bols are stored in the memory of the computer. For example, storing the
symbol or symbols corresponding to the proposition that it is raining in the
“belief bin” would constitute the propositional attitude of believing that it
is raining. This account is extended from computers to humans by treating
the mind as a symbol processing computer in which symbols are stored and
manipulated. Jerry Fodor (1980) referred to this view as the “Computational
Theory of Mind,” whereas Daniel Dennett {1986) termed it “high church
computationalism.”

Fodor has been the foremost contemporary proponent of the Computa-
tional Theory of Mind,' whose basic tenet is that psychology is concerned
with the formal structure of symbols in the mind and the way in which they
are manipulated. Because the symbols assume the role of propositions in prop-
ositional attitude discourse, and so serve to represent the phenomena about
which one is thinking, they are commonly called mental representations. Fodor
proposed that the mind possesses a set of rules that determine what opera-
tions are performed on these representations. These rules correspond to the
modes of inference we attribute to people in propositional attitude discourse.
Thus, where we would desctibe someone as inferring the proposition “the
picnic is cancelled” from the proposition *“it is raining,” the Computational
Theory posits formal manipulations of representational symbols {e.g., mov-
ing them into various registers). Given the roles rules and representations play
in such computational accounts, these accounts are sometimes referred to as
“rules-and-representations accounts.”

Fodor (1975) spoke of these mental representations as constituting “a
language of thought.” He held that psychology can only explain human
behavior if it assumes that humans reason using such an internal language.
To defend this claim, Fodor pointed to three kinds of phenomena. The first
was rational behavior. Any explanation of rational behavior must allow for
organisms to consider the consequences of the actions they are contemplating.
This requires “that agents have means for representing their behaviors to
themselves; indeed, means for representing their behaviors as having certain

_properties and not having others” (1975, p. 30). For example, only if I repre~

sent to myself that a consequence of not paying my taxes is that [ will go

{Dreyfus (1982) shows that this view predates both Fodor and computers. Husserl, a stu-
dent of Brentano, developed the view that mental activity consists in a variety of mental acts
performed on abstract forms he called noemata. Husserl's approach is distinguishable from the
modern computational one in that he took the noemata to be objects that one could consciously
examine in what he referred to as the “phenomenological reduction,” whereas the modern com-
putational theory is not committed to any capacity of people to be aware of the symbols ex~
inting in their minds,
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to jail will I be able to take that consequence into account in deciding whether
to pay my taxes. The second phenomenon Fodor considered was concept
learning. Fodor argued that we could only learn a new concept by propos-
ing a hypothesis about what the concept might mean and then testing its ade-
quacy.? For example, we learn the concept “car”” by hypothesizing that it
refers to objects that meet certain specifications, and then test whether, in
fact, all objects meeting those specifications count as cars. This requires that
we already possess a linguistic medium in which we can state such hypotheses
(see Churchland, 1986, p. 389 for a rebuttal). The final phenomenon to which
Fodor pointed was perception. In accord with the Empiricist tradition, he
treated perception as a problem-solving activity in which the perceiver must
determine what he or she is seeing on the basis of limited sensory input.
Perception, like concept learning, requires the perceiver to test hypotheses
(Fodor, 1975, p. 44). We must advance an hypothesis about what we are
seeing (e.g., that it is a dog) before we can evaluate evidence for and against
the hypothesis.

These arguments, according to Fodor, all point to the conclusion that
cognitive agents must have a language-like system in which to carry out
cognitive activities. An ordinary natural language like English might seem to
be one candidate for this language system, but Fodor maintained that they
will not suffice. Instead he proposed that the language of thought is an in-
nate, inner language, which he called “Mentalese.” Fodor offered a variety
of arguments for Mentalese. First, organisms lacking a natural language can
still perform many of the cognitive activities just described. They at least must
be supposed to have an internal language for manipulating representations.
(Patricia Churchland, 1978, responded that this reduces Fodor’s position to
the absurd.) Second, learning a natural language itself requires a process of
hypothesis formation and testing. At least the initial hypotheses about. the
natural language cannot themselves be represented in the not-yet-known
natural langauge and so must be represented in a more basic language.?

Fodor viewed the process of thinking using a language of thought as in-
volving only syntactic processing. The mind manipulates symbols without
any consideration as to what is represented by these symbols. This leads Fodor
to endorse a view Putnam (1975b) called “methodological solipsism”—the
view that from the perspective of mentalistic psychology what is in the world

>The reason we cannot simply learn concepts by induction and must form and test
hypotheses is that concepts serve to group objects into classes, and there are an infinite number
of ways of doing so (see Goodman, 1955). We must therefore specify in a hypothesis the crite-
ria for belonging to the class. (Fodor, 1975, p. 36).

3For a radically different view of the mental language of computation, see Maloney (1984,
in preparation). For perception, Maloney proposes to let the objects in the world serve as the
representations. This solves one part of the problem of intentionality, because the representa-
tions are now self-referential. But it does not lend itself so readily to mentalistic psychology
as Fodor’s account of the language of thought for it is less clear how we are able to perform
computations over theae objects,
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does not matter. For Putnam methodological solipsism revealed the incom-
patibility of propositional attitude psychology and computational accounts
of psychology. To show the incompatibility, he told a science fiction tale
about a possible world, Twin Earth, which is exactly like our planet ex-
cept for one thing. In place of water, it has another substance, XYZ, which
behaves just like water and is indistinguishable from it. On Twin Earth each
of us has a duplicate, a Doppelganger, who is identical to us in all respects
except that he or she has molecules of XYZ everywhere we have molecules
of H,O. Because we are alike in all respects, it follows that my Doppel-
ganger and I must have all the same psychological states. In particular, we
both affirm the sentence “I am drinking water.” Despite the fact that my
Doppelganger and I are in the same psychological states, however, we mean
different things by these words. My statement is about H,O, whereas my
Doppelganger’s is about XYZ. The moral Putnam drew from this tale is that
meanings are not in the head: What determines the referent of my term water
does not solely depend solely on my psychological state but also on what
things I am causally connected to. Because one of the classical functions of
propositions was to provide the meanings of sentences and determine their
extensions, Putnam contends that the representations taken to be in the head
by the computationalist account of psychology are not the same as the pro-
positions of propositional attitude psychology. (See Burge, 1979, 1982; Stich,
1978, 1983 for related arguments.)

For Putnam, computationalist accounts of psychology are solipsistic in-
sofar as they cannot deal with that aspect of meaning that depends on the
world. Putnam saw this as a liability, but Fodor (1980) drew a different moral.
The proper approach, according to Fodor, is for psychology to employ the
same propositions as figure in propositional attitude psychology in order to
develop an account of what happens in the mind. If something of the mean-
ing of these propositions is lost by treating them as structures in the head,
then psychology must make do with the syntactic structures that could be
in the head. In defense of this view, he claims first that the only thing that
can influence our behavior is what is formally represented inside the system.
Whether we exist in a world of H,O or in a world of XYZ does not affect
our behavior unless it affects our internal structures: *“[I]t’s what the agent
has in mind that causes his behavior,”” not what these mental states refer to
{Fodor, 1980, p. 67). Second, Fodor claims that it is fortunate that psychology
is limited to using these formal structures in explaining behavior because
otherwise we would have to discover lawlike connections between represen-
tations and external objects. But these are not possible unless we can iden~
tify the right natural kinds that serve as the referents for our mental represen-
tations.* We will only possess such knowledge once all the other sciences

*Philosophers use the term matural kind to refer to sete of objects which figure in scientific
laws and have defining conditions, as, fur exemple, gold in deflned by ite atomic number,
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have completed their work and discovered the true natural kinds.5 (See
Field, 1978, for additional arguments on behalf of the Computational Theory.)

One of the attractive features of the Computational Theory is that it can
readily explain such logical peculiarities of discourse about mental states as
the failure of substitutivity of co-referential expressions (see chapter 3). The
Computational Theory holds that the cognitive system can only perform those
manipulations sanctioned by the rules and representations it has. When it lacks
a rule or appropriate information, it will not be able to make appropriate
substitutions. Consider how a computational account of Oedipus might work.
Early in the play Oedipus Rex, Oedipus learns that Jocasta is the Queen and
desires to marry her. But unbeknowst to Oedipus, Jocasta is also his mother.
In the computational model, Oedipus would store the proposition

[ am married to Jocasta

in his belief bin. The model possesses a rule permitting it to substitute one
name for another when it knows that they are co-referential. But at this stage
the system does not know that “Jocasta” and “my mother” are co-referential
and does not carry out the substitution. When Oedipus learns this informa-
tion later in the play, it is formally represented in the model. Now, in a purely
formal fashion, the model infers the new sentence

I am married to my mother.

Although the Computational Theory can thus explain the failure of substi-
tutivity of co-referential expressions in descriptions of Oedipus’ mental states,
it does not so clearly address the issue of how these mental states can be about
something. The representations the Computational Theory attributes to the
mind are assumed to have a referential function, but the theory does not ex-
plain how they perform this function. Thus, Richardson (1981) objects that
the Computational Theory, like any theory positing intentional objects, simply
postpones the problem of explaining intentionality. To explain the inten-
tionality of mental states, we must explain how representations connect with
objects in the world. If we cannot account for this, we are left in the position

5This argument seems quite unsound, for it assumes that scientists cannot begin to articulate
laws until natural kinds are discovered. But it is only through the search for lawlike regularities
that they will be discovered. There are difficulties in identifying environmental factors that control
various behaviors and cognitions, but it is the endeavor to find such regularities that will allow
us to pick out the natural kinds. Investigators can propose and test such laws even knowing
that further investigation in psychology or other disciplines may force their revision. Maloney
(1985a) also argued that if Fodor is right that we must await the discovery of natural kinds,
that counts against his solipsistic paychology as well. Fodor's injunction against the possibility
of such laws docs not seem an compelling as his case for needing a computational psychology.
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of treating thinking activities as totally removed from the natural world. Fodor
(1987) has developed an alternative strategy for attacking this problem. It
explains how mental representations are about features of the world in terms
of their causal connections to external states in the world. Any such approach
as this, however, must overcome a serious obstacle that we noted at the outset.
One of the distinguishing features of the intentionality of mental states is
that they can distort the real situation in the world and be about things that
do not exist. A causal account runs the risk of connecting every mental state
to an external state and so making it impossible to misrepresent states in the
world and impossible to refer to nonexistent entities.

REPRESENTATIONS WITHOUT
COMPUTATIONS

The Computational Theory is not just a speculative philosophical proposal.
Many researchers in artificial intelligence (Al) likewise view cognitive sytems
as formal symbol manipulators. They attempt to develop formal symbol struc-
tures that can produce intelligent behavior.® However, numerous philos-
ophers have criticized the Computational Theory of Mind, either as defended
by Fodor or as it figures in Al. Most of those who reject it do accept the
view that cognitive systems represent things and hence are intentional systems.
What they deny is that this requires specific states within cognitive systems
that are employed as representations and are manipulated by formal rules. All
that is required, they maintain, is that there be activity of some sort in the
system that explains how it has mental states that are about things. In this
section, I describe a variety of arguments against the computational account.
Specific proposals as to how the mind can be representational, and hence in-
tentional, without performing computations upon representations are dis-
cussed in subsequent sections.

The first objection against the Computational Theory is that it is empirically
implausible as an account of human cognition. Dennett (1977) raised this ob-
jection in his review of Fodor’s Language of Thought:

Fodor seems to suppose that the only structures that could guarantee and ex-
plain the predictive power of our Intentionalistic calculations must mirror the
syntax of those calculations. This is either trivially true (because the ‘syntactic’
structure of events or states is defined simply by their function) or an empirical
claim that is very interesting, not entirely implausible, and as yet not demon-

$Many Al researchers would probably not endorse some features of Fodor’s account of the
language of thought, such as the claim that the language of thought must be innate. Fodor,
however, would maintain that this is simply a logical consequence of the formal symbol
manipulating view they do endorse.



60 4. STRATEGIES FOR EXPLAINING INTENTIONALITY

strated or even argued for, so far as I can tell. For instance, suppose hamsters
are interpretable as good Bayesians when it comes to the decisions they make.
Must we in principle be able to find some saliencies in the hamsters’ controls
that are interpretable as tokens of formulae in some Bayesian calculus? If that
is Fodor’s conclusion I don’t see that he has given it the support it needs, and
I confess to disbelieving it utterly. (p. 279)

More recently, Dennett (1986) claimed “‘that a computational symbol
manipulating brain seems profoundly unbiological” (p. 66). Similarly skep-
tical is P. S. Churchland, who contends that “‘sentence-crunching seems in-
sensitive to evolutionary considerations” (1986, p. 388; see also P. 5. Church-
land, 19802). She poses an evolutionary dilemma for the defender of a
language of thought: Either we must view sentence processing as arising early
in phylogeny, or we must claim that sentence processing procedures employed
in human cognition have no roots in the mental processes of other organisms.
The second option is unsatisfactory because nonlinguistic humans as well as
nonlinguistic members of other species seem eminently capable of rational
planning, and so seem to participate in the same sort of cognitive actions as
we do. On the other hand, the assumption that nonlinguistic and prelinguistic
organisms that manifest cognition all possess a complete language of thought
strikes her as wildly implausible (see Kitcher, 1984, for a response).

The computational account of cognition seems empirically problematic
in other respects. Because the system is to operate with purely formal or syn-
tactic rules for manipulating representations, every aspect of the meaning of
the symbol that is to affect psychological processing must be encoded for-
mally. Working totally according to syntactic principles, the system will not
have access to the contexts that, in natural language, serve to disambiguate
different meanings of terms. In analyzing natural languages, Searle (1979)
has argued that it is hopeless to develop formal or syntactic accounts of the
meanings of expressions because these expressions frequently take on dif-
ferent meanings in different contexts. But this is exactly what is required by
the Computational Theory. This objection actually predates the modern com-
putational theories of Fodor and Al. Much earlier in the century, Husserl
proposed an account of cognition in terms of the manipulation of stored
propositions.” Martin Heidegger (1949/1962) opposed Husserl’s program on
the grounds that the variability in the information we deal with could not
be adequately expressed by fixed propositions. Heidegger proposed that the
way to overcome this problem is to recognize that some of the information
we employ is not represented in the mind, but is found in such things as
cultivated skills and our social nexus. Herbert Dreyfus (1979) has further
developed Heidegger's objections in his own criticisms of Al and concludes
that Al is misguided when it tries to represent all information a cognitive

TSee footnote 1.
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system uses in terms of syntactic symbols stored in the head (see chapter 7
for further discussion of Dreyfus’s position).

A further objection to the Computational Theory focuses on the number
of such mental sentences each of us must possess if the account is correct.
If every mental state is to be understood as some form of storage or process-
ing of a sentence in the language of thought, each of us will need to have
an infinite number of such sentences stored in our mind/brain. The reason
is that we have an infinite number of beliefs, many of which we never ac-
tively consider consciously. For example, most of us believe that zebras do
not wear overcoats, although it is doubtful that many of us consciously con-
sidered this proposition until Dennett introduced it as an example. Similar-
ly, most of us believe that bears are less than » feet tall for every n greater
than seven (see P. S. Churchland, 1986). Critics of the computational view
claim that such an infinite set of mental sentences could not be stored in the
mind/brain.®

The computational theory’s claimthat all knowledge is to be represented
syntactically generates still other problems. One concerns how we identify
information relevant to a particular task. Those designing artificial intelligence
systems already face such a problem with systems which have relatively lit-
tle stored information. Dennett (1984a) illustrated this problem, commonly
known as the “frame problem” (McCarthy & Hayes, 1969), in terms of a
story in which a robot is told its power supply is in a room where a bomb
is set to go off. The robot must decide how to save its power supply by sum-
moning up relevant information and making appropriate inferences. The
problem is to provide it the right set of rules for doing this. Such a robot
must respond to various contingencies, each of which makes different infor-
mation relevant to its task. It cannot search all information without getting
caught in an endless process of reasoning. As even more information is stored
in formal representations, this task becomes even more difficult (see also
Dreyfus, 1985).

A final objection to the computational view focuses on the difficulty of
cver determining the actual character of the formal representations of the
language of thought. Dennett (1982) claimed that if we posit such a syntac-
tic symbol system as Fodor’s language of thought, we should be able to ad-
dress the question of whether all of us have the same language of thought,
or different ones. Differences in our languages of thought could explain
cognitive differences, but because we have no independent way to identify

#Ortony (personal communication, May, 1987) suggested that this objection can be
countered if we distinguish between represented beliefs and those that are deducible from the
represented beliefs. The plausibility of this response depends on the plausibility of developing
an axiom set from which beliefs like those mentioned by Dennett and Churchland can be derived,
It in not clear that it will be powsible to develop consistent axiom sets for each person that will
generate just the right set of sentences to which they will affin their belief when gueried.
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differences in our languages of thought, any such explanation becomes cir-
cular. Moreover, we know from natural languages that different messages
can be carried in the same language and different languages can carry the
same message. So we cannot infer similarities or differences in languages sim-
ply from similarities or differences in the way they are used. We are left
positing a language of thought about which we can seemingly learn nothing.

If we find arguments® such as these reason enough to reject the Com-
putational Theory, we are left with a challenge of showing how a cognitive
system represents things and so is intentional. One of the chief virtues of
the computational approach was that it was designed to capture the way we
ordinarily describe mental states in terms of propositional attitudes and so
acquired all the benefits of that approach. Dennett claimed, however, that
we can employ the propositional attitude framework to describe people
without equating propositions with formal symbols in the mind. To do so,
we need an alternative account of what is involved when someone *‘grasps”
a proposition. Dennett (1982) proposed the following: “Propositions are
graspable if and only if predicates of propositional attitude are projectable,
predictive, well-behaved predicates of psychological theory” (p. 10). All this
requires is that our theoretical ascriptions of propositional attitude co-vary
with predictions about behavior. It does not require in addition that what
goes on within the mind be computation over propositions.

P.M. Churchland also defended using propositional attitudes without in-
voking the Computational Theory. He compared the predications made in
propositional attitude discourse with predications made in the physical
sciences, many of which do not have any special ontological entailments:

The irony is that when we examine the logical structure of our folk concep-
tions here, we find not differences, but some very deep similarities between the
structure of folk psychology and the structure of paradigmatically physical
theories. Let us begin by comparing the elements of the following two lists:

Propositional attitudes Numerical attitudes
. believes that P ... has alength ofn
. desires that P .. . has a velocity , of n
. fears that P .. . has a temperature, of #
. sees that P .. . has a charge_of n
. suspects that P. - - - has a kinetic enegy; of #

Where folk psychology displays propositional attitudes, mathematical physics
displays numerical attitudes.(Churchland, 1984, p. 64).

%For further discussion of these and other arguments against the Computational Theory,

see Amundson (1987), Bailey (1986}, Harman (1978), Haroutunian (1983), Hatfield (1986), and
Sher (1975).
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Churchland contended that we can develop laws that refer to propositional
attitudes just as we can develop laws referring to numerical attitudes. Just
as talk of numerical attitudes does not commit us to positing a special entity—
velocity,,—neither does talk of propositional attitudes commit us to
treating representations as entities.'”

Although Dennett and Churchland claim that we can still employ the prop-
ositional attitude account without endorsing the Computational Theory,
Fodor can still object that they have not told us what activities in a person’s
head enable the person to represent his or her environment. Fodor claims
that it is a virtue of the Computational Theory that it is able to do so.
Consider the argument he makes for a language of thought (Fodor, 1975):

1. The only psychological models of cognitive processes that seem even
remotely plausible represent such processes as computational.

2. Computation presupposes a medium of computation: a representational
system.

3. Remotely plausible theories are better than no theories at all.

4. We are thus provisionally committed to attributing a representational
system to organisms. (p. 27) ‘

The third premise in Fodor’s argument seems entirely reasonable, and it im~
poses a burden on anyone taking issue with his conclusion. One must either
present models of cognition that are not computational or show that com-
putation does not presuppose a representational system.

Stich (1983), in defending what he referred to as the syntactic theory of
mind, rejected the second premise in Fodor’s argument, arguing that although
the operations within the mind can be construed as formal or syntactic opera-
tions like those of a syntactic theory (in linguistics), the objects upon which
these syntactic operations are performed need not be viewed as representa-
tions—that is, as units to which content can be assigned. Stich claimed that
much of the work in both artificial intelligence and cognitive psychology
has this character. Researchers in these fields postulate syntactic procedures
in order to explain behavior, but then do not require that all the syntactic
objects used in producing the output be interpreted as representing anything
(see Von Eckardt, 1984, for a related argument.) Stich’s approach is thus com-
putational but does not hold that the entities being manipulated are represen~
tations. This seems to have been the approach of many practicing researchers
in cognitive science, Fodor’s claims to the contrary not withstanding (see,
however, McCauley, 1987).

10gee also Churchland (1979), where he suggested that we might think of propositional at-
titude ascriptions as adverbial modifications of the way we characterize people, They will thus
function in much the mame way an “quickly” docs in “X moves quickly.”
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More recently, however, a number of practitioners of cognitive science
have proposed a program that rejects Fodor’s first premise (that the only
remotely plausible psychological models are computational). Advocates of
“‘connectionist” or “parallel distributed processing” (PDP) models have pro-
posed ways to model cognitive phenomena that are not computational in the
sense used here. They do not perform operations upon stored symbols in
the manner of a von Neumann computer. In brief, what these researchers
are doing is exploring the capacities of a class of systems designed on the
model of neural networks. The systems consist of nodes, each of which has
a determinate degree of activation at any time and is connected to a number
of other nodes to which it sends inhibitory or excitatory stimuli. When given
an initial pattern of activation, the excitations and inhibitions passing through
the system will alter the activation states of the nodes until a stable pattern
is achieved. The strengths of excitatory and inhibitory connections can be
designed to change as a result of local activity in the system. When systems
are so designed, they can learn to respond in new ways with the result that
they will settle into different states on subsequent occasions. What is of in-
terest is that researchers have employed such systems (as simulated on von
Neumann computers) to model certain cognitive functions. On tasks like pat-
tern recognition their performance is much more human-like than that of
rule-processing machines. In these simulations, the researchers interpret the
activity of the system and so treat the system as representational, but the
system does not operate by performing computations on representations.
Connectionist models provide one example of how it is possible to develop
a representational theory without a Computational Theory. !

The advent of connectionist models gives support to those who endorse
the Representational Theory of Mind but reject the Computational Theory.
Yet, the Representational Theory of Mind does not yet account for inten-
tionality because it does not explain how the mind is capable of representing
things. Three different philosophical theories have recently emerged, each
of which has tried to explain how the mind/brain can represent things and
so be intentional: (a) the information theoretical approach, (b) the biological
reduction approach, and (c) the intentional stance approach. These are dis-
cussed in the remaining four sections.

MEor discussion of this class of cognitive models, see Rumelhart and McClelland (1986)
and McClelland and Rumelhart (1986). It is interesting to note that in advocating this new class
of models, Rumelhart (1984) made remarks that echo those given by philosophical critics of
the computational approach. He commented on the futility of constantly developing more complex
rule-based accounts of cognition to handle apparent anomalies in the behavior of actual cognizers.
He advocated PDP accounts because they are capable of explaining both behaviors that accord
with rules and behaviors that violate them within a common framework. For an introduction
to the philosophical questions raised by connectionist models, see Bechtel {in press ¢). For 2
set of criticisms of connectionist models as alternatives to computational models, see Fodar and
Pylyshyn (1987).
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THE INFORMATION THEORETIC APPROACH

Because intentional states are states that bear information about other states,
some philosophers have sought to explain intentionality by an appeal to the
mathematical theory of information advanced by Shannon and Weaver (1949).
Appeals to mathematical information theory have often been rejected on the
grounds that information theory is concerned with the capacity of channels
to convey information, not with the particular information they carry. Fred
Dretske (1981, see also 1983 and the commentaries following), however,
argued that there is a useful insight in information theory that can be ex-
ploited. This is the idea that one state carries information about another just
to the degree that it is lawfully dependent on that other state. Dretske pro-
posed that if there is a deterministic and lawful relationship so that [ can in-
fer from the signal that it had a particular cause, then the signal gives me
information about that cause. The lawful relationship between cause and signal
accounts, he maintained, for the signal being about the cause. Thus, aboutness
is not a unique feature of mental states, but is found in all causal relationships:

Any physical system, then, whose internal states are lawfully dependent, in some
statistically significant way, on the value of an external magnitude (in the way
a properly connected measuring instrument is sensitive to the value of the quan-
tity it is designed to measure) qualifies as an intentional system. (Dretske, 1980,
p. 286) ’

The challenge, as Dretske saw it, is not to explain how something could
manifest intentionality, but to explain how something could exhibit the right
kind of intentionality to be a mind. What is characteristic of our mental states
is not that they have content, but the specific contents they have. A typical
measuring instrument generally carries much more information than we, the
users, acquire from it. It carries information about every step in the causal
aetiology of the instrument’s reading. Our cognitive states distinguish be-
tween different contents that are indiscriminately recorded by typical measur-
ing instruments. The contents of the mental state are the properties measured;
not all the causally necessary intermediate states. To capture this difference,
Dretske (1983) distinguished between what he calls “digital” and “analog”
information in perception:

In passing from the sensory to the cognitive representation (from seeing the
apple to realizing that it is an apple), there is a systematic stripping away of
components of information (relating to size, color, orientation, surroundings),
which makes the experience of the apple the phenomenally rich thing we know
it to be, in order to feature one component of this information—the informa-
tion that it is an apple. Digitalization (of, for example, the information that s
is an apple) is a process whereby a picce of information is taken from a richer
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matrix of information in the sensory representation (where it is held in what
I call “analog” form) and featured to the exclusion of all else. (p. 61)

Dretske reversed the normal way we think about intentionality. His causal
analysis makes almost every state intentional and so, rather than asking how
some states come to have the unique characteristic of intentionality, Dret-
ske’s task is to explain how some status have focused and limited intentionali~
ty. In his analysis, Dretske emphasized the relational side of intentionality
(see p. 43), and this raises the question of whether Dretske can account for
intentional states that fail to refer to anything real. The problem can be recog-
nized by viewing Dretske’s account in the manner he intends—as part of an
epistemological project designed to explain what knowledge is and how it
is possible. In epistemology, too, Dretske reversed the normal strategy, which
is to start with belief and to ask under what conditions a belief counts as
knowledge. In Dretske’s account, all informational states automatically carry
knowledge; the challenge is to show how we could come to have false beliefs.
This involves showing how the extraction process can go wrong and so
misrepresent things in the world.

Many commentators on Dretske’s account claim that his treatment of false
beliefs and failures of reference as due to distortions of otherwise veridical
knowledge and referential information is misguided. An implication of Dret-
ske’s approach would seem to be that in order to possess knowledge we sim-
ply need to remove the errors induced by our cognitive system. Then we
can regain the Eden in which we possessed uncorrupted information (see
Churchland & Churchland, 1983). This seems to denigrate the mind by view-
ing it as a distorting agency, both as regarding knowledge and intentionali-
ty. Such a view is at odds with an evolutionary perspective, which would
construe the minds of higher organisms as improving the organism’s ability
to gain information, not imposing distortion.!2

Although many philosophers (e.g., Fodor, 1984) maintain that Dretske
has approached intentionality in the wrong manner, his approach certainly
has an allure. It makes the “aboutness’ aspect of intentionality totally natural
insofar as it emerges as an aspect of ordinary causal relationships. This ap-
proach would be particularly attractive if it did not seem to reduce mental
states to potentially distorted products of reliable input states. John Heil (1983)
developed an account that is similar in some respects to Dretske’s, but that

2 Another philosopher, Sayre (1986), attempted to combine the mathematical theory of in-
formation with an evolutionary perspective in order to account for the intentionality of percep-
tion. The main contribution of the perceptual system, for Sayre, is to focus on and track specific
sources of infortation in the environment so that the resulting states in the brain provide the
organism with information about relevant parts of the environment. An evolutionary perspec-
tive figures in Sayre’s account because he considered how organisms have evolved the ability
to acquire focused, relevant information from their environment. For discussion, see the com-
mentaries that follow Sayre’s paper and his response.
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introduces cognitive components in a more constitutive manner. He agreed
with Dretske and with the psychologist J. ]. Gibson (1979) in treating infor-
mation as something that is present in our environment and available to be
“picked up” by cognitive agents. Like Dretske and Gibson, Heil treated the
pickup of information as causally generating mental states of the cognizer.
However, he differs from both in characterizing these mental states in a neo-
Kantian fashion (chapter 1), maintaining that mental states result only once
perceptual experience is conceptualized using concepts supplied by the agent.
The position is not totally Kantian, however, in that he insists that the pro-
cess of conceptualization is not inferential, but causal. Given both the percep-
tual apparatus of the cognizer and his or her conceptual framework, the in-
formation in the sensory stimulus causes beliefs in the person. Thus, Heil
disagrees with Dretske when Heil holds that the information in the environ-
ment is not intentional because it is not conceptualized. Yet, for Heil also,
information figures centrally in explaining the intentionality of mental states.
It serves to connect states of the agent to features of an environment. In the
last part of this chapter I discuss how a related view of the relationship bet-
ween organism and environment can figure in an analysis of intentionality.

THE BIOLOGICAL REDUCTION APPROACH

Although Dretske’s analysis tries to show that intentionality is a feature of
nature generally, John Searle has argued that it is a feature found only in cer-
tain biological systems and so requires a biological, not cognitive science,
explanation. In defending a biological analysis, Searle does not tell us what
features of biological systems make them intentional (indeed, I argue later
that it is a peculiar feature of Searle’s position that he cannot logically at-
tempt this). Rather, he simply maintains that only a biological theory could
explain intentionality.

Searle characterizes intentionality by drawing upon the analysis of speech
acts which he had developed previously (Searle, 1969, 1979; see chapter 2,
this volume). The intentionality of both speech acts and intentional states,
for Searle, consists in what he called their “directionality of fit.” Some speech
acts and mental states are supposed to correspond to the way the world is,
whereas others impose a burden on the world to correspond to them. A belief,
for example, is supposed to correspond to the way the world is, but a com-
mand imposes a burden on the world to correspond to it. In many mental
states there is a causal connection as well as the semantic relation between
the intentional state and the world. Thus, perceptual experiences depend
causally on things in the world while commands may cause certain effe‘cts
in the world. Scarle (1981) portrayed these causal connections as reversing
the direction of fit relations:
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perceptual experiences have the mind-to-world direction of fit and the world-
to-mind direction of causation (roughly, that means that they are satisfied only
if the world is as it perceptually seems to be and if its being that way causes
its perceptually seeming that way), whereas intentions in action are exactly op-
posite in both direction of fit and direction of causation. They have world-to-
mind direction of fit and mind-to-world direction of causation {that means that
they are satisfied only if the world comes to be the way one tries to make it
be and if its coming to be that way is caused by one’s trying to make it that

way. (p. 729)

Although he treated the analysis of speech acts as providing a useful model
for developing the analysis of intentionality, Searle insisted that intentionality
of mental states is more basic. Language does not have what Searle termed
“intrinsic intentionality” but only “derived intentionality,” which it acquires
from the underlying mental state. Searle does not offer a positive account
of what intrinsic intentionality is, but settled for showing us what lacks it.
Like speech acts, Searle maintained that computers only have derived inten-
tionality. He rejected the Computational Theory of Mind because he main-
tained that computational processes are insufficient to account for intrinsic
intentionality.

Searle argued for these claims by presenting a Gedankenexperiment (thought
experiment) in which he imagined himself playing the role of a computer
that is programmed to answer questions about a story (here I simplify a
bit'*). The crucial element in Searle’s account is that both the story, the
questions, and Searle’s output are all in Chinese, a language he does not
understand. He was able to “answer” the questions only because, along with
the Chinese symbols that contain the story and the questions, he received
rules stated in English that told him how to produce new strings of symbols
depending on the strings he found in the story and question lists. The whole
arrangement is so cleverly designed that while Searle believed he was only
manipulating symbols and did not know that he was answering questions in
Chinese about a story in Chinese, he was in fact producing perfectly coherent
output that native speakers of Chinese would find authentic. Searle contended
that because he did not understand what he was doing, his symbol manipu-~
lating activities could not be counted as intentional in the sense of being about

Searle’s Gedankenexperiment is intended to replicate the structure of Schank and
Abelson’s (1977) design for story understanding programs. Schank proposed that we, as well
as computer programs, could understand stories by using “scripts,” which are structures for
representing information in terms of general features of certain types of events. The useful thing
about scripts is that they contain default information about what would happen in certain kinds
of episodes. We can use this information to supplement what we are actually told in the story.
The fact we or a program use scripts in understanding 2 story is supposed to explain how we
are able to answer questions about a story where the information was never explicitly stated
in the story. For simplicity | have left the scripts out of Scarle’s Gedankenexperiment,
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what the story is about (as it would be if the story and questions had been
presented in English). Because he was executing all the formal symbol ma-
nipulation posited by a computational analysis and yet did not understand,
the computational analysis is inadequate:

In the Chinese case I have everything that artificial intelligence can put into
me by way of a program, and I understand nothing; in the English case [ under-
stand everything, and there is so far no reason at all to suppose that my under-
standing has anything to do with computer programs—i.e., with computational
operations on purely formally specified elements. As long as the program is
defined in terms of computational operations on purely formally defined ele-
ments, what the example suggests is that these by themselves have no interesting
connections with understanding. They are certainly not sufficient conditions, and
not the slightest reason has been given to suppose that they are necessary con-~
ditions or even that they make a significant contribution to understanding.

(Searle, 1980/1981, p. 286)

This argument is intended to undercut the claim that cognitive scientists
who try to understand cognition by analyzing the program used by the mind
are able to explain the intentionality of mental states. Searle defended his in-
terpretation of the Chinese Room Gedankenexperiment against a nu:}lber of
possible objections. Because one of these objections is particularly likely to
occur to readers, it is worth briefly considering. The objection is that while
Searle did not know Chinese, he, together with the rules for processing the
questions to produce the answers, does. Searle responded that having the rules
external to him is incidental—he could perfectly well memorize them. He
would still not understand Chinese. He would only behave like someone who
understood Chinese. Searle’s intuition seems sound—most people would not
claim to understand Chinese or mean their answers to be about things if they
operated in this fashion. But perhaps this is because Searle’s Gedankenexperi-
ment falsely represents the kinds of rules needed to understand language. He
required a separate rule for each question and story for which an answer is
to be given. Such a set of rules could not, in principle, provide answers to
the infinite variety of questions and stories that a Chinese person could answer.
If we were dealing with a set of rules that might actually suffice for carrying
on the kind of conversation Searle imagined, it is far from clear that Searle
could convince us that the system does not understand Chinese. The rules
might just encode what is required to understand Chinese!'

Although Searle’s case is intended to count against the adequacy of the
Computational Theory of Mind, his claim that a formal system is insuffi-
cient to account for intentionality is not really that contentious. We already

4See Harnad, 1987; for other responses to Scarle’s Chinese Room example, see Bynum
(1985), Carleton (1984), ey (19806), Russow (1984), and Thagard (1985).
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saw that the Computational Theory left the question of the intentionality
of the formal symbols totally unexplained. What is more surprising is Searle’s
claim that computational theories do not play any role in explaining inten-~
tional behavior. Computational theories are intended to characterize the kind
of internal processes occurring within a system that enable it to behave in
the appropriate way. If computational accounts are incorrect, some account
of what it is that enables certain sorts of systems to show intentionality seems
called for. Searle’s response to this issue is to claim that by default it must
be the biology of a system that equips it to exhibit intentionality:

It is not because I am the instantiation of a computer program that I am able
to understand English and have other forms of intentionality (I am, I suppose,
the instantiation of any number of computer programs), but as far as we know
it is because I am a certain sort of organism with a certain biological (i.e., chemical
and physical) structure, and this structure under certain conditions is causally
capable of producing perception, action, understanding, learning and other in-
tentional phenomena. And part of the point of the present argument is that
only something that had those causal powers could have that intentionality.
Perhaps other physical and chemical processes could produce exactly these ef-
fects; perhaps, for example, Martians also have intentionality, but their brains
are made of different stuff. That is an empirical question, rather like the ques-
tion whether photosynthesis can be done by something with a chemistry dif-
ferent from that of chlorophyll. (1980/1981, p. 299; see also Searle, 1984)

The analogy between intentionality and photosynthesis actually under-
cuts Searle’s position. We could not inquire as to whether a substance other
than chlorophyll could produce photosynthesis unless we knew what causal
capacities enabled chlorophyll to do so. Searle would seem obliged to ac-
knowledge that some account will be developed of what interactive capacities
the brain must possess to exhibit intentionality. If someone could develop
an analysis of the causal processes involved in producing intentionality, it
would provide the basis for construction of a program-like theory that
described these processes. Searle, therefore, must simply settle for asserting
that intentional phenomena are biological and not attempt to explain how
biology produces intentionality in the same manner as we can explain chemi-
cally how photosynthesis occurs. Intentionality, therefore, remains a mystery
on Searle’s analysis.

THE INTENTIONAL STANCE APPROACH

Dennett (1971/1978) adopted an approach to intentionality that is radically
different from those we have examined so far. He contended that when we
characterize a system, cither natural or artificial, in terms of beliefs and desires,
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we adopt what he called “‘the intentional stance.” This is the perspective from
which we typically view people in daily life, and Dennett maintained that
it will sometimes prove useful to view other systems in a like manner. This
perspective is not only convenient when we are trying to predict how a per-
son or other system might behave, but it can also be useful when we want
to explain why such a system behaved as it did. To develop the explanation,
however, we must change perspectives and adopt what Dennett referred
to as the ““design stance.” From the design stance we describe the mechanical
activities in the system that enable it to perform as an intentional system.
(In discussing Homuncular Functionalism in Chapter 7 describe Dennett’s
strategy for going from the intentional stance to the design stance in greater
detail.)

Although maintaining that the intentional stance in which we characterize
systems in terms of beliefs and desires is often useful to us, Dennett also con-
tended that no systems, ourselves included, are really intentional. The view
that the entities we posit are fictitious and do not really exist is commonly
called “instrumentalism.” Although Dennett thus seems to be an instrumen-
talist about intentional attributions of beliefs and desires, he only reluctantly
accepted this label. He is reluctant because he maintained that we cannot do
without the intentional stance, either in practice or in principle. From the
intentional stance, he claimed, we acquire information that would not be
available otherwise. Moreover, this information is about “something perfectly
objective: the patterns in human behavior that are described from the inten-
tional stance, and only from that stance, and which support generalizations
and predictions” (Dennett, 1981c, p. 64).

One aspect of Dennett’s discussion of the intentional stance makes it ap-
pear nearly vacuous. Dennett said that we can adopt the intentional stance
toward almost anything. For example, we can attribute to a bookcase the
desire to keep books in a convenient place and the belief that staying just
as it is will accomplish this. This use of the intentional stance imparts no useful
information. But Dennett contended that when dealing with systems like
human beings, attributions of belief and desire are not nearly so trivial and
the intentional stance provides important theoretical information. It tells us
how the system is related to its environment—what information it has ac~-
quired and what actions it is disposed to perform. This leads us to say “that
the organism continuously mirrors the environment, or that there is a represen-
tation of the environment in—or implicit in—the organization of the system”
(Dennett, 1981¢, p. 70). In order for a system to stand in such a relation to
its environment, it must have sufficient internal resources and hence the “ap-
parently shallow and instrumentalistic criterion of belief puts a severe con~
straint on the internal constitution of a genuine believer, and thus yields a
robust version of belief after all” (p. 68).

Jiven that he takes intentional ascriptions to be useful, it would seem that
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Dennett should treat beliefs and desires to be real. {See Richardson, 1980
for reasons why Dennett should be a realist about the intentional stance.),
Dennett, however, cited a number of reasons for not being a realist. One
of the most important draws upon Putnam’s Twin Earth argument, which
we -discussed previously. As that argument tried to show, the way in which
we interpret the content of the mental states of a system may depend on things
exte‘rnal to it. For Dennett, this shows that intentional ascriptions are
environment-relative and so are not intrinsic characterizations of a system.
Th1s suggests that what Dennett is actually opposed to is not the reality of
intentional states like beliefs and desires, but the view that these are internal
states of the system. In fact, Dennett said that “beliefis a perfectly objective
phenomenon.” What he denied was that it is a “perfectly objective internal
matter of fact” (Dennett, 1981c, p. 55). It is computational theories like
Fodor’s that treat intentional states as internal states, and so it is the com-
Putational view that Dennett seems to be opposing in rejecting realism toward
intentional states. This is brought out clearly in a passage in Dennett’s (1977)
review of Fodor’s Language of Thought:

In a recent conversation with the designer of a chess-playing programme I heard
the following criticism of a rival programme: ‘It thinks it should get its queen
out early’. This ascribes a propositional attitude to the programme in a very
useful and predictive way, for as the designer went on to say, one can usually
count on chasing that queen around the board. But for all the many levels of
explicit representation to be found in that programme, nowhere is anything
roughly synonymous with ‘I should get my queen out early” explicitly tokened.
The level of analysis to which the designer’s remark belongs describes features
of the programme that are, in an entirely innocent way, emergent properties
of the computational processes that have ‘engineering reality’. I see no reason

to believe that the relationship between belief-talk and psychological process
talk will be more direct. (p. 279)

What else could intentional states be if they are not internal states of a
system? As I have argued elsewhere (Bechtel, 1985a), Dennett’s argument
that intentional attributions depend on the system’s environment suggests
an answer. We could construe beliefs and other intentional states as relational
states holding between a system and its environment. Attributions of beliefs
and desires would not then describe internal states of a system, but describe
how it relates to an environment. A system would have a belief about water
if it stood in the appropriate relationship to water.

This proposal, however, must be qualified. In discussing Brentano (chapter
3 this volume) we noted that a relational view of intentionality is problematic
because one of the important features of intentional states is that they can
represent nonexistent phenomena. A system could not possibly stand in a
relation to something that docs not exist. Although this would seem to doom
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the approach I have just suggested, it does not. To avoid this obstacle we
must first adopt a holistic, not an atomistic, interpretation of mental states
(in the spirit of Quine and Davidson—see chapter 2). It is only the whole
set of a person’s cognitive states that we should try to relate to the environ-
ment. Next, we can appeal to a concept of a notional world that Dennett
(1982) has introduced. Dennett introduces this notion in order to specify what
is represented in a person’s mental state. A notional world is not the actual
world, but a possible world (see chapter 2) in which all the beliefs a person
had would be true and all of his or her desires would be reasonable. To iden-
tify such worlds, Dennett proposed that we start with the actual world and
consider how we could modify it in order to render a person’s false beliefs
true and his or her unreasonable desires reasonable. The modified worlds that
meet these conditions are the person’s notional worlds.

Notional worlds allow us to characterize a person’s intentional states rela-
tionally without having to relate all of them to the actual world. To see how
this is done it will be useful to view a person’s mental states as comparable
to biological traits. Just as we evaluate biological traits in terms of how adap-
tive they make an organism to an environment, so we can evaluate beliefs
in terms of how adapted they make the system to its environment. Just as
some biological traits are well suited to the organism’s environment, so some
beliefs will be appropriate to the system’s environment because the objects
actually exist in the manner specified. In this case the relational account can
be applied without difficulty. Some biological traits are not well adapted and
yet we can determine what kind of environment they would be adapted to.
We do the comparable thing for false beliefs when we posit a notional world.
Although there are not states in the world to which these beliefs relate, we
can say what kinds of possible states they would relate to and how these dif-
fer from the states that do exist.!s

The tool of notional worlds thus provides a way to construe Dennett’s

15Dennett also offered two additional arguments for an instrumentalistic treatment of in-
tentional states, both of which can also be handled by the kind of account sketched here. One
argument relies on the fact that no actual system is fully rational, whereas the intentional stance
assumes full rationality. This, however, can be answered by treating our initial intentional ascrip-
tions as idealizations, much like the idealized gas laws used in physics. In a realistic account,
these would be modified as necessary to describe a person’s actual mental life in much the way
psychologists of reasoning have proposed theories of how we reason that account for devia-
tions from normative logic (see Kahneman, Slovic, & Tversky, 1982). For a different critical
response to this argument of Dennett and general doubts about using the rationality assump-
tion to ground intentional interpretations, see Stich (1981) and Dennett (1981b) for a reply. Den-
nett’s other argument pointed out that belief ascriptions are sometimes quite indefinite so that
we may describe two people as believing the same thing (Dennett and a chemist both believe
salt is sodium chloride) even though there may be major differences in how their belief relates
to other beliefs (e.g., Dennett cannot use this belief to solve chemical problems whereas the
chemist ean). This problem, however, is dealt with using the tool of notional worlds which
reveal differences in the range of worlds to which the people are adapted.
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postulation of an intentional stance in a realist, noninstrumentalist fashion.
Beliefs and desires generally characterize people in terms of how they relate
to features of their environment, and we account for the differences by noting
how their notional worlds differ from the actual one. (I developed this analysis
further in Bechtel, 1985a.) In this account of Dennett, I have compared in-
tentional properties to adaptive biological properties of organisms. This sug-
gests that we might incorporate an analysis of intentionality within a
generalized evolutionary framework." Although this marks a clear depar-
ture from Dennett’s instrumentalism, it is well within the spirit of other
features of his view. Dennett (1978b), for example, rejects B. F. Skinner’s
behaviorist strictures against postulating intelligent mental operations within
the mind, claiming that postulating intelligent activities in the mind is ac-
ceptable as long as one can give an evolutionary explanation of how the mind
came to acquire these intelligent processes. He also argues that the classical
behaviorist law of effect (that behavior can be modified according to whether
it is rewarded or punished) is simply an internalized form of natural selec-
tion that itself is the product of natural selection!” (Dennett, 1975/1978).

Treating intentional ascriptions of beliefs and desires to a system as charac-
terizing the relation between the cognitive system and its environment has
some important consequences for cognitive science. It argues for (a) differen-
tiating our intentional characterizations of cognitive systems from internal
processing models, but also (b) for understanding cognition in its environmen~
tal and phylogenetic context. I briefly develop these points here.

The first consequence is one we already noted in distinguishing the
Representational Theory of Mind from the Computational Theory. Now we
can see more clearly why intentional ascriptions of beliefs and desires should

$Sayre (1986} offered an alternative approach to embedding an account of intentionality
within an evolutionary perspective (sce footnote 12),

"When Dennett adopted an evolutionary perspective (see Dennett, 1983) he committed
himself to both an adaptationist account of evolution and an optimizing view of natural selec-
tion. An adaptationist view holds that it is appropriate to explain each trait as being selected
because of its contribution to the organism’s fitness, whereas the optimizing interpretation sees
natural selection as producing optimally adapted organisms. These interpretations fit with Den-
nett’s account of the intentional stance, which views it as a normative or ideal perspective.
However, they have been severely criticized within evolutionary biology. Gould and Lewontin
(1979; Lewontin, 1978) argue against adaptationism by noting that not all traits of organisms
are the product of natural selection. To show that something is the product of natural selection
it is necessary to demonstrate in an engineering fashion how selection actually promoted the
trait. Furthermore, evolutionists generally view natural selection as a satisficing process, to use
Simon’s (1955/1979) term. Selection promotes any available traits that contribute to fitness and
does not select only the most adaptive. In developing a realist perspective on the intentional
stance we need to take these evolutionary considerations into account. This requires us to sur-
render both the adaptationist view and the optimizing view and focus on how our cognitive
states actually equip us to deal with the environment and how they occasionally render us
maladaptive.
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be distinguished from internal processing models. Propositional attitudes are
a way of characterizing the cognitive system vis a vis its environment, but
it is not uncommon in science to use different accounts to describe the
behavior of a system and to describe the internal processes that make the
behavior possible. For example, a yeast cell performing fermentation is
described physiologically as metabolizing sugar to produce alcohol, whereas
in biochemistry the reaction is explained in terms of networks of enzymes
and cofactors which together make it possible for a cell to metabolize the
sugar. Similarly, we can view the characterization of how a system relates
to its environment as different from the processing model that explains how
it is able to accomplish this. When we actually try to develop a processing
model, there are several different types we might consider, including the com-
putational model as articulated by Fodor and employed in traditional AL a
syntactic model as described by Stich and employed in much traditional work
in information processing psychology, or a connectionist model as advocated
by some recent theorists and investigated in recent Al. The adequacy of the
processing model is determined by whether it correctly describes the pro-
cesses that operate in real cognitive systems, not by whether it invokes the
formal structure of intentional accounts which describe the behavior of the
cognitive system in its environment.

Although we can thus distinguish the task of developing intentional ac-
counts that invoke propositional attitudes from that of developing process-
ing accounts, this perspective on intentionality also suggests ways in which
the two frameworks need to be related. It is important for those working
on processing accounts to attend to the intentional perspective, in which the
behavior of a cognitive system is characterized in terms of its beliefs and desires
about the environment. It is this intentional perspective that identifies what
aspects of the behavior of a system need to be explained by the processing
account. (What is required is what Darden & Maull, 1977, referred to as an
“interfield theory.” See Bechtel, in press b, chapter 6 for more details on in-
terfield theories.)

From this perspective we can make sense of calls by psychologists like
J.J. Gibson (1979) and Ulric Neisser {1975, 1982) for adopting an ecological
perspective in psychology. They object to an overemphasis on laboratory
research in psychology (e.g., memory studies with nonsense syllables or vi-
sion studies using tachistoscopically presented stimuli), which they view as
not focusing on the really important features of cognitive systems. Both Gib-
son and Neisser argue that in their natural habitats organisms respond not
to the simple stimuli used in laboratory research but to coherent sets of stimuli
that have both spatial extension and temporal duration. Gibson called these
stimuli “affordances” because they present information that afford action to
organisms.

The intentional perspective is similar to Gibson's and Neisser’s ecological
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perspective insofar as it focuses on environmental information to which the
system is responding. But, if we recall Dennett’s account of the relation be-
tween the intentional stance and the design stance, we can also see how the
intentional perspective would relate to information processing accounts at
the design level. We do not need to take the additional step Gibson took when
he coupled his call for an ecological approach with a repudiation of informa-
tion processing approach. (See Fodor & Pylyshyn, 1981, and Hamilyn, 1977,
for arguments that the information processing is still required even if we ac-
cept certain aspects of Gibson's position.) There are internal processes that
enable a cognitive system to have intentional states, and laboratory research
is needed to identify these. What the intentional stance does is provide a
perspective for identifying how the system relates to its environment. Start-
ing from this perspective, that laboratory research can identify what internal
processes enable it to so relate. (See Glotzbach & Heft, 1982, for a related
argument.)

Dennett (1983) proposes that the intentional stance provides a framework
for cognitive ethology, a discipline that seeks to identify the cognitive capa-
cities of particular organisms (and by extension, perhaps, artificial systems)
that are relevant in their natural habitats. Cognitive ethology can generate
what Anderson (1986) referred to as a “cognitive profile” for a species. This
profile provides a description of the different kinds of information an organism
is sensitive to, the kinds of things it can remember, and the ways it can use
that information. It thereby offers a perspective on the organism that lies be-~
tween specific accounts of how the organism behaves in the environment
and the internal processing that produces the behavior. The information col-
lected in the cognitive profile then tells the researcher trying to develop the
internal processing models what capacities need to be explained in the pro-
cessing account. '

Adopting the view that intentional ascriptions characterize organisms in
terms of their beliefs and desires about their environments also allows us to
place our analysis of particular systems in phylogenetic perspective. We can
examine different ways in which organisms have evolved to relate cognitively
to their environment. In the case of humans, language clearly plays a major
role in how we encode our beliefs about our environment and represent our
desires. This raises the question of the extent to which the intentionality of
mental states depends on the availability of language as a vehicle for com-
munication. Philosophers have offered a variety of perspectives on the ques-
tion of whether language is a prerequisite for intentionality or makes use of
prior intentionality (for examples, see Bennett, 1976; Chisholm, 1984; Gau-
ker, 1987; McDowell, 1980; Sellars, 19634; Tennant, 1984); psychologists
have also sometimes provided relevant evidence (e.g., Furth, 1966).

Interest in whether intentionality of mental states is more basic than that
of language has been stimulated by recent work on animal communication,
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especially language research carried out with apes. Although this work has
certainly been controversial, investigations by the Gardners (Gardner & Gard-
ner, 1969) and others suggested that chimpanzees could use linguistic items
intentionally. This finding could be interpreted as evidence for the claim that
the capacity for intentionality exists prior to language learning. However,
a common objection to the early ape language projects was that intense
behavioral shaping was required before the animals could use the linguistic
symbols, and it was not clear that the chimpanzees were really using the sym-~
bols with meaning. This would undercut the claim that the animals already
possessed intentionality. Savage-Rumbaugh (1986) however, provides quite
compelling evidence that the chimpanzees are using their symbols intentional-
ly. Moreover, she is now engaged in pioneering research with pygmy chim-
panzees (Pan paniscus), which demonstrates that members of this rare species,
when provided a suitable environment, are capable of acquiring the use of
symbols with specific meanings without a regimen of specific reinforcement
and even from simply observing use by humans (Savage-Rumbaugh, McDon-
ald, Sevcik, Hopkins, & Rupert, 1986).

The question of whether this indicates prior intentionality remains com-
plex, however, because pygmy chimpanzees also exhibit a reasonably large
set of vocalizations when in their native habitat. These vocalizations may
already be intentional modes of communication and provide the basis for the
animal’s ability to use more complex languages in experimental settings. On
the other hand, other researchers, such as Carolyn Ristau (1983, 1987), have
tried to demonstrate that intentional behavior is found in animals, such as
shore birds, that are clearly nonlinguistic. Although there are fundamental
questions to be addressed about how we assess the intentionality of such
animals, this research suggests that we may be able to examine the develop-
ment of intentionality phylogenetically by looking at how different organisms
have developed different capacities to deal with information in their environ-
ment. One benefit of such a comparative perspective is that understanding the
kinds of cognitive capacities from which our abilities develop can both help
us to characterize accurately our own cognitive capacities, and provide guid-
ance when we try to explain what internal processing makes these cognitive
capacities possible.

SUMMARY OF PHILOSOPHICAL APPROACHES
TO INTENTIONALITY

These last two chapters have focused on what many take to be the defining

‘feature of mental states—their intentionality. In the previous chapter |

presented several different attempts of philosophers to say what is distinc-
tive about intentionality and why intentionality rendered scientific accounts
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of mental states impossible. In this chapter I have presented a variety of pro-
posals philosophers have advanced to explain intentionality within a frame-
work of natural science. I began with the Computational Theory of Mind,
which seeks to use the propositional attitude format for describing mental
states as the basis for generating an account of internal processing. Thus, Fodor
proposes a theory of psychological activities which postulates that people
actually perform inferences in a language of thought. This approach is com-
mon in Al, but it does not explain intentionality. I then presented the
Representational Theory of Mind as a position that maintained that the mind
was intentional and appropriately described in terms of propositional attitudes
but rejected the idea that internal processing involved computation of these
propositions.

I discussed three ways philosophers have tried to explain the representa-
tional capacities of mind—Dretske’s information theoretic approach, Searle’s
biological reduction, and Dennett’s intentional stance approach. Dretske’s
approach used the mathematical theory of information to explain how one
state could be about another. It had the virtue of making intentionality into
a natural phenomenon but seemed problematic insofar as it treated cognitive
capacities principally as introducing distortions into an otherwise veridical
process for knowledge acquisition. An evolutionary perspective would sug-
gest that mental states play a more positive role in generating intentionality.
Searle’s approach linked intentionality to our biological constitution, but it
seemed to make intentionality mysterious. It claimed that intentionality was
a biological phenomenon, but denied that we could explain what makes cer-
tain biological states intentional. Dennett’s intentional stance perspective made
the intentional perspective something we adopt with respect to certain

“systems. What seemed most problematic about his approach was his in-
strumentalism with regard to intentional attributions, but I have suggested
how we might develop a version of Dennett’s approach that views inten-
tional states realistically. It does this by treating them as states of the system
that are adaptive to features of the system’s environment.

Brentano thought that the intentionality of mental states had implications
for what kind of entity we took minds to be. Minds, he claimed, could not

"be physical bodies because physical objects lacked intentionality. Many of
the philosophers discussed in this chapter, however, have tried to show how
intentional states might arise in physical systems. But this points to a fun-
damental question: What is the relation between minds and physical objects?
That is the focus of the next two chapters.

The Mind-Body
Problem: Dualism
and Philosophical
Behaviorism

INTRODUCTION

For three centuries philosophical inquiry has focused particularly on two ques-
tions about minds: What kind of things are minds? and How do minds relate
to bodies? In this chapter and in chapter 6, I explore the major positions
philosophers have advanced to answer these questions. My discussion general-
ly follows the historical order in which these positions were developed because
later positions were often put forward to overcome difficulties thought to
confront earlier positions. One should not conclude from this that the posi-
tions discussed earlier are of only historical interest, however, because each
position still has active advocates both amongst philosophers and practitioners
of various of the cognitive sciences. I begin this chapter with a discussion
of mind-body dualism, which has served as a major foil for those develop-
ing alternative positions. I also examine philosophical behaviorism, which
constitutes one of the earliest attempts to avoid dualism and integrate mental
phenomena into the physical universe.

DUALISM

The term dualism is generally applied to positions that view mental phenomena
as somchow outside the framework of natural science. We need to distinguish
two broad kinds of dualism: substance dualism and property dualism. Substance
dualism considers the mind to be a nonphysical entity separated from the body.
Property dualism is a more modest position that does not postulate nonphysical

b 1-
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entities but that maintains that some of the properties these objects possess
constitute a distinct class of mental properties. Substance dualism is the bet-
ter known position and will be the principal form I discuss in this section.

The very question of whether the mind is a different substance from the
physical body is a legacy of Descartes. By now the Cartesian perspective is
so entrenched in our general culture that many people find it difficult to con-
ceive of an alternative where the question would not arise. However, the
differentiation of mind and body was quite foreign to the Aristotelian perspec-
tive that preceded Descartes. The Aristotelian approach characterized and
classified objects in terms of what they did rather than in terms of their in-
trinsic character. This is perhaps a subtle difference, but it leads to radically
different forms of inquiry. As we saw in chapter 1, Aristotle distinguished
between the matter and Form of an object, but held that any object consisted
of matter organized according to a particular Form. Aristotle’s focus was on
Form, not matter, for it was in terms of its Form that an object was
characterized. This applied not only to inanimate objects but to animate ones
as well. Aristotle spoke of the Form of living things as their psyche or soul.
But Aristotle did not think of the soul as a discrete part of the living organism.
Rather, he viewed it as the defining character of the organism.

For Aristotle, the Form of both animate and inanimate objects is discovered
by observing the kind of activities they perform. Aristotle distinguished three
classes of organisms in terms of the activities they are capable of performing
and hence identified three different kinds of souls. Plants are capable of tak-
ing in nutrients and reproducing and these functions define the vegetative
soul. Animals are not only capable of these activities, but of sensing things
in their environment and of moving about in their environment, and these
functions define the animal soul. Finally, humans are able to reason, which
is the distinctive function of their souls (see De Anima in McKeon, 1941).

Within Aristotelian thinking, there is virtually no temptation to think of
the soul as a distinctive thing that might be separated from the rest of the
organism. (The qualifier ‘“‘virtually” must be added because Aristotle seems,
at least, to play with the idea that the reasoning soul might be capable of
surviving the dissolution of the body.) The scientific revolution of the 16th
and 17th centuries resulted in the rejection of Aristotle’s account of nature
in terms of matter and Form and this ultimately led to a different perspective
on mental activity. Basic to the new physics was a conception of matter as
passive and inert, subject to the forces that impinged on it from without.
The task for physics was to develop laws governing the ways objects af-
fected each other, either by striking them or exerting forces upon them. The
question arose whether this view should be extended to the activities of
animals and humans as well. Many investigators thought it should be. The
17th century English philosopher Thomas Hobbes is perhaps the best known
of those who pressed for a complete account of human activity, including
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thinking, in the same terms as nonanimate physical objects. Even Descartes
was strongly attracted to this prospect. He was fascinated by the behavior
of hydraulic systems and viewed them as possible models of the physiological
processes in humans and other animals. Harvey’s work on the circulation
of the blood, involving a pump pushing fluid through a series of channels,
was a readily available model for Descartes. Descartes advocated a similar
view of the nervous system, construing it as a set of channels through which
animal spirits were circulated. This circulation, he thought, mechanically pro-
duced the physical behavior of living systems.

Descartes, however, contended that this attempt to explain behavior in
physical terms reached an inevitable limit in those human endeavors involv-
ing the use of language and reasoning. He found these human activities to
be so different in kind from those found in the rest of nature that he did not
think they could be explained in the same way. He did not deny that
mechanical systems or other animals (which he took simply to be mechanical
systems) could utter words, but he claimed ‘it never happens that it [a non-
human animal] arranges its speech in various ways in order to reply ap-
propriately to everything that may be said in its presence, as even the lowest
type of man can do” (Descartes, 1637/1970, p. 116). With regard to reason-
ing, he thought that although machines or animals might behave appropriately
in many specific contexts, they would not exhibit the kind of general ra-
tionality that humans exhibit. These differences between humans and other
animals, Descartes thought, could only be explained if we posited a special
kind of substance in human beings—mental substance.

A substance for Descartes is characterized by that basic property that it
cannot lack and still be the same substance. For physical substance, this prop-
erty is extension (i.e., the occupation of space). Descartes claimed that although
we can im%ine that other characteristics of physical objects are radically
changed of eliminated, we must always construe them as occupying some
amount of space. In contrast to physical substance, Descartes considered the
defining property of mental substance to be thinking. Descartes construed
thinking generically, so as to include believing, supposing, hoping, and so
on. (Descartes here includes the same class of activities that we would describe
in propositional attitude discourse and which Brentano would describe as
intentional. See chapter 3.) Descartes maintained that thinking and exten-
sion define two different classes of objects. The radical nature of the split
Descartes envisioned is made clear in his Meditations on First Philosophy. After
casting doubt over as many of his beliefs as possible, Descartes concluded
initially that only his belief that he exists as a thinking thing is beyond doubt.
Although he was able to doubt that he had a body, he was not able to doubt
that he was a mind. Because Descartes could imagine his mind existing
without his body, he concluded that the two are totally separate kinds of
entities.
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Descartes’ dualism has been the object of many objections. One of the
most serious of these focuses on the interaction of mind and body. If the two
sz{bstances are so different, it seems hard to explain how they can interact
with one another—how could thoughts cause physical motions of the body?
Defcartes proposed a solution. He claimed that at a central location in t})l::
brfn'n—the pineal gland—the mind could alter the movements of the animal
spirits flowing through the nerve channels, thereby influencing the activit
of t}'xe body. Although subsequent inquiry has discredited Descartes’ anim:{
spirit theory and has identified a different function for the pineal gland, these
are not the most serious problems with Descartes’s proposed solution. ’There
remains the more basic problem of explaining how two substances whose

properties differ so radically could affect each other. G i
DS T ¢ cn other. Gassendi posed the ob-

[It] still remains to be explained how that union and apparent intermingling
[of mind and body] . . . can be found in you, if you are incorporeal, unextend-
ec! and indivisible. . . . How, at least, can you be united with the brain, or some
minute part in it, which (as has been said) must yet have some magnitude or
ex‘tcnsion, however small it be? If you are wholly without parts how can you
MIX or appear to mix with its minute subdivisions? For there is no mixture
unless each of the things to be mixed has parts that can mix with one another
(Gassendi, 1641/1970, p. 201) -

The same question was put to Descartes by Princess Elizabeth in 1643: “How
can ‘the soul of man, being only a thinking substance, determine his bodily
spirits to perform voluntary actions?” (Kenny, 1970, p. 135).

Descartes maintained that such objections were illegitimate. First, they
assumed that the interaction of mind and body would follow the common
pattern of causal interaction, when it really involves a different sort of in-
teraction altogether. Second, he contended that “the human mind is [not]
capable of conceiving at the same time the distinction and the union between
body and soul, because for this it is necessary to conceive them as 2 single
thing and at the same time to conceive them as two things; and this is ab-
§urd” (Kenny, 1970, p. 142). Most commentators find Descartes’ responses
inadequate. Richardson (1982), however, maintained that they are logically
suf-ﬁcient. He claimed that in his first response Descartes was noting that
ultimately any explanation in terms of forces must stop with some forces
that are taken to be basic, and so contending that we must stop the search
_for explanation of interaction by positing the existence of a2 mode of causal
m'teraction between mind and body. To explicate the second response
Richardson appealed to Descartes’ repeated denial that the relation betweer;
mind and body is comparable to that of a pilot to a ship. Rather, he viewed
the relation as much more intimate. Richardson proposed that Descartes treats
some states as states of the joint substances (thus entities with two natures)
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and not of either alone. He quotes as evidence the following passage from
Descartes:

there are . . . certain things which we experience in ourselves and which should
be attributed neither to the mind nor body alone, but to the close and intimate
union that exists between the body and the mind. . . . Such are the appetites
of hunger, thirst, etc., and also the emotions or passions of the mind which
do not subsist in mind or thought alone . . . and finally all the sensations.
(Descartes, 1644/1970, p. 238)

If these states are states of a joint substance, then insofar as they are in part
states of a physical substance, they can interact with physical substances in
the ordinary manner. Likewise, insofar as they are states of a mental substance,
they can interact with other mental states in the manner appropriate to men-
tal states. Although this makes Descartes’ response appear more coherent than
it has generally been thought to be, there still remains a great mystery in
explaining how the two natures can combine to form one entity. Thus, the
debate over how interaction between mind and body could occur continues.

Although Descartes is often viewed as the paradigmatic dualist, there have
been many others since Descartes. Brentano and William James were two

prominent dualists in the 19th century. In our own day, the philosopher Karl |
Popper and the neurophysiologist John Eccles have jointly advanced a version

of dualism (actually, tri-ism) which they prefer to speak of as “interactionism”

(Popper & Eccles, 1977). Like Descartes, they focus on aspects of mental ac-

tivity which they claim could not be accomplished by physical bodies. One

such aspect is the ability of mental activities to generate abstract objects of
thought, which assume a life of their own. These include mathematical ob-

jects, scientific theories, and works of literature. Popper?® characterized these

objects as constituting a distinct realm that he called “World 3.” World 3

is distinguished from World 1—the world of physical objects—and World

2—the world of mental activity—by the fact that it is governed by normative
principles such as the rules of logic. Popper insisted that principles of logic
have an objective validity whether or not anyone ever follows them and so
postulates that they have objective existence in a realm separate from the
physical world or the world of thought.

The argument that mental activities are distinct from physical activities
follows from the need for an intermediary that can apply information from
World 3 to the physical World 1. Popper claimed that no purely physical
system can grasp the abstract contents of World 3. Hence, there must be men-~
tal activities that grasp World 3 objects and then causally interact with events
in World 1. Critics have taken issue with Popper’s claim that no World 1

'In what follows I focus particularly on the portions of Popper and Eccle's joint book
that were written by Popper.
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objects can interact with abstract objects. Nondualists maintain that there is
nothing problematic in physical objects grasping abstract objects. Even such
clearly physical systems as computers can be so designed as to follow rules
of logic and to reason about scientific theories or works of literature. The
k;)ey. to ;hgir li')eing able to do so is their design, but this design is found in
tnetr physical existence and is not somethi isti

586 3400 hing distinct (see P. S. Churchland,
- To press his position, Popper developed an additional argument that is
intended to show that only interactionism can give the proper account of how
W}')rld 3 principles regulate World 1 activities. The term praper is critical in
this context, because Popper allows that World 3 objects are frequently in-
§tantiated in World 1 objects (e.g., a novel is instantiated in the paper and
ink (?f a book) and hence can affect other World 1 objects in the way World
1 objects normally affect other World 1 objects (e.g., by holding down papers
on which it is placed, etc.). The mode of interaction with which Popper is

concerned involves World 3 objects affecting World 1 objects not because

of their instantiation but because of their content. This argument is presented

as part of a criticism of physicalist theories discussed in the following chapter.

He maintained that such theories must either deny that there are mental events
or render them inefficacious:

We can divide those who uphold the doctrine that men are machines, or a similar
doctrine, into two categories: those who deny the existence of mental events,
or personal experiences, or of consciousness; . . . and those who admit the ex-
istence of mental events, but assert that they are “epiphenomena’”—that
everything can be explained without them, since the material world is causally
closed. (Popper & Eccles, 1977, p. 5)

Because it is implausible to deny the occurrence of mental events altogether,
the only plausible position for a physicalist, according to Popper, is epiphe-
nomenalism. Epiphenomenalism holds that mental states are paired with brain
states, but that there are no causal relations between them. Only brain states
have causal efficacy and so mental states are mute.

2 : .
Poppe; dcfn%es that the performance of logical operations by computers affects his arga-
ments, maintaining that because they are the product of human design, “both the computer

and the laws of logic belong emphatically to what is hete called World 37 (Popper & Eccles,
1977, p. 76). Churchland, however, shows how this response fails:

Does d.:e computer, which is a physical machine, interact with World 3 or not? If it does, then why
not brains? Or does Popper perhaps mean that the functional states of computers really are not physical
states after all? His reply misses enirely the point of the functionalist theory [see chapter 7], which
is that mental states are states described at a high level of functional organization and implc‘mcntcd
in brains. If a frankly physical system such as a computer can follow rules and procedures: can con-
form to mathematical laws, and can deduce conclusions never before deduced by man or machine
then it is plain that one need not hypothesize nonphysical mechanisms merely on the srengih ";'
2 systemt’s capacity to follow rules and logical laws. (1986, p. 341)
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Having construed physicalism as a form of epiphenomenalism, Popper con-
tends that epiphenomenalism is inconsistent with evolutionary theory because,
according to Popper, evolutionary theory is committed to explaining all traits
of species in terms of natural selection. But natural selection can only ex-
plain the emergence of a trait by showing how possession of the trait
systematically provides individuals of the species with the instruments for
survival (Popper & Eccles, 1977, p. 73). Because epiphenomenalism renders
mental activity inefficacious and so useless as an instrument for survival,
evolutionary theory cannot explain the origin of mental activity. Because he
takes evolutionary theory as giving the only plausible account of how traits
could emerge, he contends that the physicalist position is untenable,

This argument is seriously flawed. As I discuss in the next chapter, most
physicalists, especially proponents of the Identity Theory, would reject Pop-
per’s treatment of their position as entailing epiphenomenalism. They main-
tain that mental states simply are physical states and as such provide whatever
benefit the physical states do (Mortensen, 1978). But even if we grant Pop-
per’s interpretation of physicalism, his argument fails. Evolutionary theorists
have proposed mechanisms other than natural selection to explain evolu-
tionary change (Gould & Lewontin, 1979). Moreover, even if we restrict
ourselves to natural selection, the argument fails. Natural selection permits
a trait that is linked to advantageous traits to be favored even if it is nonad-
vantageous itself. A simple biological case illustrates this point. We explain
why plants are green not by showing any advantage to being green but by
showing that the allele responsible for chiorophyll in plants is also responsi-
ble for their green color and showing that possessing chlorophyll is advan-
tageous. We do not requite evolutionary theory to explain both why plants
are green and why they have chiorophyll, or even why chlorophyll causes
plants to be green. We turn to biochemistry to explain that connection; all
evolutionary theory is required to do is explain why having chlorophyll
benefited plants (see Bechtel & Richardson, 1983). Thus, even if mental states
are epiphenomenal to certain kinds of brain states, they could be favored by
selection if those brain states aided organisms in their quest for survival.
Hence, physicalism is not inconsistent with evolutionary theory and we are
not forced to adopt interactionism as the only alternative.

Descartes’ and Popper’s arguments are two of the most common arguments
for dualism, but a number of others (e.g., Polten, 1973) have also been put
forward. Many people are led to dualism by asking: How could the features
of mind we observe in introspection be explained in terms of physical pro-
cesses? By introspection, we notice the qualitative character of our mental
life—that it seems to be filled with images, feelings, and so forth. It also seems
to be characterized by intrinsic intentionality (see discussion of Searle in the
previous chapter). These characteristics appear alien to the physical universe
so that there is an incommensurability between what we recognize in ourselves
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when we perceive an object and the neural activities that are occurring in
our brain. Equally, there seems to be an incommensurability between another
person making reference to a dog and the pattern of neural activity in that
person’s brain.

Nondualists commonly respond to such claims by pointing to other in-
commensurabilities in nature, such as that between living and nonliving
phenomena. They contend that although it once seemed inconceivable that
inert matter could manifest the characteristics of life, that gap has been bridged
by modern biology. Furthermore, introspection may not reliably tell us how
things are. Just as we know that our perceptual mechanisms do not reveal
the essential nature of the external world, it is possible that introspection does
not reveal the real nature of inner experience. Progress in building machines
that simulate human behavior may also lead us to understand what is really
involved when we introspect on our experience.

It is worth noting at this juncture that some people draw their support
for dualism from a quite different sphere. They see a dualist perspective as
essential to our understanding of the moral and religious status of human
beings. For many people, our moral perspective requires that human agents
be free because moral judgments only make sense if agents are free to choose
actions according to their own volitions. Insofar as any form of physicalism
would seem to be deterministic in placing human beings under control of
causal forces in nature, physicalism seems to undercut the potential for human
freedom and thus our moral perspective. Our system of moral judgment,
therefore, seems to require dualism.

A variety of responses have been offered to this kind of argument. One
response is simply to reject the claim that our moral perspectives depend on
human freedom, as B. F. Skinner (1948, 1971) does. Another is to argue that
the form of freedom which is fundamental to our moral perspective is not
incompatible with physicalism. Indeed, there is a philosophical position
known as weak determinism that holds that free will and determinism are com-
patible. This position maintains that the form of freedom necessary for morali-
ty is sufficient freedom from external constraints that we are able to do what
we choose to do (whether or not our choice was determined). When that
condition is met, we can be held morally accountable for our actions. It is
not necessary in addition that the procedure whereby we arrive at our choice
be free. (For a recent philosophical exploration of this issue, see Dennett,
1984b, 1984c.)

So far in this section I have focused on substance dualism, but, as [ noted
at the beginning, a weaker form of dualism exists—property dualism. Prop-
erty dualism holds that some objects have mental properties in addition to
their physical properties. Drawing this distinction between mental and
physical properties allows the property dualist to capture an intuition shared
by most dualists—that there is a distinctive character to mental phenomena—
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and yet reject the object dualist’s claim that we must posita separate substance
in order to capture this difference. Property dualists only insist that mental
properties are differentiable from physical properties. The same object, how-
ever, is able to possess both kinds of properties. '

There are actually a variety of versions of property dualism that differ from
one another in their account of how mental properties relate to physical prop-
erties. One version holds simply that each instance of an entity instantiating
a mental property is an instance of an entity instantiating a Physical proper-
ty, without there being any other connection. Tt}is \{ievs'r is closc}y related
to the position of the Token Identity Theory, which is discussed in chapter
6. A more classical version of property dualism, the dual aspect theory ad-
vanced by Huxley in the 19th century, holds that some events ha}ve two
aspects. Generally, this view embraced epiphenomenalism and fnamtamed
that the mental aspect of the event had no effect on the physical aspect,
although it was sometimes held that the physical aspect caused the. mental
aspect. According to this view, mental properties have the same relative rela-
tion to the operations in a person as displays on a CRT have to the opera-
tions going on within the computer—they simply relatff wh?t is happemr}g
without influencing the course of events. In its time, this eplphenomenal}st
position seemed to possess an important virtue: Because menta! properties
were only caused by physiological properties but difl not ﬁgur§ in the ch:.am
of physiological events, psychology could develop in its floma{n. in relative
autonomy from physiology. However, more recently this position has at-
tracted little interest because it renders mental properties inefficacious. .

Property dualism has recently been revived in a.differ'cnt guise by Kim
(1982a; see also 1978, 1982b). He described the relationship between mental
properties and physical properties as one of supervenience. The.concffpt of
supervenience was originally developed to account for the relationship be-~
tween moral properties and physical properties. Twentieth century n?cfral
philosophers like G. E. Moore and R. M. Hare argued against any definition
of moral properties in nonmoral terms but recognized that it would be
preposterous to allow that two individuals could behave in the same manner
in the same circumstances and one of them be deemed good and the other
evil. The principle of supervenience was introduced to block this possibility.

It holds that if two individuals or acts are alike in all their physical proper-
ties, then they are also alike in their moral properties. For Kim, the attractive
feature of the supervenience model is that it offers a way of explaining how
mental properties of events might relate to physical properties of events. %—Ie
proposed, however, strengthening the classical concept 9f supervenience, in-
troducing the concept of “strong supervenience,” which holds that if in-
dividuals share the same physical properties, then they must share the same
mental propertics.

Kim contended that the supervenience thesis avoids the problem of render-
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ing the mind causally inefficacious. In his view, mental properties have all
the <‘tausa1 effects of the physical properties upon which they supervene. To
exPhcate this point, Kim (1979) compared the supervenience of mental pr.o -
erties on physical properties to the supervenience of the ordinary observablie
properties of physical objects on their physical microstructures. The micro-
structure determines the causal behavior of an object, but we can attribute
tl?e cat-lsality equally to the microstructure and the observable properties.
I,‘lkew1$§, supervenient mental properties have all the causal properties asso-
gated with their underlying physical properties. Thus, through the superven-
ience theory we can recognize the difference between mental properties and
physical ones, allow for the causal efficacy of mental properties, and not have
to explain the interaction of mental and physical. ,

.The most common kind of objection raised against dualism of either the
obJef:t or property sort is that it is metaphysically extravagant. It is construed
as violating Occam’s razor, the principle that we should be parsimonious in
our or?tological assumptions and only postulate those entities necessary for
our science. If we can account for all phenomena without postulating addi-
Flonal mental entities or properties, we should do so. One reason for adher-
ing to Qccam’s razor with regard to the mind is that if the mind or mental
properties are so radically different from physical objects or properties, then
we may have a difficult time studying them through natural science’ The
techniques of scientific research generally, including those of cognitive science
assume that we are dealing with physical mechanisms working in accord witl-;
ordinary physical principles. For this reason even Popper agreed that research
s%xould be grounded on physicalist assumptions. He presented dualism as
mmp?y a position that we will be led to accept as a result of the failures of
physmal research to explain mental phenomena, not a position that should
gulde our research. Given this apparent fruitlessness of dualism as a founda-
tion for science, we need to begin to consider the various non-Dualistic the-
ories that have been advanced to replace it.

PHILOSOPHICAL BEHAVIOCRISM

One 'of the first alternatives to dualism that was carefully worked out was
a position known as philosophical behaviorism. It was popular during much the
same period as psychological behaviorism dominated psychology. Although
Phll'osophical behaviorism and psychological behaviorism are aligned in rge—
_ jecting dualism, behaviorism means something quite different for proponents
of these two positions. For psychologists, behaviorism is an empirical research
program that endeavors to discover laws that can explain behavior of humans
at}d other organisms in terms of occurrent stimuli and an organism's past
history of conditioning. Its distinctive character is that it rejects appeals to
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mental events in order to explain behavior. Whereas psychological behavior-
ism is an empirical research program, philosophical behaviorism is primarily
concerned with the semantics of our common mentalistic vocabulary. It seeks
to explain the meaning of mental terms like belief without having to treat
them as referring to some mental substance. The goal is to translate terms
that purport to refer to mental activity into terms that speak only of behaviors
or propensities to behave in certain ways. Thus, the philosophical behaviorist
does not eliminate mental discourse, but offers a way to legitimize it. Despite
these different objectives, philosophical behaviorists and psychological be-
haviorists have often viewed each other as allies. Skinner (1945), for example,
offered behavioral analyses of mental terms. Philosophical behaviorism and
psychological behaviorism have especially been allied in rejecting the view
(central to cognitivism) that mental events are processes internal to the mind
which cause behavior. In this section, I focus on the position of philosophical
behaviorism and simply note the similarities between it and psychological
behaviorism.

Philosophical behaviorism traces its origins to two broader philosophical
movements discussed in chapter 2. One was Logical Positivism, which pro-
posed to explicate the meaning of sentences used in a science in terms of the
conditions that would verify their truth. One of the goals of the Positivists
was unifying all science. They proposed that if we could reduce discussion
of mental phenomena to discussion of behavior and propensities to behave,
we would both securéthe meaning of mental terms and take the first step
toward unifying psychology with physics. Then the remaining task would
be to reduce discussion of behavior to more basic theories in the physical
sciences.

The second philosophical movement that gave rise to philosophical
behaviorism was Wittgenstein’s analysis of ordinary language. Wittgenstein
construed many philosophical issues, such as the mind-body problem, as
resulting from linguistic confusion. He proposed to do away with such con-
fusion by attending carefully to the ways our language, including our men-
tal idioms, is used in ordinary discourse.

The locus classicus of philosophical behaviorism is Gilbert Ryle’s 1949
monograph The Concept of Mind. In that work Ryle presents philosophical
behaviorism not simply as an alternative to the traditional views of dualism
and materialism, but as doing away altogether with the question of the rela-
tion of mind and body, which he characterized as the issue of “‘the ghost
in the machine.” Ryle characterized the mind-body problem as resulting from
what he labelled a ““category mistake™ because it “represents the facts of mental
life as if they belonged to one logical type or category (or range of types
or categories), when they actually belong to another” (1949, p. 16). Ryle used
an cxample to explicate the notion of a category mistake. Imagine a person

who, having been shown the buildings, faculty, and so on, of a university,
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now asks to see the university. The person assumes that it is another entity
comparable to those already exhibited. Because the term university does not
refer to items in the same category as the terms building and faculty, the per-
son commits a category mistake in looking for the university to be something
of the same kind. Similarly, Ryle claimed that a category mistake is commit-
ted when we look for the mind as a separate component of the body in addi-
tion to its various physical parts, or when we try to identify the mind with
some physical part of the body.

The alternative, according to Ryle, is to recognize that mental and physical
vocabularies belong to different logical types and follow different rules. Men-
tal vocabulary, according to Ryle, does not attempt to describe behavior in
anything like the way physiological vocabulary describes processes occurr-
ing inside of people. Rather, according to Ryle, we use mental vocabulary
to speak about how someone behaves or is likely to behave. Ryle illustrated
this by considering a variety of mental idioms and showing how they can
be accommodated within the general approach he outlines. For example, we
can explicate what we mean when we say that someone believes that it will
rain by pointing to various behavioral propensities, such as the propensity
to carry an umbrella, to cancel plans for a picnic, and the like.?

Wittgenstein (1953), and Malcolm’s interpretations of Wittgenstein (see
Malcolm, 1984), represent further developments of philosophical behaviorism.
Like Ryle, Wittgenstein and Malcolm traced the commonly held view that
the mind must be a special entity to the propensity of philosophers and others
to misuse ordinary language. The corrective for this is careful analysis of the
way language ordinarily functions. One way we misuse language is when
we treat mental terms as referring to events which we then maintain are, by
definition, private (e.g., pains or beliefs). Our ability to use language at all
depends on our using it intersubjectively. When used intersubjectively, other
people can ascertain whether a particular speaker is using it correctly. This
check on accuracy would be lost if mental idioms really referred to private
events. Hence, Wittgenstein and Malcolm maintain that we should reject the
idea that these idioms refer to such private events. (For a recent attack on
this argument, see Chomsky, 1986.)

Wittgenstein and his followers also maintained that we can discover some
of the constraints on the proper use of mental terms by attending to the way
in which they are learned. A dualist might hold that we learn terms like believe
and hope by first recognizing through introspection the states in us that cor-
respond to believing something or hoping for something and then learning
to apply the appropriate labels to those states. Philosophical behaviorists ques-
tion how we could teach another person to connect a term to a state that

3Ryle offers a different kind of analysis of what might be called mental occurrences—events
like experiencing a certain fecling or thinking a particular thought. He proposes to treat events
like thinking as analogous to events like speaking: thinking is talking to oneself,
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only that person can experience. We lack any way of testing to see whether
the person applied the term correctly. The alternative they propose is that
mental terms, such as pain, are learned in a public context where, for exam-
ple, we see people getting hurt. It is such public phenomena that provide
the criteria for the correct use of mental vocabulary.*

The philosophical behaviorist also rejects the view that mental terms
characterize states of the person that possess causal efficacy (e.g., that we do
things because of beliefs). Such mental terms as belief characterize disposi-
tions and, according to Ryle (1949), “to possess a dispositional property is
not to be in a particular state, or to undergo a change” (p. 43). For example,
when we attribute brittleness to an object we are not claiming that it is in
a particular internal state that causes it to break, but only saying that it is
such that it would break easily. Similarly, in attributing a belief to someone
we are not making a claim about the person’s internal states but simply
characterizing the person in terms of what he or she might do in particular
circumstances. The philosophical behaviorist claims that it is wrong to treat
mental states as causes of behavior, We cannot identify the mental states in-
dependently of behavioral states, and so cannot treat them as causes of
behavior (see Malcolm, 1984).

In rejecting internal mental states, philosophical behaviorism is clearly in-
compatible with the cognitive science program of explaining behavior in terms
of processing models. For Ryle, talk of internal processing adds nothing to
what we understand about a person when we know his or her propensities
to behave in specific ways. For Wittgenstein, experimental psychology is a
misguided effort to bring psychological talk within experimental science. His
proposal is that instead we should to try to understand psychological phe-
nomena by examining how language has evolved to deal with human be-
havior.

Like psychological behaviorism, philosophical behaviorism has lost
popularity in recent years. This is largely due to the recognition of apparently
serious difficulties with the position. It is obvious that we cannot simply
translate mental terms into descriptions of behaviors because mental states
such as beliefs do not always manifest themselves in behavior. Philo-
sophical behaviorists tried to equate mental terms with terms ascribing disposi-
tions or propensities to behave in certain ways under appropriate stimuli. For
example, my belief that I have an appointment at 10:00 a.m. might be iden-

*A commonly proposed alternative view is that we see things happening to others that are
similar to things that happen to us and then infer that the other person is feeling as we have
felt in like circumstances. Wittgenstein explicitly rejected this view on the grounds that even
if there were an internal state in us, we would have no grounds for re-identifying it later as
the same state. The reason is that if the state is not public, there is no check on whether we
arc in fact re-identifying the same state. We might actually forget how we used the word before
and identify another state,
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tified not with some behavior I am now doing, but with the propensities
I have to behave in particular ways. For example, if [ have this belief, then
if I notice that my watch reads 9:59, I will suddenly get up and dash out
of the office.

The dispositional analysis does not avoid all problems, however. First,
individual mental states cannot generally be equated with distinct behavioral
dispositions. My belief that I have a 10:00 a.m. appointment will be associated
with a wide variety of dispositions. In fact, this set may be unlimited and
will include a number of dispositions that we would be unlikely to consider
until they arose. For example, if I am detained in the Dean’s office at 9:59
a.m., [ may not get up and dash out, but may request to make a telephone
call.’ There seems to be no end to the variety of such possibilities. The
philosophical behaviorist seems committed to analyzing beliefs in terms of
potentially infinitely long lists of conditional sentences, which introduces fur-
ther problems. One of the purported virtues of philosophical behaviorism
was its account of how we learn to use mental terms through experience.
However, the proposal that mental terms are to be equated with potentially
infinite lists of conditional statements renders that claim dubious, because
we would have to learn this potentially infinite list in order to learn mental
terms.

There is a second problem that is more serious. The conditional sentences
that are supposed to give the meaning equivalences of mental terms almost
inevitably employ mental terms themselves. In the example of my belief that
I have a 10:00 a.m. appointment, I used a conditional sentence about what
would happen if I noticed the time on my watch. The term noticed is also
a mental term, which must in turn be given a translation into conditional
sentences. This suggests that we are caught in a circle of mental terms in which
the behavioral correlates of one term can only be stated by using other men-
tal terms. Critics have argued that we can never get out of this circle because
all purported behavioral translations of mental terms would themselves em-~
ploy mental terms. (See Chisholm, 1957; Geach, 1957.)

A third problem concerns the ways in which we could go about assign-
ing dispositions to agents. We cannot ascribe dispositions except on the basis
of behavior already performed. But, as Armstrong (1968) objects, previous
behavior always underdetermines dispositions. We can always impute a vari-
ety of dispositions to account for any particular behavior. If we take mental
terms to ascribe particular dispositions to agents, then we must assume that
something about the agent fixes what disposition is to be ascribed. This only

5There is a further problem in that this same action, asking to make a phone call, may be
the result of quite different mental states (e.g., believing that the Dean wanted me to acquire
certain information). The same behavioral disposition may thus be linked to an indefinite number
of mental states.
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seems possible if we treat mental terms as referring to determinate inner states
whose character fixes the disposition involved. This, however, violates the
strictures imposed by philosophical behaviorism,

One of the foundations upon which philosophical behaviorism was built,
the verificationist theory of meaning, has also been challenged in recent years.
Quine (1953/1961a) criticized as a dogma of empiricism the assumption that
we could logically define theoretical terms observationally and increasingly
philosophers of science have come to acknowledge that we might have to ac-
cept terms into our scientific vocabulary that cannot be logically reduced to
observational terms. If we give up verificationism in general, there would seem
to be no reason not to do so in the case of mental discourse as well. Doing
so permits the mental terms to be introduced within psychological discourse
in much the same manner as theoretical terms are introduced into a science
(see Fodor, 1968; Geach, 1957; Sellars, 1963b). This, of course, leaves open
the question of what these theoretical terms refer to. In chapter 6 I discuss
some alternative attempts to explicate the reference of mental terms within
a generally physicalistic framework.

AN

INTERMEDIATE SUMMARY
OF THE MIND-BODY PROBLEM

In this chapter [ have examined two philosophical views of the relationship
of mind and brain that have been very influential in shaping discussions of
this issue. Descartes differentiated mind and brain and he and others have
tried to show in what respects the mind is a different kind of entity from
physical objects like the brain. Dualism has encountered a number of prob-
lems in explaining the relation between mind and body and has been accused
of inflating our ontology unnecessarily. Philosophical behaviorism avoids
dualism by denying that mental states are internal states of people. Instead
it tries to analyze mental states in terms of behavioral dispositions, a move
that encounters a number of problems. Both of these views have thus faced
severe criticism so that, while some philosophers still maintain them, most
have pursued other options. Some of these are considered in the next chapter.



The Mind-Body
Problem: Versions
of Materialism

INTRODUCTION

In the previous chapter I introduced the mind-body problem and discussed
two philosophical answers to it. Another traditional answer holds that men-
tal states are states of the brain. This view, which commonly goes by the
names materialism and physicalism, can be traced back at least to Hobbes and
was further developed by Gassendi and LaMettrie in the 17th and 18th cen-
turies. Most contemporary philosophers and probably most cognitive scien-
tists endorse materialism. Since the 1950s, however, philosophers have tried
to state the thesis of materialism more precisely. As a result, they have
developed a variety of different versions of materialism. I examine three con-
temporary versions in this chapter, each of which has a quite different set
of consequences for cognitive science.

MIND-BRAIN TYPE IDENTITY THEORY

The phrase “Identity Theory” properly refers to the approach developed in
the 1950s by U.T. Place (1956/1970), Herbert Feigl (1958/1967, 1960/1970),
and . J. C. Smart (1959/1971) and advocated by a number of philosophers in
the following decade. These theories proposed that mental states were iden-
tical with states of the brain. The qualifying expression “type” has been in-
troduced more recently to distinguish this view from a weaker view that at-
tained prominence in the 1970s and 1980s, known as the “Token Identity
Theory,” which is taken up in a later section. The type/token distinction refers
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to the difference between a class of events (the type) and a specific member
of the class (a token). The term chair identifies a type of object, whereas my
desk chair is a token of that type. The Type Identity Theory holds that all .
instances of a particular type of mental state (e.g., experiencing a certain kind
of pain or seeing a certain color) are identical to instances of a correlated type
of neural event (e.g., a certain pattern of neural firings).

One of the chief inspirations for the Type Identity Theory was work by
neurophysiologists such as Kohler, Penfield, and Hebb, which was seen as
pointing to anisomorphism of phenomenal reports with specific neuropro-
cesses. Feigl construed the philosophers task to be to provide “logical and
epistemological clarification of the concepts by means of which we may for-
mulate and/or interpret those correlations” (1960/1970, p. 35). Epiphenome-
nalist views such as we discussed in the previous chapter provide one way
of interpreting these results. According to epiphenomenalism, the complete
causal analysis of behavior will focus on the interaction of brain events, but
there will be a second set of causal relations according to which some brain
states will produce thomenal states. Feigl rejects epiphenomenalism,
characterizing its treatment of mental states as positing “purely mental
‘danglers’,”” which Feigl called a *“very queer solution”: ““These correspon-
dence laws are peculiar in that they may be said to postulate ‘effects’ (mental
states as dependent variables) which by themselves do not function, or at
least do not seem to be needed, as ‘causes’ (independent variables) for any
observable behavior’ (p. 37). The alternative Feigl advanced is that mental
terms refer to exactly the same states as do the physical terms even though
they describe the states differently: “Utilising Frege’s distinction between
Sinn (‘meaning’, ‘sense’, ‘intension’) and Bedeutung (‘referent’, ‘denwtation’, ‘ex-
tension’), we may say that neurophysiological terms and the corresponding
phenomenal terms, though widely differing in sense, and hence in the modes
of confirmation of statements containing them, do have identical referents
(p- 38). Identity theorists thus invoke Frege’s analysis of identity states (see
chapter 2) to explicate how mental states and physical states can be identical:
Mental idioms and physical idioms are different descriptions of the same states.

One issue discussed in the early literature on the Identity Theory was the
range of mental states to which this account should apply. Place was the first
to propose the Identity Theory but he accepted the philosophical behaviorist’s
identification of some mental states with dispositions. He contended only
that some other mental concepts could not refer to dispositions—he held that
there was “an intractable residue of concepts clustering about the notions
of consciousness, experience, sensation, and mental imagery, where some sort
of inner process story is unavoidable” (1956/1970, p. 43, see also 1988). These
inner processes would be processes in the brain.

Other proponents of the Identity Theory generalized it, however, so as
to hold that all mental terms, including those that the philosophical behaviorist
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had analyzed as referring to dispositions, really referred to brain states. The
extension was very natural. In other disciplines, disposition statements are
often reduced to statements about the internal constitution of the object
possessing the disposition. The brittleness of glass, for example, is identified
with its physical structure. Similarly, identity theorists proposed that it is
the state of the brain that accounts for a person being in a certain mental state
such as having a particular belief (see Armstrong, 1968).

The most difficult problem confronting early proponents of the Identity
Theory was to make clear what the claim that mental states are identical to
brain states means. The Identity Theorist is committed to what Smart (1959/
1971) called identity in the “strict sense,” not mere correlation. (Popper, as
I discussed in the previous chapter, misconstrued the Identity Theorist’s posi-
tion as one of correlation.) Many critics have found the idea of a strict iden-
tity of mental and physical states to be either unintelligible or obviously false
because mental terms and physical terms differ so greatly in their meanings.
The following objection is fairly typical:

To say that consciousness is a form of matter or of motion is to use words
without meaning. The identification of consciousness and motion indeed can
never be refuted; but only because he who does not see the absurdity of such
a statement can never be made to see anything. . . . If he cannot see that, though
consciousness and motion may be related as intimately as you please, we mean
different things by the two words, that though consciousness may be caused
by motion, it is not what we mean by motion anymore than it is green cheese—if
he cannot see this there is no arguing with him. (Pratt, 1922/1957, p. 266)

Objections to the Identity Theory are often presented in terms of Leib-
niz’s Law that, as we saw in chapter 2, holds that if two terms refer to the
same object, then any property that is truly predicated of the object referred
to by the first term must also be truly predicated of the object when referred
to by the second term and vice versa. Critics claim to find a number of prop-
erties that could be attributed either to physical events or to mental events,
but not both. One such property is intentionality (see chapters 3 and 4), which
is thought to apply only to mental events and not to physical events. If it
is true that mental events exhibit intentionality and brain events do not, then
brain events and mental events are not identical. Shaffer (1965) raises this
objection:

when I report that I suddenly remembered that Henry was sick, the intentionality
of this report, i.e., that it is about Henry and his sickness, is an essential part
of it. This intentional feature is lost if we simply report that a particular neural
event had suddenly occurred; such a report would not be about Henry at all,
only about a brain cvent. Of course we could always give these new functions
to brain-cvents, but that would be to redefine physicalistic expressiana, instead
of redefining mentalistic expressions, leaving us where we began. {p. Y5)
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There are a number of other properties that seem to behave similarly. For
example, when we experience an after-image we seem to experience some-
thing with a particular color and shape. Because there is no object with that
color and shape that we actually see, it is common to say that the object ex-
ists in our mind. But we would not say that an object of that color and shape
existed in our brain. Hence, there are objects in the mind that are not in the
brain.

Physical events also have properties that mental events seem to lack. For
example, all physical events have spatial coordinates—they occur at some loca-
tion. But, as Shaffer (1965) claims:

so far as thoughts are concerned, it makes no sense to talk about a thought’s
being located in some place or places in the body. If I report having suddenly
thought something, the question where in my body that thought occurred would
be utterly senseless. (p. 97)

So, Shaffer and others have\concluded, mental events cannot be brain events.

Another common objection to the Identity Theory holds that mental events
and physical events cannot be the same since we are acquainted with them
in different ways. It is claimed that we are directly aware of mental states—
we do not need to perform investigations to find out about them. We have
what is termed privileged access to our mental life. However, we can only find
out about the states of our brains very indirectly, if at all. Because we have
privileged access to our mental events but lack such privileged access to brain
events, critics charge that the two cannot be the same.

Smart’s (1959/1971) classic paper in defense of the Identity Theory con-
sists largely of attempts to rebut objections of this sort by clarifying what
is involved in a claim of identity. To begin with, he maintained, identity claims
are not claims of logical necessity that can be established by analyzing how
we use language. Rather, they are contingent claims that could turn out to
be false. The identity theorist is willing to contemplate the possibility that
mental events could be something other than brain events, but contends that
in us they are brain events. Hence, objections that mental terms and physical
terms have different meanings does not count against the identity thesis. Smart
countered the contention that most people do not know about their brain
processes, whereas they know about their phenomenal state, by claiming that
the Identity Theory does not depend on how people understand the con-
cepts used to express the claim, but only on whether both terms in fact refer
to the same thing. He contended that “there can be contingent statements
of the form ‘A is identical with B’, and a person may well know that
something is an A without knowing that it is a B. An illiterate peasant might
well be able to talk about his sensations without knowing about his brain
processes, just as he can talk about lightning though he knows nothing of
clectricity” (Smart, 1959/1971, p. 58).
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In response to the objection that most people ascribe different properties
to mental experiences than to physical experiences, Smart maintains that this
is simply a feature of our current language use. In the future, we might revise
our language to permit predications of intentionality, for example, to brain
states. Smart himself, in fact, advocated one revision in our language. To
counter the objection that our phenomenal discourse seems to refer to
phenomenal properties (e.g., color properties) that are distinct from physical
properties, Smart proposed what he called “topic-neutral” terminology. Thus,
he recommended translating ““I see a yellowish-orange after-image” into
“There is something going on which is like what is going on when | have my eyes
open, am awake, and there is an orange illuminated in good light in front
of me, that is, when I really see an orange” (Smart, 1959/1971, p. 61). The
point of translating reports into topic-neutral form is to avoid the assump-
tion that these reports are reports about peculiarly mental properties that could
not be identified with physical properties. Smart’s proposal also deals with
the after-image objection. After-image talk suggests that there is an object
corresponding to the image in the mind, but Smart’s topic-neutral rendering
does away with any temptation to say that there is 2 phenomenal object pres-
ent when we see after images. Rather, it leads us to say that what is occur-
ring are simply events like those which occur when we see real, external ob-
jects. Smart’s proposal of topic-neutral translations has been controversial.
For sample criticisms, see Cornman (1962/1971) and Margolis (1978).

As I noted earlier, many of the objections to the Identity Theory have relied
on Leibniz’s Law. Implicitly, what Smart was doing was trying to show that
the demands of Leibniz’s Law can actually be met by appropriate linguistic
maneuvers. Other defenders of the Identity Theory have adopted a different
strategy that denies the applicability of Leibniz’s Law to these contexts. Corn-
man (1962), for example, maintains that, Leibniz’s Law is not violated when
mental predicates are found to be inapplicable to physical states or vice ver-
sa. We would only have a violation if one predication had a different truth
value than the other. But in this case the inapplicable predication is neither
true or false. He took this as showing that we are confronted with a case
of a category mistake such as Ryle described. Cornman, however, drew a
different lesson than Ryle. He maintained that it is legitimate to posit cross-
category identities and that in such cases Leibniz’s Law is simply inapplicable.
He supported this analysis by considering another case:

We talk of the temperature of a gas as being identical with the mean kinetic
energy of the gas molecules. But although we can say that the temperature of
a certain gas is 80° Centigrade, it is surely in some sense a mistake to say that
the mean kinetic energy of the gas molecules is 80° Centigrade. If this mistake
is what I have called a category mistake, then this is a case of cross-category
identity, If it is also a category mistake to talk of a fading or dim brain process,
then we have some grounds for thinking that the identity of mind and body
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would be a cross-category identity, and, therefore, that the Identity Theory
need not involve conceptual difficulties. (Cornman, 1962/1971)

As just noted above, the defenders of the Identity Theory construed the
identity of mental events and physical events as something that is true but
could have been false. Such statements are referred to as contingent. Relying
on his analysis of modal statements (see chapter 2), Saul Kripke (1972) has
argued that contingent identities are impossible. As we saw, Kripke held that
necessary statements are true in all possible worlds, and that a rigid designator
is a term that picks out the same entity in any possible world in which the
entity exists. A nonrigid designator is a term that changes its referent across
possible worlds. (For example, “Jimmy Carter” is a rigid designator. It picks
out the same person in any world in which Carter exists. The term “39th
President of the United States,” however, is not a rigid designator because
another person could have been elected in 1976.) Kripke argued that proper
identity claims must equate tedms that are rigid designators. This entails that
all identity claims are necessary, not contingent because both names will pick
out the same object in each possible world. Having construed all identity
claims as necessary, Kripke argued that mental states cannot be identical to
physical states. He maintained that terms referring to mental states and to
brain states are rigid designators. Because we can stipulate a possible world
in which terms referring to mental states would not refer to the same things
as terms referring to brain states, these rigid designators cannot pick out the
same objects. Hence, they cannot stand in an identity relations.

Although Kripke’s arguments are sophisticated, many philosophers and
probably most empirical researchers find them to be beside the point when
addressing empirical issues. Part of the difficulty stems from the question
of how we determine what are the possible worlds. Kripke’s answer, as we
saw earlier, is that we stipulate possible worlds—we determine what features
of the current world to alter to arrive at the possible world. This treatment
of possible worlds, however, has the unfortunate consequence of making the
evaluation of claims about what is possible depend on our ability to imagine
certain situations. But it is clear that we may think something is possible and
later discover that it is not. People thought the Evening Star could cease to
exist and the Morning Star remain in existence, but we now know that is
not possible. Similarly, although we might conceive of brain states existing
without concomitant mental states, that may not actually be possible.
Linguistic legislation cannot settle that issue. Thus, even if we grant Kripke
the claim that all identities must be necessary identities (a contentious claim
in itself), the rejection of the Identity Theory does not follow. (For other
philosophical criticisms of Kripke's arguments, see Barnette, 1977;:Eglamwﬁ”;;\
1974, 1980; Kirk, 1982; Lycan, 1974; Maxwell, 1978; and Sher, 197:7;){\ "

I noted at the beginning of this discussion that proponents of the idéntity;
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thesis have viewed themselves as giving a logical exposition of research ad-
vances in neuroscience. But neuroscience research, as many critics have noted,
could never establish anything more than a correlation between mental events
and brain events. Whether we adopt a correlation claim (which even dualists
can accept) or an identity claim seems to be an issue that goes beyond the
empirical evidence. Proponents of the Identity Theory often appeal to Oc-
cam’s razor to support their position. Occam’s razor calls upon us to accept
a theory that posits fewer entities rather than one that posits more entities
with no gain in explanatory power. Feigl implicitly was using Occam’s Razor
in the passage quoted earlier in which he commented on the peculiar character
of epiphenomenalism. Smart (1959/1971) referred to it directly in his defense
of the Identity Theory:

Why do I wish to resist {parallelism]? Mainly because of Occam’s razor. It seems
to me that science is increasingly giving us a viewpoint whereby organisms
are able to be seen as physico-chemical mechanisms: it seems that even the
behavior of man himself will one day be explicable in mechanistic terms. There
does seem to be, so far as science is concerned, nothing in the world but in-
creasingly complex arrangements of physical constituents. All except for one
place: consciousness. . . . That everything should be explicable in terms of physics
except the occurrence of sensations seems to me to be frankly unbelievable.

(p. 54)

However, critics of the Identity Theory object that we cannot do with fewer
entities in this case. Mental and physical properties appear differently to us
and we need to explain this difference. This requires positing at least dual
properties if not dual objects.

The debates between identity theorists and their critics seem to result in
a stalemate, with neither side able to convince the other. (For further discus-
sion of the Type Identity Theory, see Enc, 1983; Hill, 1984.) Dennett (1979)
commented on how the issue polarizes people:

The Identity Theory’s defining claim that mental events are not merely parallel
to, coincident with, caused by, or accompaniments of brain events, but are (strict-
ly identical with) brain events, divides people in a curious fashion. To some
people it seems obviously true (though it may take a little fussing with details
to get it properly expressed), and to others it seems just as obviously false. The
former tend to view all attempts to resist the Identity Theory as motivated by
an irrational fear of the advance of the physical sciences, a kind of humanistic
hylephobia, while the latter tend to dismiss identity-theorists as blinded by
misplaced science-worship to the manifest preposterousness of the identity claim.
(p. 252)

Deciding between the identity claim and parallelism may be impossible if
we appeal only to how we describe mental and physical states and people’s
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intuitions as to whether a brain state could possess mental properties and vice
versa. An alternative approach is to construe identity claims as claims made
in the course of scientific research and to consider how scientists typically
evaluate such claims.

Generally, identity claims are made at the outset of scientific research, not
at the end of research. Moreover, Leibniz’s Law is not used to evaluate the
correctness of an identity claim, but to generate new empirical hypotheses
to be investigated. Identity claims often are advanced when investigators think
that there might be an identity between entities previously investigated
separately in different research fields. Leibniz’s Law becomes relevant when
researchers try to use what one field knows about the entity to deal with
problems that originally arose in the other domain. For example, Mendel
(1865) initially posited factors (later called genes) that he took to be responsi-
ble for the inheritance of traits between parents and offspring. Chromosomes,
on the other hand, were identified in cytological research, where the elaborate
procedures involved in meiosis and mitosis suggested that they must play
some important role in inheritance from one cell to the next. Boveri (1905)
and Sutton (1903), on the basis of evidence that abnormal chromosome
distribution led to abnormal development, proposed that chromosomes were
the units of heredity. This generated the identity claim that Mendelian fac-
tors were units on the chromosomes, which then led to the extremely fruit-
ful research program of the Morgan school. Information that was known
about chromosomes was applied to genes and vice versa. The fruitfulness
of the identity claim was something that could only be evaluated as a result
of the research that resulted from it, not at the time it was advanced (see
Bechtel, in press b, chapters 5 & 6; Churchland, 1986; Darden & Maull, 1977;
Wimsatt, 1976). To apply the same perspective to the mind-brain case would
require treating the Identity Theory as a working hypothesis to be further
investigated. If, on the basis of psychophysical identity claims we can use
what is known about mental events to advance our understanding of neural
processes and vice versa, then an identity claim rather than a correlation claim
will have been justified.

In countenancing inner states as causal factors that can be used in explain-
ing behavior, the Identity Theory is certainly more compatible with endeavors
in current cognitive science than was philosophical behaviorism. But the Iden-
tity Theory only licenses appeal to internal events by assuming that types
of mental events are identical with types of neural events. Hence, cognitive
theories are limited to ways of classifying mental events that map unto those
used in neuroscience. Such a connection may undercut the endeavors of
cognitivists because the most fruitful way to classify events for cognitive pur-
poses may not correspond to those required for neuroscience (see Fodor, 1974,
and p. 109, this volume). Morcover, insofar as the Identity Theory was in-
spired by work in neuroscience, there is at least the suggestion that cognitive
theories should parallel neuroscience theories. Thus, the Identity Theory scems
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to give primacy to the neurosciences over the investigations of cognitive
science. At best, cognitive theories might describe in cognitive terms the same
processes neuroscience describes in more physical vocabulary.

One topic on which many recent materialists have taken issue with the
Type Identity Theory has been the assumed correlation of mental events with
physical events. These materialists, however, have disagreed on the proper
response. Eliminative materialists view this as a reason for eliminating mental
talk from our language in favor of talk about our brain whereas advocates
of the Token Identity Theory propose that we should continue to talk about
mental phenomena, but recognize that it is only individual mental events that
can be identified with physical events. They deny that we can correlate types
of mental events with types of physical events. I turn to these positions in
the two sections that follow.

ELIMINATIVE MATERIALISM

Eliminative Materialists begin by claiming that neuroscience research does
not demonstrate the correlation of brain processes with mental processes
claimed by the Type Identity Theory and argue that this as a reason to replace
mental talk with talk about brain states. More pointedly, they contend that
there are no mental phenomena and that those who thought there were were
mistaken.!

In part, Eliminativists see themselves as more thorough-going materialists
than Identity Theorists. Feigl, in a postscript he added 10 years after he
wrote an essay in which he advocated the Identity Theory, repudiated it in
favor of Eliminativism. He did so because he concluded that mental phenom-
ena could not be identified precisely with brain activities. He proposed that
rather than trying to force a tighter integration of mental concepts with physi-
cal concepts, we could begin to use the physical concepts as replacements
for the mental concepts. He predicted that once neuroscience is sufficiently
developed we will no longer need to speak of other people as experiencing
feelings of pleasure and the like, but will instead use the new concepts of
neuroscience {(Feigl, 1958/1967, pp. 141-142).

Paul Feyerabend reached the same conclusion somewhat earlier. Feyera-
bend (1963/1970) maintained that in the very formulation of statements of

1t is useful to compare Eliminativists with Dualists. Both criticize the Identity Theory by
noting that the things we say about mental events are radically different from the things we
say about brain events. Dualists appeal to Leibniz’s Law at this juncture to contend that therefore
mental events cannot be identical to brain events. Eliminative materialists, on the other hand,
see these differences as showing that our mental talk committed us to saying things that were
literally falsc and that we should therefore abandon mental discourse in favor of discourse about
the brain.
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psychophysical identity, the Identity Theorist seemed to be committed tu
nonreducible psychological properties. He endorsed bgs%cally the samie remedy
as Feigl, proposing that we should abandon mentalistic language just " we
abandoned language about devil possession once the modern thcm"y of epilep-
sy was developed. We should replace mentalistic terminology with new ter-
minology drawn from neuroscience. Feyerabend recogm’zecﬁl that many peo-
ple would not be able to accept the suggestion that our ordinary n}enFahstic
discourse might be radically wrong. To illustrate the kind of objecthn he
expected, he quoted J. L. Austin’s (1955-1957/1960) defense of ordinary

language:

Our common stock of words embodies all the distinctions men have found
worth drawing, and the connections they have found worth marking, in the
lifetime of many generations: these surely are likely to be more numerous, more
sound, since they have stood up to the long test of the survival of the fittest,
and more subtle . . . than any that you or I am likely to think up. (p. 182)

Feyerabend (1963/1970) however, is unimpressed by such claims about or-
dinary language:

First of all, such idioms [of ordinary language] are adapted not to facts, but~to
beliefs. If these beliefs are widely accepted; if they are intimately connected with
the fears and the hopes of the community in which they occur; if they are defenfi-
ed, and reinforced with the help of powerful institutions; if one’s whole life
is somehow carried out in accordance with them—then the language represent-
ing them will be regarded as most successful. At the same time the question
of the truth of the beliefs has not been touched.

The second reason why the success of a ‘common’ idiom is not at all on
the same level as is the success of a scientific theory lies in the fact that the
use of such an idiom, even in concrete observational situations, can hardly ever be
regarded as a fest. There is no attempt, as there is in the sciences, to conquer
new fields and to try the theory in them. (p. 144)

Besides this global repudiation of the privileged status of our qrdinary
mental talk, Feyerabend also rejected Descartes’ claim that mental discourse
is infallible in such a manner that if we think we areina certain mental state,
no other evidence could establish that we were not. In contrast, Feyerabend
contended that reports of mental states rely on linguistic idioms and that. we
may need to revise these idioms. Moreover, he contended Fhat our mentalistic
idioms are not theory neutral but encode a theory about private r.ne.ntal events.
Although this theory is deeply entrenched, it may be wrong. If it is, our con-
tinued use of mentalistic discourse perpetuates a myth.

Rorty, in his early writings, concurred with the basic thrust of Feyera-
bend's position. More so than Feyerabend, however, Rorty focused on the
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point of connection between old frameworks and new frameworks and
defended identifying objects specified in the old framework with those
specified in the new framework. He thus advocated what he called the *“disap-
pearance form’ of the Identity Theory, which maintains that as science ad-
vances we introduce new vocabulary to talk about that for which we
previously used another vocabulary. When we do so we recognize that the
old vocabulary is inadequate so that:

the relation in question is not strict identity, but rather the sort of relation which
obtains between, to put it crudely, existent entities and non-existent entities
when reference to the latter once served (some of) the purposes presently served
by reference to the former—the sort of relations that holds, e.g., between *“quan-
tity of caloric fluid” and *“mean kinetic energy of molecules”. There is an ob-
vious sense of “same” in which what used to be called *‘a quantity of caloric
fluid” is the same thing as what is now called a certain mean kinetic energy of
molecules, but there is no reason to think that all features truly predicated of
the one may be sensibly predicated of the other. (Rorty,1965/1971, p. 176)

Rorty also tried to diagnosis why people commonly resist attempts to get
rid of mentalistic vocabulary. He attributed it to the impracticality of sur-
rendering the old idiom in favor of a new scientific vocabulary.? A number
of critics, however, were unsatisfied with this reply. Cornman (1968) and
Bernstein (1968/1971) contended that because sensation talk is used in obser-
vational reports, the language that replaces it will inevitably take over its very
function, and so nothing will actually be eliminated. The new discourse will
still pick out the same mentalistic phenomena; it will simply employ new
words. Rorty rejected this claim. He maintained that the content of what we
report is actually a function of our language and so will change if we change
to a new language: “if we got in the habit of using neurological terms in
place of ‘intense,” ‘sharp,” and ‘throbbing,” then our experience would be of
things having those neurological properties, and not of anything, e.g., in-
tense” (Rorty, 1970/1971, p. 228).

More recently, Rorty (1979) has attempted to differentiate his position from
Feyerabend’s by focusing on how we know about mental states, not what
they are. He takes as his primary target the claim that mental phenomena
are phenomena to which we have privileged access. He maintained that it
is this idea of privileged access to our minds that makes people think that
there is an essential nature to human beings. Rorty denied that we have such

2The inconvenience of ceasing to talk about sensations would be so great that only a fanatical
materialist would think it worth the trouble to cease referring to sensations. If the Identity Theorist
is taken to be predicting that some day “sensation,” “pain,” “mental image."” and the like will drop
out of our vocabulary, he is almost certainly wrong. But if he is saying simiply that, at no greater
cost than an inconvenient linguistic reform, we coufd drop such ternm, he is entirely justified. And
I take this latter ¢lainy to be all that eraditional muterialin has ever desieed. (Rorty, 19681971, p. [85)
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privileged access into what it is to be human. The language we use to describe
our mental states incorporates our theories about what it is to be human,
and these theories represent culturally based decisions. Different cultures
may make different decisions as to what a person is, and will encode these
in their language. Neither philosophy nor science can answer the question
of what it is to be a person and thus settle what language we ought to use,
It is one task of philosophy, according to Rorty, to expose the fact that our
mentalistic idioms encode the decisions made in our culture and do not directly
describe the reality of mental life.

Eliminative Materialism has never been a highly popular position, but it
still retains prominent proponents. Stephen Stich (1983) construed his syn-
tactic theory of the mind (see chapter 4) as an eliminativist position insofar
as it proposes to develop scientific psychology without any reliance on in-
tentionalist folk psychology. Patricia and Paul Churchland, in advancing their
claims for cognitive neuroscience as our best hope for developing a viable
science of the mind, often make claims reminiscent of Feyerabend and Ror-
ty. They have maintained that by continuing to characterize mental events
in terms of propositional attitudes we may hinder our efforts to really under-
stand mental states. Through inquiry into how the brain works, they claimed,
we may learn better ways to describe our mental states. Paul Churchland
in particular has argued that through understanding the neuroprocesses oc-
curring in the brain we may enrich our mental life by, for example, distin-
guishing musical sounds that we conflate at present. (See P. M. Churchland,
1981a, 1985, 1986; P. S. Churchland, 1980b, 1983, 1986; Churchland &
Churchland, 1981. I discuss the Churchlands’ views more fully in Bechtel,
in press b.)?

Insofar as it recommends replacing mentalistic accounts with neuroscience
ones, Eliminative Materialism has negative implications for much work in
cognitive science. Much theorizing in cognitive science employs a clearly men-
talistic perspective (Palmer & Kimchi , 1986), which Eliminative Materialism
maintains is probably mistaken. If Eliminative Materialism is correct, we
should abandon cognitive inquiries and redirect resources to neuroscience,
which has the best hope of explaining how the mind/brain operates.

The basic reason why Eliminativism has not achieved wider acceptance
is that mentalistic arguments play such a central role in our ordinary think-
ing about ourselves as well as in the theories of the social sciences that it seems
impossible to do without them. Kim (1985), for example, pointed to some
of the critical ways in which we employ this mentalistic perspective:

The intentional psychological scheme—that is, the framework of belief, desire,
* A position closcly related to Eliminative Materialism—sociobiology—advocates eliminat-

ing the mentalistic approach in favor of one drawn from cvolutionary biology (see Rosenberg,
1980).
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and will—is one within which we deliberate about ends and means, and assess
the rationality of actions and decisions. It is the framework that makes our nor-
mative and evaluative activities possible. No purely descriptive framework such
as those of neurophysiology or physics, no matter how theoretically comprehen-
sive and predictively powerful, can replace it. As long as we can think of
ourselves as reflective agents capable of deliberation and evaluation—that is,
as long as we regard ourselves as agents capable of acting in accordance with
a norm—we shall not be able to dispense with the intentional framework of
beliefs, wants, and volitions. (p. 386)

Defenders of Eliminative Materialism maintain that such claims on behalf
of our mentalistic idioms are simply guesses about what direction science
and society will follow. What Kim makes clear, however, is that in offering
a replacement for our mentalistic framework, the Eliminativist must show
not only how we can do psychology without mentalism but also how the
social sciences can function without it and how humans can conduct their
lives fmd determine courses of action without it. Although a scenario in which
we give up our basic mentalistic conception of human beings and adopt the
conceptual framework of neuroscience is certainly possible, it strikes most
as profoundly implausible. (For further discussion, see McCauley, 1986.)

There is, moreover, something problematic about the way the Eliminativist
construes the issue. The Eliminativist makes it an either/or matter—either
we maintain our mentalistic perspective or adopt the neuroscience one, but
not both. This, however, may be to conflate issues. It may be that neuro-
science explanations, and even the language of neuroscience, focus at a dif-
ferent level then common sense psychological discourse. Consider again Den~
nett’s distinction (discussed in chapter 4) between intentional psychology and
fiesign-level and physical~level psychology. Following Dennett, I argued that
intentional psychology played a different role than design-stance psychology.
Ifﬂtho'ugh the latter sought to develop internal processing models of cogni-
tion, intentional psychology figured in explaining how an individual dealt
with his or her environment, including other cognitive agents. Much the same
point may be applicable to the controversy over Eliminativism. It may be
that we can both preserve mentalism and develop a neuroscience perspective
even if the two fail to mesh perfectly. The two perspectives will serve dif-
ferent purposes. The final position considered in this chapter, Token Identi-
ty Theory, attempts to show how the two perspectives can both be accepted
even though they differ.

TOKEN IDENTITY THEORIES

Like Elimifxative Materialists, Token Identity Theorists are skeptical of the
Type Identity Theory's claim that rescarch will support a correlation between
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types of phenomena described mentally and types characterized physically,
but they draw a different inference than do Eliminativists. Rather than
repudiating mental discourse, Token Identity Theorists sanction its continued
use by advocating a weaker version of the Identity Theory. They maintain
that every token of a mental event is a token of a neural event, but do not
require that types of mental events be equated with types of neural events.
Thus, the Token Identity Theory holds that (a) every time I am in a par-
ticular mental state, that mental state is identical to a brain state, but (b) on
other occasions when I am in the same mental state I may be in a different
brain state.

Donald Davidson’s position, Anomalous Monism, has been one of the
more controversial versions of the Token Identity Theory. The position holds
that the same event may be both mental and physical (hence, monism), but
that there are no laws relating the mental description with the physical one
(hence, anomalous). Davidson (1970/1980, see also 1973, 1975) put forward
Anomalous Monism as a way to reconcile the following three theses, all of
which he took to be compelling, but which seem inconsistent:

1. The Principle of Causal Interaction, which asserts that “‘at least some mental
events interact causally with physical events.”

2. The Principle of the Nomological Character of Causality, which states that
«where there is causality, there must be a law: events related as cause and
effect fall under strict deterministic law.”

3. The Anomalism of the Mental, which claims that “there are no strict deter-
ministic laws on the basis of which mental events can be predicted and ex-
plained.” (Davidson, 1970/1980, pp. 80-81)

Davidson’s monism held that mental activities are each identical with some
physical activity (generally neurological activities). This is the critical identi-
ty claim that allows Davidson to satisfy the first two theses. Because all mental
events are physical events, they can interact causally with other physical events
and these interactions can be characterized through deterministic physical laws.
The claim that there are no laws relating mental descriptions of events with
their physical descriptions has the consequence that we cannot infer mental
descriptions of events from their physical descriptions.

Davidson’s resolution of the supposed incompatibility between the three
theses has inspired a number of criticisms. Some critics have objected that
Davidson cannot defend his monism claim because we cannot establish the
identity of mental and physical without being able to correlate types. David-
son, however, is not concerned to argue for the identity; he simply posited
it as necessary if we are to accommodate theses 1 and 2. His concern, rather,
is to argue for the lack of laws relating mental and physical descriptions.

In arguing for anomalism Davidson does not deny argue that we might
develop generalizations linking events described mentally with cvents de-
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scribed physically. He simply contended (Davidson, 1970/1980) that these
generalizations will not have the character of law:

The thesis is that the mental is nomologically irreducible: there may be true
general statements relating the mental and the physical, statements that have
the logical form of a law; but they are not lawlike (in a strong sense to be de-
scribed). If by absurdly remote chance we were to stumble on a non-stochastic
true psychophysical generalization, we would have no reason to believe it more
than roughly true. (p. 90)

The reason that the statement would not be lawlike is that the predicates
would be drawn from two different vocabularies that cannot be merged in
a law. Davidson contended that “nomological statements bring together
predicates that we know are made for each other” (p. 93). This only occurs
when they are drawn “from a theory with strong constitutive elements” (p.
94). This claim does not itself establish the anomalism of the mental for we
might think that there are strong constitutive elements linking mental and
physical predicates or that these could be developed. The essential claim in
Davidson’s argument is that such connections are impossible. He maintained
that such divergent principles govern our use of mental and physical vocabu-
lary that we could not integrate them into one theory. Our system of mental
attributions is governed by the principle of rationality, that is, we ascribe
beliefs and desires in such a way as to make other people appear rational.
To do this, we must be free continually to reassess our attributions of mental
predicates and so we cannot tie them strongly to physical properties.*
Davidson’s argument against the possibility of developing constitutive
principles linking psychological and physical vocabularies seems to place
demands on such principles that we would not accept in other areas. In con-
texts where scientists have tried to unite the vocabularies of two different
domains (e.g., the term gene from genetics and the term chromosome from
cytology), they have recognized that their proposals were fallible and might
have to be revised as new evidence became available. There may be cases
where we want the theories of one discipline only to answer to the demands
of that discipline without being constrained by the demands of other
disciplines (see Abrahamsen, 1987; McCauley, 1987b). But there are other
occasions when the constraint imposed by remaining consistent with the
theoretical commitments of related disciplines may be an advantage. Such
constraints may help show which of two competing theories within one

4According to Davidson (1970/1980): The point is . . . that when we use the concepts of
belief, desire, and the rest, we must stand prepared, as the evidence accumulates, to adjust our
theory in the light of considerations of overall cogency: the constitutive ideal of rationality partly
controls each phasc in the evolution of what must be an evolving theory, An arbitrary choice
of translation schemc would preclude such opportunistic tampering of theory, (p. Y8)
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discipline is more likely to be true. Moreover, such constraints may force
us to modify theoretical commitments in one of the disciplines. This, in fact,
is one of the beneficial products of crossing disciplinary boundaries and con-
sulting work in another discipline (see Bechtel, in press b, chapter 6; also
McCauley, 1986). Davidson’s proscription removed psychological theoriz-
ing from any such benefit.

The reason for Davidson’s strong opposition to principles bridging psy-
chology and neuroscience lies in his commitment to the principle of rationality
as the sole foundation of our attempts to interpret agents in psychological
terms (see Davidson, 1973). Behind Davidson’s position lies a particular con-
ception of what psychological discourse involves, a conception that discounts
the status of psychology as a science. The principles of psychology are not
to be the basis for predicting or explaining behavior (which would require
laws), but for developing rational accounts of behavior by interpreting agents
in terms of coherent sets of beliefs and desires. (See Lycan, 1981b, for critical
discussion.)

Davidson’s contention that rationality provides the sole criterion for judg-
ing psychological accounts seems not only unnecessary but wrong. We can
employ rationality as one criterion in developing psychological explanations
without requiring that it be the absolute criterion. We do recognize that both
we and other people are sometimes irrational, but this does not undercut our
ability to develop accounts that interpret our behavior as generally rational.
An important strategy in science is to try to identify entities in multiple ways
so that judgments based on one way of identifying the entities can be tested
using other ways. The principles that emerge are more robust and hence more
credible when this is possible (Campbell, 1966; Cook & Campbell, 1979;
Wimsatt, 1981). Davidson’s reliance on rationality alone as a basis for fixing
mental interpretations forecloses that option. If we reject relying on rationality
alone, however we also undercut Davidson’s case for anomalous monism.

Davidson’s version of the Token Identity Theory leaves a place for
cognitive theories, but at the expense of rendering cognitive accounts non-
scientific. However, other philosophers who have offered different arguments
for favoring Token Identity Theory over Type Identity Theory present a ver-
sion of Token Identity Theory that is far more friendly to cognitive science.
Fodor (1974) and Putnam (1975b) have offered reasons to think that the rela-
tionship between mental types and physical types is such that the same men-
tal event may, under different circumstances, be realized in quite different
physical events. Fodor appealed to the fact that we classify things differently
for different purposes. For example, we may classify objects by color or by
shape, and there is no reason to think the two classifications will correspond.
Similarly, the classifications useful in psychology may be quite different than
those uscful for neuroscicnce. For example, it may be uscful in social
psychology to classify activitics of promise making, which is an activity that
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can be performed through many different physical activities that are not likely
to form one physical typeS

Putnam offered a related argument for the claim that a given mental type
of mental event may be realized by different physical events. He appealed
to the fact that although there are modest differences in the constitution of
our own brains over time and between the brains of different people, we
ascribe the same psychological states to them. Furthermore, comparative
psychologists are quite prepared to ascribe the same psychological states to
members of different species, whose brains are even more different from one
another, and we can imagine ascribing the same states to aliens with totally
different brains. Putnam (1978, 1983) also contemplated the possibility that
the same neurological states may underlie different psychological properties.
He contended that psychological interpretation depends on considerations
external to the system so that the very same system in different environments
will be interpreted differently. Although Putnam’s approach, which makes
psychological ascriptions depend on environmental circumstances, is certainly
controversial, it brings to the fore one of the central factors that has motivated
the development of the Token Identity Theory—the fact that although
psychology and neuroscience may both be characterizing the same states, they
may have different criteria for grouping them into classes.

Token Identity Theory, as developed by Fodor and Putnam, provides an
account of the relation of mind and brain that is more congenial to the
endeavors of current cognitive science than other versions of materialism
because it allows an autonomous domain for cognitive theorizing. This au-
tonomy, however, can also be dangerous if it entails, as some Token Identi-
ty theorists maintain it does, that cognitive theories are incommensurable
with neuroscience theories so that cognitive science cannot learn from neuro-
science or give guidance to neuroscience. A strategy for relating cognitive
science and neuroscience that yet allows some autonomy for cognitive science
is discussed in Bechtel (in press b, chapter 6).

SUMMARY OF VIEWS
ON THE MIND-BODY PROBLEM

In this chapter and in chapter 5, T have surveyed the major philosophical posi-
tions on the relation of mind and body and have explored their significance

5 In discussing dualism in the previous chapter, I noted that property dualism would turn
out to be in many respects quite similar to the Token Identity Theory. We can now appreciate
the similarity. Property dualism maintains that mental properties constitute a distinct class of
properties that will be true of the same events as physical properties. According to the Token
Identity Theory, events may be classified as mental events or as physical events depending on
what properties are attributed to them. This enables us to view the Token Identity Theory as
positing distinct sets of mental and physical properties, which might both be instantiated in the
same individual. Hence, Token Identity Theory is quite similar to property dualism.
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for cognitive science. Object dualism treats minds as radically different kinds
of objects than physical bodies like the brain, and so puts study of mental
activity outside the limits of physical science. The other positions, in con-
trast, all bring mental phenomena within the domain of physical science, but
differ in how they do so. Philosophical behaviorism argues that mental
discourse should be construed as referring to behavior or dispositions to
behave, and not to internal events in the brain. In denying internal process-
ing, it rejects the kinds of explanation advanced in contemporary cognitive
science.

The versions of materialism considered in this chapter all recognize some
form of internal processing and in that respect are more consistent with
research in cognitive science. The Type Identity Theory, however, equates
mental events with physical events occurring within the brain. Although the
identification of mental states with physical states assures the reality of men-
tal states that cognitive science might study, Type Identity Theory would
also entail that the internal processes employed in cognitive accounts would
be isomorphic to the ones used in neuroscience. This gives primacy to neuro-
science over cognitive science. Eliminative Materialism similarly focuses on
the neurological processes occurring in the brain, but maintains that because
these neural accounts are inconsistent with cognitive accounts, we should
forego cognitive accounts in favor of neural ones. Thus, Eliminative Material-
ism would advocate abandoning cognitive science for neuroscience.

Token Identity Theory claims that there can be alternative, incompatible
accounts of the internal activities of cognitive systems—one neural and one
cognitive. Thus, of all the philosophical positions on the mind-body prob-
lem, Token Identity Theory is most compatible with the programs of
cognitive science. The Token Identity Theory does raise the question of how
mental events are to be categorized if this categorization is to be different
from the categorization applied to brain events. Advocates of the Token Iden-
tity Theory have proposed that mental events be advocated functionally. The
philosophical program known as Functionalism has attempted to explain what
this involves. Hence, the next chapter is devoted to examining Functionalism
more closely.
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mind-body problem with which Functionalism is most often coupled is the
Token Identity Theory, which likewise dissociates mental event descriptions
from those applying to physical events.

Using the term Functionalism for this mode of classifying mental events
is prone to cause confusion for social and behavioral scientists. In psychology,
for example, the term was applied to the research program developed at the
turn of the century, most notably at the University of Chicago in the work
of Dewey and Angell. Key to this approach was an evolutionary perspective
that directed psychologists to attend to the use to which an organism put
its cognitive capacities. This evolutionary orientation has been manifest in
many 20th century approaches to psychology, including behaviorism. The
evolutionary perspective of psychological functionalism has not played a ma-
jor role in the philosophical program that goes under the same name. How-
ever, in the last part of this chapter I sketch a version of philosophical Func-
tionalism that does introduce an evolutionary perspective.

There are actually a variety of different versions of philosophical Func-
tionalism current today. [ survey four of these in the first section. Although
Functionalism of one form or another has attracted a broad spectrum of
adherents, it has also aroused a number of criticisms. Thus, in the second
section 1 present some of the major objections to Functionalism and the
answers Functionalists have offered in response. In the last section, I develop
the alternative version previously mentioned.

VARIETIES OF PHILOSOPHICAL
FUNCTIONALISM

The fact that there are 2 variety of forms of Functionalism is not always
recognized, and people tend to conflate the various versions. This situation
can be particularly confusing since proponents of one version often criticize
other versions (and sometimes present their criticisms as criticism of Func-
tionalism generally). Although all versions of Functionalism agree that mental
states are to be identified primarily in terms of their interactions with one
another, they differ mainly over how these interactions are to be specified.
I begin with a view that identifies these interactions in terms of our ordinary
mental discourse and then turn to views that draw their inspiration from con-
temporary research endeavors in cognitive science.

Folk Psychological Functionalism

Folk Psychological Functionalism interprets the conceptual framework as-
sumed in propositional attitude discourse (see chapter 3) as incorporating 2
\theory about the causal factors governing human behavior. (This theory is
called a folk theory because it is supposed to reflect common knowledge, not
scientific knowledge.) David Lewis (1972/1980), suggested that mental terms
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like desire and believe are defined in terms of this theory. To show that there
is really a theory underlying propositional attitudes, it is necessary to codify
it. Lewis proposed that this can be done by articulating a number of platitudes
of the folk psychology captured in propositional attitude discourse:

Think of commonsense psychology as a term-introducing scientific theory,
though one invented long before there was any such institution as professional
science. Collect all the platitudes you can think of regarding the causal rela-
tions of mental states, sensory stimuli, and motor responses. Perhaps we can
think of them as having the form:
When someone is in so-and~so combination of mental states and receives
sensory stimulation of so-and-so kind, he tends with so~and-so probabili-
ty to be caused thereby to go into so-and-so mental states and produce
so-and~s0 motor processes. (p. 212)

Lewis viewed this theory as determining the meanings of our mental terms
in much the same manner as theories in other disciplines determine the mean-
ings of their component terms. For example, in Newtonian mechanics, the
meanings of terms like mass and force are specified in term of laws like “force
= mass X acceleration.’”?

One problem with Lewis’ approach is that if this theory turns out to be
wrong, our whole discourse about mental events will turn out to be vacuous
and nonreferring. (See Wilkes, 1981, who developed this and other criticisms.)
Armstrong (1968, 1984) developed a variation on this approach that avoids
appeal to any implicit theory. He appealed instead to an analysis of our or-
dinary mentalistic vocabulary to define mental terms. He claimed that the
meanings of various mental terms affirm certain causal relations in the same
way as the meanings of terms like “elastic” and “brittle” specify causal
physical contingencies. Part of what we mean when we ascribe to a person
the general belief that “all F are G,” for example, is the expectation that if
the person learns that a4 is F, that would causally generate the belief that 4
is G. These causal relationships define what it is to have a mental state for
Armstrong.

One of the major goals of this form of Functionalism is to show how we
understand the meaning of ordinary mental terms without appealing to
philosophical behaviorism and without knowing the nature of the underly-
ing brain states. These terms specify a nexus of causal agents which we in-

2To bring out the abstract character of this kind of theory, Lewis proposed using the Ram-
sified version of the theory that results from replacing the theoretical terms of the theory with
variables bound by existential quantifiers. The point of this is to de-mystify the theoretical terms
and show that their role in the theory is fully characterizable in terms of the interactions described
by the theory and not any intrinsic properties.
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voke to explain the behavior of cognitive agents.> Folk Psychological Func-
tionalism does seem to perform this task successfully. The deeper question,
however, is whether these analyses will be of any use in developing scien-
tific accounts of how cognitive systems operate. Some philosophers, such
as Fodor, view folk psychology as a starting point for developing such scien-
tific theories. But to develop these analyses as scientific endeavors it is
necessary to go beyond analyses of ordinary psychological vocabulary. We
need to develop new theoretical perspectives that can be tested empirically.
In developing such scientific theories, functional analyses may play a different
role, suggesting how such theories are to be structured. The following three
versions of Functionalism were developed in that spirit.

Machine Table Functionalism

Machine Table Functionalism is one of the earliest versions of Functionalism,
developed primarily by Putnam (1960). A Turing Machine (see Turing, 1937)
is a simple device that consists of:

1. a potentially infinitely-long tape containing a linear sequence of squares,
on each of which one of a finite set of symbols can be written,

2. an execution unit, which can be in one of a finite number of internal
states, and

3. an indicator that points to one of the squares on the tape.

The activities of the execution unit are directed by a finite set of conditional
rules that specify an action to be performed, given the particular symbol that
appears in the indicated square and the internal state of the execution unit.
The action consists of writing the same or different symbol in the square, mov-
ing to an adjoining square, and maintaining or changing the internal state
of the execution unit (see Fig. 7.1). If the machine has no instruction for its
current state and number on the tape, it stops. The total operating capacity

3Lewis compared the way in which this theory is presented to a story a detective might
tell about the death of a certain Mr. Body:

X, Y and Z conspired to murder Mr. Body. Seventeen years ago, in the gold fields of Uganda, X
was Body's partner. . . . Last week, Y and Z conferred in a bar in Reading. . . . Tuesday night at
11:17, Y went to the attic and set a time bomb. . .. Seventeen minutes later, X met Z in the billiard
room and gave him the lead pipe. . . . Just when the bomb went off in the attic, X fired three shots
into the study through the French windows. (Lewis, 1972, p. 208)

Just as we can follow this story without knowing who X, Y, and Z are, Lewis contended that
we can follow ordinary discourse about the causal relation of mental events without knowing
what neural processes bring them about.
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a0 = 1La
at = 1Le
bO—* ORa
b1~ 1Rd
¢0— 1Rb

z1 > ORs

F.IG. 7 1A A simple Turing Machine. On each square of the poten-
tially infinitely long tape appeats gither a 0 or a 7. The pointer of
the e{(ecution unit is pointed at a square containing a8 0. The g in
t!'xe trlapgular part of the execution unit indicates that the execu-
t!op unitis in state 8. The conditional rules which govern the ac-
tavm‘f of the execution unit are stated in the boxed part of the ex-.
ecutlfafa unit. The letter and number before the arrow specify the
f;o.rwdltlons under which the rule applies {e.g., when the executive
Is in state a and the pointer is pointing at a 0). The sequence after
the arrow indicates what number the execution unit should write

on the square to which it is currently pointing, whether it should

move left or right, and what state it should then enter. The first

tule, which applies to the situation pictured, tells the head to write
a 7 on the square to which it is currently pointing, move left one
square, and enter (remain in) state a.

of a particular Turing Machine can be summarized in a Machine Table that
presents ‘the conditional rules that govern the behavior of the system. A proba-
lem is given to a Turing Machine by specifying the initial symbois on the
tape, and the symbols on the tape when the machine stops (if it does) repre-
sent its s'olution. Putnam was initially interested in Turing Machines becZus
the relation of the program governing the operation of the Turing Machi .
seemed to stand in much the same relation to the physical device a% the zmrlllg
stands to the brain. He thought that by appealing to this analogy he could
defuse much of the concern about the ontological status of the mind, because
there seems to be no reason to be a Dualist with respect to a Turin I:/Iachi
and the cases seem quite comparable. : "
Turing Machines have taken on additional interest in discussions about
the character of the mind as a result of the argument, due to Turing and
Church, that as long as the processes carried out by the mind are effccfivel
computable ones, there is a Turing Machine that will be bchnviorallz
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equivalent to the mind.* This suggests that we can specify the activities of
the mind in a Turing Machine table and that we might identify mental states
with states or disjunction of states of a machine specified by the machine table
{thus the name “Machine Table Functionalism”). Putnam (1967/1980) ap-
plied the machine table analysis to pain. Rather than being a brain state, he
proposed that pain is a state or set of states of a system that result from cer-
tain sorts of inputs, where the overall behavior of the system is specified by
a machine table. Putnam also distinguished this proposal from philesophical
behaviorism by claiming that his analysis did not require a translation of pain
discourse into any dispositional discourse. Rather, pain is equated with a state
in the system that, in accord with the machine table, causally produces other
states within the system as well as outputs from the system.

Machine Table Functionalism has aroused a variety of objections even from
those who generally count themselves as Functionalists. Block and Fodor®
(1972/1980) complained that there are a number of features of psychological
phenomena that cannot be satisfactorily handled by Machine Table Func-
tionalism. For example, it cannot capture the important distinction between
actually occurring mental states (actually contemplating the proposition that
if there are rain clouds and thunder, then rain might follow) and disposi-
tional states (believing but not actively contemplating the proposition that
if there are rain clouds and thunder, then rain might follow). This is because
all states indicated in the machine table are of one kind. An additional objec-
tion is that a machine table account will individuate mental states too finely,
since it will distinguish states in two automata if there is any difference in
either the input conditions or the output conditions for a particular state, no
matter how trivial. A further objection is that the states in the machine table
must be finite, whereas the number of psychological states is potentially
infinite.

Block and Fodor, however, also suggested how to overcome these prob-
lems with Machine Table Functionalism. Machine Table Functionalism treated
a machine state as comparable to the whole psychological state of a person.
The key to their proposal is to identify mental states with computational states
inside the system, where the states are defined in terms of kinds of opera-
tions performed. The result is that we will not identify a mental state with
a state of a particular machine but with an operation that could be performed
in 3 variety of machines. Developing the analysis in this way also allows us
to differentiate between procedures available in the machine (which might

#The critical claim here is Church’s Thesis that any procedure that is effectively computable
can be accomplished through a recursive procedure. This is only a thesis, not a proven theorem,
since the notion of effective computation involved is intuitive and not formally defined. When
this thesis is combined with Turing’s account of a Universal Turing Machine, which could com-
pute all such recursive functions, we obtain the claim that if the mind employs effective pro-
cedures, 8 Unlversal Turing Machine could carry out any task the mind can.
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be compared with dispositional states) and those procedures actually being
performed. Moreover, we can compare procedures in two machines even
when other processes in the two machines differ. The two procedures count
as the same if they could substitute for one another without changing other
activities within the system. Fodor and Block thus advance Computational
Functionalism as a replacement for Machine Table Functionalism.

Computational or Al Functionalism

This form of Functionalism is closely associated with the Computational
Theory of Mind discussed in chapter 4. It views the mind as carrying out
formal operations on symbols encoded within it. Haugeland (1981/1985) has
characterized the resulting view of the mind as an interpreted automatic for-
mal system. A formal system is simply one in which discrete symbols are
manipulated according to a finite set of rules. These rules differentiate amongst
symbols in virtue of formal features such that a specific rule will manipulate
two formally equivalent symbols in the same way. An automatic system is
one in which the rules governing the manipulation of symbols are incor-
porated into the system and do not have to be continually supplied by an
external agency. Finally, an automatic formal system is interpreted when its
symbols are supplied with a semantics, that is, they are taken to refer to things
external to the system. Using the expression syntax to refer to the formal prop-
erties and semantics for the interpretation, Dennett (1981a) characterized this
version of Functionalism as one in which the mind is viewed as a syntactic
engine that emulates a semantic engine.

Computational or AI Functionalism is thus committed to characterizing
mental activities in terms of symbols and rules for manipulating those sym-
bols. In order to employ this framework to compare systems, especially to
compare computers to humans, we must make the notions of symbols and
rules precise so that we can determine when two systems are employing the
same set of rules and symbols or representations and when they are using
different sets. The reason this is necessary can be recognized by considering
one proposed test for comparing humans and machines—the Turing Test
(Turing, 1950/1964). This test would accept a computer as comparable to
2 human being in intelligence if human beings cannot distinguish the com-
. puter’s performance from that of a human being. The notion of Turing
Equivalence developed from this test equates two systems that produce the
same output from the same input. Turing Equivalence, however, does not
establish that two systems work in the same way because it considers only
the output behaviors and not whether the same internal procedures (rules
and symbols) are employed. A variety of computer systems can produce the
same overall outputs using vastly different sequences of steps. This potential
for developing different rule systems to compute the same function Rives rise
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to a distinction that was once made between two approaches to artificial in-

telligence. One approach, which took the generic name artificial intellig.et?ce,

saw its task to be simply to design machines that could perform cognitive

functions, with little concern for whether they performed them in anything

like the way humans do. The other, which adopted the name cognitive simula-

tion, took as a major objective the development of mach%nes. t}.xat perfgrrped

cognitive functions in the same way as humans do. T_hls dlstmct}on is im-

portant for Computational Functionalism. If Computational Funf:t.lona'hsm is

to be an account of human cognition, then the goal must be a cognitive simula-

tion where computer programs carry out the same operations as human

beings. o

“Carrying out the same operations” is characta:tmzed in computer parlance

as following the same algorithm, where an algorithm simply specifies a se-

quence of steps, each step constituting a primitive procedun::. I.n'order to com-

pare algorithis, however, we need a specification of the primitive procedures

from which algorithms are constructed. For computer programmers these
are provided by the language in which the program is written. qut com-
puter programs are written in higher level computer languages, eac'h. ms’fruc—
tion of which is translated, through procedures known as “compiling” and
“interpreting,” into a specific set of operations vin a lowcr level language.

Ultimately the instructions must be translated into m:%ch‘mc code, whose
primitive symbols direct specific physical operations within the‘ computer.
Although skilled programmers may move frt?cly bet\:‘veen hlghq le}'el
languages and the lower level languages into W}m:h the higher le\tel is being
interpreted or compiled, weaving several levels into the same algc?nthm, most
programmers remain at the same level. For t'h.em, the programming Ianguage
can be thought of as specifying the primitive operations available in the
machine and so is spoken of as defining a “virtual machme.” o

Pylyshyn (1980, 1984) appealed to the concept of a_v1rtual ma(.:hme in

developing a framework for comparing programs. The virtual mzfchme pro-
vides the functional architecture of the machine. He proposed that in terms of
what is specified in the functional architecture we can compare operations
in different computers or those in a computer with those in a human being:

two programs can be thought of as strongly equivalent or as differcnt realiza-
tions of the same algorithm or the same cognitive process 1f they can be
represented by the same program in some thcoretic:flly specified V}r}:ual machine.
A simple way of stating this is to say that we individuate cognitive processes
in terms of their expression in the canonical language of this virtual mach}ne.
The formal structure of the virtual machine—or what I call its funct:fmal
architecture—thus represents the theoretical definition of, for example, the right
level of specificity (or level of aggregation) at whic}} to view mental processes,
the sort of functional resources the brain makes available—what operations are
primitive, how memory is organized and accessed, what sequences are allowed,
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what limitations exist on the passing of arguments and on the capacitics of
various buffers, and so on. (Pylyshyn, 1984, p. 92)

In the case of a computer, the functional architecture is not absolute. We can
change the primitive capacities of the machine by supplying an interpreter
or a compiler to introduce a higher level language, or by going directly into
a lower level language. But in the case of humans, Pylyshyn argued that there
is a basic cognitive architecture made available by the biological constitution
of the nervous system. For Pylyshyn, discovering the structure of this ar-
chitecture constitutes a primary task for cognitive science. Only when we
know what this architecture is will we be able to specify what the basic
primitive operations are and so have a basis for comparing processes in the
computer and human being.

Pylyshyn proposed two methods for discovering the functional architec-
ture of the human mind. One involves developing simulations in which the
resource demands (as measured, e.g., in processing times) for different tasks
correlate with those found when human agents carry out the same tasks.
Although the absolute times will differ between humans and machines, if
the amounts of time required for different tasks exhibit the same ratio in the
human and the computer, then it seems reasonable to assume that they are
drawing upon comparable basic operations. This, however, does not direct-
ly reveal the level of the functional architecture because it is possible in both
cases that the operations are interpreted or compiled into more basic ones.
It only tells us that the comparison between systems is appropriate at some
level. Pylyshyn's other approach is to identify the functional architecture with
those operations whose performance cannot be altered by information. He
speaks of these operations as “cognitively impenetrable.” The idea is that if in-
formation can alter the performance, then the operation is not fixed solely by
the biology.® The difficulty is to find operations so fixed, especially if the

biological system is an adaptive one that may itself be modified in response
to cognitive processing.

Although difficulties remain in establishing when a machine and a human
process information in the same way, the strategy of Computational or Ar-
tificial Intelligence Functionalism is clear. Once we identify a comparable set
of basic procedures that can be executed by both minds and a computer, we
should try to design and implement algorithms on the computer that use the
same sequence of basic operations as those followed by the human mind.

5 Pylyshyn’s criterion is quite similar to one Fodor (1983, 1985) used to identify modules
in the mind. These modules are specialized devices for performing particular cognitive tasks.
Fodor maintained that these modules will only be found for processing sensory input and pro-
ducing output and that psychology will only be able to explain cognitive operations performed
through these specialized modules, not those carried out by general reasoning strategies. Put-
nam (1984) argued for extending the notion of modules more broadly,
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regress objection by positing vast numbers of these, each of which is dumber
than the overall system but performs a task needed by the whole system.
Dennett characterizes Homuncular Functionalists as taking out and then pay-
ing back intelligence loans. The loan is taken out when we characterize the
system and its homunculi as intelligent. We pay this loan back by taking out
new loans, positing an internal team of homunculi within each homunculus.
This constitutes progress, since each level of homunculi requires homunculi
of less intelligence. We repeat the process until we reach homunculi that re-
quire so little intelligence that we can replace them with machines and the
whole loan is paid back.*

Underlying Homuncular Functionalism is a conception of scientific ex-
planation that Cummins (1975, 1983) called *functional explanation.”” The
goal of functional explanation is to answer the question “In virtue of what,
does S have P?”” Cummins suggested that the proper way to answer such
a question is to “construct an analysis of S that explains S’s possession of
P by appeal to the properties of S’s components and their mode of organiza-
tion”” (Cummins, 1983, p. 15). The components can be identified in two ways,
either physically or in terms of their capacities to interact with other com-
ponents. The latter constitutes a functional analysis that can be represented
by a flow chart that shows how the overall activity of the system results from
the performance of operations within the system.

So far my characterization of Homuncular Functionalism has tried to
distinguish it from Computational Functionalism, but the idea of a flow chart
suggests a way of relating the two views. The activities assigned to boxes
in a flow chart are tasks for which programmers would try to write sub-
routines. Dennett (1975/1978) himself developed this comparison:

The Al researcher starts with an intentionally characterized problem (e.g., how
can I get a computer to understand questions of English?), breaks it down into
sub-problems that are also intentionally characterized (e.g., how do I get the

$Lycan(1981a) vividly characterizes this process by using an analogy:

Imagine that you are a cost-benefit analyst from Harvard Business School, hired by some corpora-
tion to Lift its sagging profits. On an inspection tour you are introduced to each of the various vice-
presidents who head the corporation’s major divisions. You ask one of the vice-presidents how his
particular division is organized; he introduces you to each of his department heads. One of the depart-
ments interests you, and you ask how if corporately performs its job. This process continues until
at one final point you are shown a large room full of clerks, each of whom does nothing but sort
numbered index cards into pigeon-holes. ‘Here’s the problem!” you cry. ‘These peaple should be
replaced by machines!” (pp. 28-29 n.)

" This account of explanation differs from the standard philosophical model, the deductive-
nomological model. The deductive~nomological model views explanation as a matter of sub-
suming a description of an event under a general principle or law from which the event descrip-
tion could be derived. For more on this model, see Bechtel (in press b).
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computer to recognize questions, distinguish subjects from predicates, ignore ir-
relevant parsings?) and then breaks these problems down still further‘ur‘ml finally
he reaches problem or task descriptions that are obviously mechanistic. (p. 80)

Although there is this affinity between Homuncular Functionalism and Com-
putational Functionalism, the focus is different. The goal of most Al research-
ers® is synthetic—to design a program to perform the overall task. The
hierarchical structure of a program is ultimately not critical, with the opera-
tions in the subroutines being of a piece with the operations in the main pro-
gram. For the Homuncular Functionalist, however, the hierarchical struc-
ture becomes more important. The Homuncular Functionalist treats the boxes
in the flow charts as characterizing actual modular units which carry out their
own activities. Just as beliefs and desires are attributed to the overall system,
Homucular Functionalists like Dennett also attribute beliefs and desires to
the homunculi that make up the system. A homonculus’ beliefs and desires
will be different from those ascribed to the whole system-—they will be beliefs
and desires about the tasks to be performed by the homunculus (see also
Lycan, 1981a, 1981c¢).

In addition to proposing a hierarchical view of cognition, Homuncular
Functionalism does not insist on a single distinction between function and
structure. It compares a system to a set of Chinese nesting dolls. As we un-
pack each one we proceed to a more microlevel. The process continues in
the same manner until we are down at the neurophysiological level. LEycan
(1981a) accordingly proposes that the identity theory becomes a special case
of Homuncular Functionalism:

if we also accept my claim that homunctional characterizations and physiological
characterizations of states of persons reflect merely different levels of abstrac-
tion within a surrounding functional hierarchy or continuum, then we can no
longer distinguish the functionalist from the identity theorist in any .absolute
way. ‘Neuron’, for example, may be understood either as a physiological term
(denoting a kind of human cell) or as a {teleo~) functional term (denoting a rela'yer
of electrical charge); on either construal it stands for an instantiable—if you like,
for a role being played by a group of more fundamental objects. Thus, even
the identity theorist is a functionalist—one who locates mental entities at a very
low level of abstraction. (p. 47)

OBJECTIONS TO FUNCTIONALISM

In the previous section I described a number of versions of Functionalism.
Despite the differences between them, they share a common assumption that

8There are exceptions, including Selfidge’s (1955) work on pandemonium models and Min-
sky’s (1986) appeals to a society of minds and demons.
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what defines mental states are their capacities to interact with one another.
Although this perspective has been adopted by many philosophers, it has also
be§n the object of a number of criticisms. In this section, I discuss scveral
objections that have been raised against Functionalism and some of the replics
that have been made on its behalf.

Objections to Causal and Mechanical Analyses

One type of objection to Functionalism challenges the attempt to characterize
mental states causally. Philosophical behaviorists like Malcolm are one source
of this objection. Philosophical behaviorists maintain not only that behavior
and behavioral dispositions provide the criterion for attributing mental states
to people but also that there is a logical connection between mental states
and behavior. If a relationship is logical it cannot be causal, because causal
relations are contingent and discovered empirically whereas logical relations
are not. With any causal relationship it should at least be conceivable that
the purported cause does not produce the effect. But this is not possible when
the events are related logically. Thus, Malcolm (1984) claimed, for example
that a state of panic is logically related to what induced the panic. chce’
we cannot conceive of the panic occurring without that inducing circumst:mce,
and so the relationship between the inducing circumstance and the panic can-
not be causal.

The Functionalist, however, rejects the claim that the relation between
memal states and behavior is a matter of logic. We might use behavior to
identify someone’s mental state, but that identification is fallible. The one
mental state will be connected with a variety of different mental states in this
causal network. This opens up the possibility that we will be able to identify
the mental state in a variety of different ways. Any one of these ways can
be regarded as fallible, revisable if other ways of identifying mental states
lead us to a different conclusion. When several different indicators point in
the same direction, then our evidence for the mental state is robust and more
reli%ble than when we must rely on only one indicator (for a discussion of
the importance of robust results in the development of science, see Wimsatt
1981). To reconsider Malcolm’s example, if a variety of behavioral an(i
physiological criteria all indicate that a person is in a state of panic, then, even
withou.t llcnowledge of the panic inducing state, we may conclude th;t the
person is in panic. Conversely, even if we know that a person has experienced
a circumstance that usually induces panic, if other criteria do not confirm
the existence of panic, we will decide that the circumstance in question did
not cause panic.

The use of the computer to try to simulate mental processes has provoked
a ﬂux:ry of other antimechanistic objections. These maintain that viewing
cognitive processes as mechanical processes like those in a computer is
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dehumanizing. Boden (1981), however, argued that computer simulations
are far less dehumanizing than earlier mechanical models since they postulate
internal processes. These internal processes are analogues to subjective states
posited in more humanistic analyses of human behavior. Insofar as possess-
ing subjective internal states is a major aspect of our sense of ourselves as
humans, the computer model and the functionalist analysis that accompanies
it are humanizing rather than dehumanizing.

A common challenge to computer simulations of mind is that computers
can only behave as they are programmed. But human thinking, it is asserted,
is not so constrained because it is capable of creativity. There are two ways
to respond to this objection. One is to question whether humans themselves
might not be programmed in the relevant sense. Even the most devoted Em-
piricist admits that humans come equipped to process information in certain
ways. These native processing procedures might constitute 2 program. In
addition, humans are generally taught how to doa variety of activities. This
process of teaching might be viewed as comparable to programming. The
second is to challenge the idea that a program is as constraining as the objec-
tion assumes. Some programs are closed in that they specify all the responses
the computer will make. But other programs arc open in that they modify
themselves depending upon the results of executing the program. Such pro-
grams can be structured so as to gencrate and then test new variations of
themselves (variations that were not explicitly envisioned by the program-
mer). It seems as least plausible that computers programmed to generate new
strategies and evaluate these exhibit creativity in much the same way as

humans. The burden, at least, would seem to be on the person who main-
tained that humans are distinctive to show what this difference consists in.’

Objections to Formal Accounts of Mental Processes

Searle and Dreyfus have been two of the more prominent critics of Func-
tionalism, both arguing against the idea that cognition consists of formal pro-~

9 Another attempt to demonstrate a difference between humans and computers is based on
Godel’s theorem that holds that in any consistent axiomatization of arithmetic there will be
undecidable theorems which nonetheless are true. Lucas (1961/1964), for example, argues:

Gédel's theorem must apply to cybernetical machines, because it is of the essence of being a machine,
that it should be a concrete instantiation of a formal system. It follows that given any machine which
is consistent and capable of doing simple arithmetic, there is a formula which it is incapable of pro-
ducing as true—i.c., the formula is unprovable-in-the-system—but which we can see to be true. It
follows that no machine can be a complete or adequate model of the mind, that minds are essentially

different from machines. (pp. 112-113)

Putnam (1960/1964) countered that this objection rests on a misapplication of Godel’s theorem.
The computer system, although it could not directly prove the undecidable sentence, could prove
the conditional sentence “if the theory is consistent, the sentence in question is truc.” And, Put-
nam maintains, this is exactly the situation which we humans are in and so the computer can
do as much as humans can. (For further discussion, see Kirk, 1986.)
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cessing of symbols alone. I have already indicated the nature of their objec-
tions in the context of evaluating the Computational Theory of Mind as an
account of intentionality. Because Dreyfus (1979) explicitly discussed par-
ticular attempts in Al to explain cognition in terms of formal models, it is
worth considering his position in more detail here. Dreyfus contended that
it is likely to be impossible to account for human cognition in terms of for-
mal representations and rules for processing them. He argued for this claim
by examining two research programs in artificial intelligence: designing pro-
grams to deal with specially designed, limited worlds (micro-worlds) and
designing programs using higher level knowledge structures.

Dreyfus examined Winograd’s (1972) SHRDLU program as an example
of the micro-world project. This program was designed to carry on discourse
about a hypothetical world of blocks. Although this program was able to
keep track of movements of blocks and to answer various questions about
the blocks correctly, Dreyfus objected that this program is only useful in the
micro-world and cannot be generalized so as to deal with a broader domain.
As Haugeland (1985) noted, there are a host of questions about blocks that
SHRDLU cannot answer because it lacks the concepts involved. The pro-
gram is equipped with a procedure to learn to apply new concepts to the
block world, but needs to be taught each of these concepts individually.
Generalizing this program to deal with the real world would require introduc-
ing definitions for applying each concept in each of a nearly infinite number
of domains. Dreyfus took this as evidence that the program is misdirected.
Our ability to operate in the world does not rely on combining modularized
bits of information each applicable to a specific micro-world. Dreyfus claimed
that an actual world consists of “an organized body of objects, purposes, skills,
and practices in terms of which human activities have meaning or make sense.”

“Although there is,” he claims, ‘“a children’s world in which, among other
things, there are blocks, there is no such thing as a block world” (Dreyfus,
1979, p. 163).

Dreyfus sees the endeavors by Marvin Minsky, Roger Schank, and others
to develop knowledge structures that integrate individual pieces of informa-
tion as improvements over the micro-world program. Minsky’s (1975/1981)
frames consist of nodes where particular information is encoded and rela-
tions between the nodes. In a frame for “wedding,” for example, some of
the nodes contain information that is always true of weddings (e.g., they in-
volve two parties getting married) while others contain information typical-
ly true, but which may be altered (e.g., they have attendants). By incorporating
modifiable default values for some of the nodes, such structures are capable
of directing active investigation and inquiry to determine the appropriateness
of various default values to particular contexts.

Despite representing an improvement, Dreyfus ultimately found this ap-
proach inadequate because it still requires complete internal control of the
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system's activity. Dreyfus argued that in human a.ctivity many factors re-
main external, especially those that control the way in which the s,ysterp con-
fronts an environment and secures knowledge from it. Dreyfus’s objection
can be seen by considering an attempt to develop a knowledge gtructur; (a
script) for going to a restaurant (Schank & Abelson, 1977). The script specifies
the typical activities involved in going to a restaurant, but allows for some
variations that will occur between different kinds of restaurants {e.g., Con~
tinental, and Oriental restaurants.). The script tries to represent all relevant
aspects of restaurant experience. Dreyfus contended 'thls is simply hopeless
because a human activity like going to a restaurant is largely regulated b'y
factors that are not represented internally. Some of them may be factors in
the external environment to which we are sensitive whereas others are lt’:arned
practices (for example, following the hostess to a seat). Beca}xse Schank‘ s pro-
gram for answering questions about going to restaurants is not sensitive to
such influences, the program does not really know about restaurants. To
understand cognition, cognitive science, according to Dreyfus, must work
with embodied systems, not abstract formal systems. '
Dreyfus’ contention (which he drew from Heidegger) that some infor-
mation remains in the environment and is not represented h%s perplexed many
commentators. We can make sense of it by considering Slmon’§ (196?) ac-
count of how an ant moves through its environment by following a simple
set of routines and not by developing a complex internal map. It may have
detectors for determining which path is most level and a procefiure that
chooses to follow that path. The ant thereby responds to information about
the contours of its environment, but does not represent these contours.
Pylyshyn (1979/1981) treats Simon’s example as showing- how control of
a system can be partly located in the system’s environment without the systen;
representing that information to itself. (See Winograd, 1981, for a reiatc
view.) Thus, information does not have to be represented symbohcgl'y to1
be useful to a cognitive system. (See Dreyfus & Dreyfus, 1987, for additiona
objections to the computational approach based on analyses of human
xpertise. ‘
) I;f)rcyﬁzs’s objections, even if valid, do not totally unfiermme _Corpputm
tional Functionalism. It is possible to allow that some mforfnatl.on is pro-
cessed in a formal computational system, and other information is found in
the environment or learned practices. Computational Functionalism could
still account for that processing that does involve forr.nal symbols. To the
extent that we forego formal computational accounts, either because we take
information to be in the environment or because we employ noncomputa-
tional models such as connectionist models, however, we do undercut the
claims of Computational Functionalism to give a complete, general charac-
terization of the mind.
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Qualitative States and the Qualia Objection

One of the most widely discussed objections to Functionalism is the claim
that it cannot account for the affective or qualitative character of mental states.
It is claimed that when a computer is programmed to identify visual images,
it does not experience the image, and that when it is programmed to play
chess, it never feels any anxiety about winning or losing. We might try to
remedy this problem by incorporating affective states in our causal analysis
of the system. We might posit a homunculus that recognizes when a certain
affective state is appropriate and alters the processing in the system ap-
propriately. Critics object, however, that although such a strategy might yield
more realistic simulations of human behavior, the resulting simulations will
not have the experiences a human does—they won’t really feel pain or suffer
anxiety.

Nagel (1974/1980) presented this problem vividly by asking the question
“What is it like to be a bat?” We can learn in complete detail how the
mechanisms in the bat’s sonar system operate, yet we cannot imagine what
it would be like to sense things through sonar. This is what functionalist
accounts miss, he contended'” (see also Nagel, 1986). Jackson (1982) offered
a Gedankenexperiment to show us what Functionalism fails to capture. He asked
us to contemplate a sophisticated neurophysiologist, Mary, who is deprived
of all experiences of seeing colored objects, but yet develops a comprehen-
sive account of the operation of the brain, including how it performs color
perception. Although Mary knows everything there is to know about the
brain processes employed in color perception, she still does not understand
the experience of seeing red. Hence, Jackson concluded, Functionalism fails
to account for the qualitative character of mental life.

A number of philosophers have attempted to defend Functionalism against
these attacks. Van Gulick (1986) maintained that the affective properties will
be higher level functional properties. He also claimed that knowing all there
is to know about the lower level properties, we may not yet know about
the higher level properties and may have to investigate them separately. But
these may still be functional properties which characterize how a system will
be able to interact with various types of phenomena. Thus, Van Gulick main-

10The charge is often made against Al models of cognitive systems that they lack any such
subjective perspective. Nagel would charge that there is nothing which it is like to be a machine.
Gunderson (1970/1971), however, developed an interesting response to that claim. He held
that even though we will not recognize it, subjective experience will arise if we build mechanical
systems that use the right causal properties. These systems will, he maintained, insist that they
have experiences. Our assumption that we are different is due to what he terms the “asym-
metry” between first person and third person points of view. We only enjoy the first person

point of view with ourselves, and so cannot imagine how other systems could have such
experiences.
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tained that the examples advanced by Nagel and Jackson are in accord with
Functionalism, not opposed to it.

Another defense focuses on the fact that Nagel’s and Jackson’s arguments
assume that we know something when we have a certain kind of experience.
It is possible that there is nothing to be known, but only something to be
experienced.!’ A related way of presenting this response, due to Lewis
(1983a) and P. M. Churchland (1985), is to claim that the word “knows”
is used ambiguously in Nagel’s and Jackson’s objections. It refers on the one
hand to conceptual knowledge and on the other to having experience. There
is no reason to think that conceptual knowledge necessarily yields experience.
P. S. Churchland (1986) offered the example of pregnancy where a similar
ambiguity arises. A childless obstetrician may know all the physiological pro-
cesses involved in pregnancy without having experienced pregnancy. The
childless obstetrician is not lacking something that could be known concep-
tually. She simply has failed to have a certain experience.

These responses all accept the plausibility of Nagel’s and Jackson’s tales,
but question how they should be interpreted. P.S. Churchland also ques-
tioned whether it is possible to know everything about a certain kind of ex-
perience without knowing what the experience would be like: “How can
I assess what Mary [the neuroscientist in Jackson’s tale] will know and under-
stand if she knows everything there is to know about the brain? Everything
is a lot, and it means, in all likelihood, that Mary has a radically different
and deeper understanding of the brain than anything barely conceivable in
our wildest flights of fancy” (1986, p. 332). This deeper understanding may
mean that Mary will already know what the experience of seeing red is like
so that Jackson’s example could not arise.

Closely related to Nagel's and Jackson’s objections to Functionalism are
a set of objections that claim that Functionalism cannot account for the par-
ticular qualitative characters of experiences commonly reified and referred to
as qualia. These objections rest on a set of Gedankenexperiments that cqntcmplate
that our qualitative experience may be altered or totally lacking without any
change occurring in the causal processes captured by the functionalist analysis.
Block and Fodor (1972/1980) presented one such Gedankenexperiment that
postulates someone whose functional states are identical to ours but who sees
the colors on the visual spectrum in reverse or whose pains feel pleasurajble.

(This is known as the inverted qualia condition.) Block and Fodor maintained

1 Armstrong (1984) compared the situation to a case in which we can describe the figure
contained in'a puzzle image (e.g., the old woman/young woman drawing) but cannot see.the
figure ourselves. We might be able to do this because someone had pointed out which lines
constituted the nose, hair, and so on, but we had not yet been able to perceive the gestalt. Later
we might come to see the figure itself, but we would not thereby learn something new. We
simply have a new experience.
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that the feeling of pain is critical to the mental state of pain because “nothing
would be a token of the type ‘pain state’ unless it felt like a pain” (Block
& Fodor, 1972/1980, p. 244). If these situations could occur,'? Func-
tionalism would seem to face a serious difficulty, for they would show that
something critical to certain mental states would not be captured in the causal
relations that figure in functionalist analyses.

Block and Fodor proposed a second Gedankenexperiment that contemplates
the existence of an organism with the same functional states as us but who
has no qualitative character associated with its functional states. (This is known
as the absent qualia condition.) Block (1978/1980) presented this Gedankenex-
periment more graphically by proposing the existence of robots in which all
the causal interactions found in us are realized but where no qualitative states
occurred. One example postulates a human homuncular head in which lots
of miniature people carry out each of the tasks postulated in a functional
analysis of one of us. Another involves having each citizen of China take
responsibility for a particular square of the machine table that characterized
one of us and executing that task whenever called upon so that the whole
Chinese nation would become a simulation of one of us.”® Block suggested,
using Nagel’s phrase, that “there is prima facie doubt whether there is
anything which it is like to be the homunculi-headed system” (Block
1978/1980, p. 278). Thus, he claimed that it is possible to satisfy the func-

2Block and Fodor mention that one response to the inverted spectrum argument is to claim
that, for reasons we do not yet know, inverted spectra are impossible. Although Block and Fodor
do not pursue this line, Hardin (1985, 1988), in fact, has offered evidence that the phenomenal
colors cannot simply be interchanged as the inverted spectrum argument proposes. The reason
is that phenomenal colors are not simple properties but have a complex structure which cannot
be reversed. Empirical grounds alone, therefore, suggest that the inverted spectrum problem
might be of little import.

B Block chose the Chinese nation for this simulation because he assumed that only about
1 billion homunculi are needed to staff all the squares of a Machine Table for the Turing Machine
simulation, and if not, he proposed that each homunculus could handle a few squares rather
than just one. The reason for 1 billion is that that is approximately the number of neurons in
the brain. A Turing Machine, however, is perhaps the most inefficient way of carrying out any
procedure and so, as the Churchlands argue, 1 billion is likely to be drastically short of the number
of homunculi needed:

It is demonstrable that no T, realized as described in the population of China could possibly simulate
your input-output relations. There are not nearly enough Chinese—not remotely enough. In fact, a
spherical volume of space centered on the Sun and ending at Pluto’s orbit packed solidly with cheek-
to-cheek Chinese {roughly 10°® homunculi) would still not be remotely enough . . . Even the humblest
of creatures are beyond such simulation [using the Chinese nation]. An unprepossessing gastropod
like the sea slug Aplysia California has well in excess of 332 distinct sensory cells, and thus is clearly
beyond the reach of the crude methods at issue. . . . Quite aside from the question of qualia, the
Chinese Turing machine couldn’t simulate an carthworm. (Churchland & Churchland, 1981, pp.
134-135)
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tionalist theory without having any qualitative states. Functionalism, there-
fore, cannot account for the qualitative states of cognitive systems.

Functionalists who have responded to the inverted qualia and absent qualia
arguments have generally pursued one of two strategies. They have either
tried to avoid the objections by treating qualia themselves functionally or
they have maintained that qualia are partly due to the physical substance which
realizes mental functions and hence are not something Functionalism is
obligated to explain. I discuss each response briefly.

The first strategy is pursued by Shoemaker (1975/1980) in an attempt to
answer the absent qualia argument. He argued that qualia can be characterized
at least in part by their ability to cause beliefs about themselves. He argued
that without this functional property, we would not know them even through
introspection and no qualia problems would arise. The fact that we know
of these qualitative states, therefore, shows that they have functional proper-
ties and rules out the possibility of totally absent qualia. (See Block, 1980c,
and Shoemaker, 1981, for further discussion.) With regard to the inverted
qualia argument, Shoemaker took a weaker position. He allowed that in ad~
dition to functional properties, qualia may have other properties. If these are
exchanged, an inverted spectrum situation results. Shoemaker claimed,
however, that admitting inverted spectra in this way does not undermine
Functionalism because it is the functional properties of qualia that we in fact
use to distinguish objects in the world on qualitative grounds.

The Churchlands, however, take a much stronger position, arguing that
the functional criteria of qualia are the ones that define qualia. If there are
other features of qualia that could be inverted, they would not be important
to what the qualia are. If a feature that was part of seeing blue now became
a part of seeing red, we would treat it now as part of the red quale. Thus,
the Churchlands maintain that only the functional criteria are important and
no real inverted qualia situations ever arise (Churchland & Churchland, 1981).

One thing that has seemed to make qualia difficult for the Functionalist
to account for is that they seem to be simple givens of experience, lacking
the kind of complexity that would serve to integrate them into a functionalist
analysis. Dennett (1978d), however, argued that the monadic character of
pain qualia is illusory. The reason the idea of a computer feeling pain has
been so puzzling is that we have misconstrued pain as a simple qualitative
property. He appealed to the different effects various anesthetics and analgesics
have on pain experiences to show us that there really are different aspects
of pain. In a similar vein, Lycan (1987) proposed a Gedankenexperiment wherein

b one first administers successively the various drugs to remove different aspects

of the pain experience until none remain, and then reverses this process to

| produce the overall pain experience. Such a decomposition and recomposi-
" tion of pain would lend credence to the claim that, after all, qualitative states
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really are complex functional states, not simple monadic states. Further
evidence for the functional complexity of qualia is provided by the ability
of people to learn to differentiate qualia more finely (e.g., through aesthetic
training).!

The second strategy for answering the absent qualia and inverted qualia
arguments is to appeal to the physical structures in which functional states
are realized to account for their qualitative character. This removes qualia
from the list of things Functionalism needs to account for. Gunderson (1971)
colorfully labeled the qualitative aspects of our mental states ‘“‘program resis~
tant properties,” suggesting that they are due to the basic properties of the
mechanism in which programmable properties were realized. He thereby con-
trasted qualitative properties with the program receptive properties of sa-
pience. One of the more interesting recent arguments for this approach is
found in Lewis (1980). He presented two hypothetical cases that seemingly
press us to make inconsistent judgments. The first involves a Martian who
is made of a different kind of physical mechanism (a hydraulic system) but
who has states that are functionally equivalent to pain states in us. The sec-
ond involves a madman, who is in the same physical state we are in when
we suffer pain but who shows none of the behavioral/functional symptoms
of pain (in fact, whenever these states occur the madman becomes totally
devoted to work and does nothing to try to advert them). Lewis found it
intuitive to judge both of these individuals to be in pain, but claims that our
grounds for doing so in the two cases are inconsistent. In judging the Mar-
tian to have suffered pain we employ a behavioral/functional criteria (the states
in the Martian play the same functional role as our pain states) whereas in
judging the madman to be in pain we are appealing to the physical state that
realizes the pain (the madman is in the same physical states as we are in when
we suffer pain). Thus, we seem to be committed to both a functional and
a physical criterion for identifying pain states.

To reconcile these apparently competing criteria, Lewis proposed that we
use a functional criterion to determine what pain is relative to a species, but
that we use a physical criterion within the species. Thus, a kind of state is
a pain state for members of a species if it is the kind of state that in normal
members of the species functions similarly to the way pain states function
in humans. Within a species, pain can be identified with the kind of physical
state that in most members of the species instantiates the causal relationships
that functionally characterize pain, even if it does not perform that function
for a particular member of the species. Lewis also allowed that if there are
distinct subgroups within the species in which a different mechanism per-

¥ The Churchlands claim that learning about our nervous system will help us learn to dif-
ferentiate qualia more finely. In appealing to these neurophysiological differences, the Church-
lands seem to have departed from a functionalist approach, but this is not the case. They main-
tained that neurophysiological processes can be analyzed functionally as well so that there is
no principled division between functional accounts of mind and of neuroscience.
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forms the pain function, we may also usc that mechanism in assessing pain
in the subgroup. Lewis (1980) applies the same principle to inversions of the
color spectrum:

1 would say that there is a good sense in which the alleged victim of inverted
spectra secs red when he looks at grass: he is in a state that occupies the role
of seeing red for mankind in general. And there is an equally good sense in
which he sces green: he is in a state that occupies the role of seeing green for
him, and for a small subpopulation of which he is an unexceptional member
and which has some claim to be regarded as a natural kind. You are right to
say cither, though not in the same breath. Need more be said? (p. 220)

Lewis’ strategy, however, may not be totally successful. Lycan (1987) in-
troduced two additional cases on which Lewis’ analysis seems to give unac-
ceptable results. One involves taking the physical material that normally fulfills
the functional role of a pain quale in us and putting it to another use in us.
Lewis’ account would seem to be committed to saying that we feel pain
whenever this material is in the same state as it is when playing its normal
causal role. The second involves installing an artificial organ that functioned
like the real pain organ. In this case, Lewis would seem to be committed to
denying the quale since the person lacks the material state that usually pro-
duces pain in our species. The problems Lycan raised are due to the fact that
Lewis has tried to reconcile inconsistent criteria for pain. One way to resolve
this difficulty is to insist simply on the physical aspects of the state when
accounting for the distinctive qualitative character of mental states. Making
qualia totally a matter of an entity’s physical makeup seems problematic,
however. If the person cannot differentiate the states qualitatively, it seems
wrong to maintain that the person has experienced different states. The alter-
native is to return to the first strategy and, like the Churchlands, Dennett,
and Lycan, adopt a totally functionalist criterion.

Although both strategies seem to hold promise for resolving the qualia
problem, it remains bothersome to many. There seems to be some aspect of
experience above and beyond that which can be captured in Functionalism’s
mechanical models of the operation of the mind. This drives us back to where
1 began this objection to Functionalism, with Nagel’s concern that mechanical
analysis can never capture the sense that there is something that it is like to
be a certain kind of cognitive system. As a result, the question of qualia con-
tinues to be one of the most discussed topics in the functionalist literature.'

15For yet other treatments of qualia, see Malcolm (1984), Armstrong (1984), Maloney
(1985b), Heil (1983), Horgan (1982, 1984), and Russow (1982). A closely related issue con~
cerns consciousness. For the most part, cognitive scientists have not tried to explain consciousness
because it seems to be such an intractable phenomenon. But some philosophers and other cognitive
scientists have begun to analyze consciousness functionally. They have generally advocated a
strategy of differentiating aspects of consciousness and explaining cach independently. See Dennett
(1978¢, in press), Bechtel and Richardson (1983), Natsoulas (1981, 1985), Armstrong (1580),
and Bricke (1984) for further discusion.
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Chauvinism and Liberality Objections

In some respects, Functionalism seems to define a middle ground between
Philosophical Behaviorism and the Identity Theory. Like Philosophical Be-
haviorism, it appeals to behavioral criteria to characterize mental phenomena,
but unlike it, Functionalism construes mental states as internal states and grants
them a causal role in producing behavior. In countenancing mental states as
inner processes, Functionalism agrees with the Identity Theory, but it dif-
fers in not insisting that types of mental states be identified with brain states.
One of the more interesting criticisms of Functionalism, due to Block
(1978/1980), is that this middle ground is untenable and that Functionalism
must succumb either to a problem that confronts Philosophical Behaviorism
or to a problem that confronts the Identity Theory. Either Functionalism will
be like Philosophical Behaviorism in being too liberal by attributing mental
states to systems to which they should not be attributed, or it will be like
the Identity Theory in being too chauvinistic by denying mental states to
systems that do have them. Which problem Functionalism succumbs to
depends, for Block, on the form of Functionalism one adopts.

Block contends that Folk Psychological Functionalism will be too liberal.
Just as philosophical behaviorism attributes mental states to any system that
has appropriate behavioral dispositions, Folk Psychological Functionalism
attributes mental states, qualia and all, to any system that we can characterize
in folk psychological terms. If, for example, the Chinese nation were to carry
out a simulation of the causal interactions that occur in me, we would have
to attribute to it the same mental states as are now attributed to me. In par~
ticular, Block contended, functionalists must maintain that it experiences the
same type of qualia. This, Block claimed, would be too liberal, because it
seems absurd to think that this composite entity would have mental states,
especially qualitative ones.'s

The alternative form of Functionalism Block considered is what he called
“Psychofunctionalism.” It corresponds broadly to the three versions of Func-
tionalism other than Folk Psychological Functionalism introduced at the
beginning of this chapter, where the causal processes included in the func-
tionalist’s analysis are those posited in various psychological or neurophysio-
logical theories. Block contended that Psychofunctionalism avoids the ob-
jection of being too liberal, because it rules out attributing mental states to
any system that does not use the same processes that produce mental states
in us.!” However, Block went on to argue that Psychofunctionalism, like the

For a different attempt to criticize Functionalism by showing its similarity to Philosophical
Behaviorism, see Bealer (1978).

Y Block, however, argued that in fact at least inverted spectra arguments still make sense
even given the contents of psychological theory, thus showing that qualia are not proper parts
of psychological theories. Block’s claim that qualia are not part of psychological theories scems
quite peculiar, because the qualia arguments were his primary arguments against folk psychological
functionalism and yet he saw these defects as driving us to Psychofunctionalism. If the conclu-
sion is that qualia are not psychological properties, perhaps the Chinesc nation simulation of
me does manifest psychological properties and folk psychological functionalism is adequate.

OBJECTIONS TO FUNCTIONALISM 136

Type Identity Theory, is too chauvinistic in that it does not permit us to at-
tribute mental states to organisms to which we should attribute them, For
cxample, we could not attribute them to Martians who might live in much
the manner that we do, but use different internal causal processes. But, he
contended, we should to be able to attribute psychological states to such
organisms if their behavior is appropriate: “surely there are many ways of
filling in the description of the Martian-Earthian difference 1 ske}ched on
which it would be perfectly clear that even if Martians behave dlfferen-tly
from us on subtle psychological experiments, they nonetheles§ t?xink, desire,
enjoy, etc. To suppose otherwise would be crude human chauvinism” (Block,
1978/1980, p. 292). .

It might seem that we could accommodate the Martians if the causal pro-
cesses in them were similar to those in us, even if they were exactly the same.
Block contended that any such relaxation of the requirement of being like
us will lead us to become too liberal. To avoid excess liberalism we need
to specify limits on what kind of system is similar enough to us to allf)w
us to attribute mental states, but by imposing any such limits, we risk being
too chauvinistic. Block thus maintained that there is no way for Functionalism
to avoid either being too liberal or being too chauvinistic.

To emphasize the seriousness of this problem, Block focu.sed on a special
case. In any functional analysis, one must specify the causal inputs anc‘i out-
puts of the system. Block claimed the Functionalist cannot do this W}th9ut
being either too liberal or too chauvinistic. We could try to character-lze in-
puts and outputs functionally in terms of whatever haPpens to provide in-
put and be the output of a system, but this is far too llbera!. To show t.}m
he imagined a case where financial manipulators might so dlrecF the Boliv-
ian economy that it instantiates the functional relations found in us. If we
characterize its inputs and outputs as whatever induces causal processes in
it, we are committed to claiming that the Bolivian economy possesses the
same mental states we do. But, he commented: “If there are any fixed points
when discussing the mind-body problem, one of them is that the economy
of Bolivia could not have mental states, no matter how it is distorted by
powerful hobbyists” (p. 294). But if we require the system to respond to
the very same kind of physical inputs we do and produce the same outputs,
we are once again chauvinistic, denying mentality to possible cognitive
systems that deal with different inputs and outputs. With’out an account of
inputs and outputs that avoids both chauvinism and liberality, thqugh, Block
claimed that it is impossible to characterize mental system in functional terms,
that is, in terms of causal relations between such states and inputs and outputs.

Block may have identified a real limitation of the versions of Functionali.sm
discussed so far. To provide a basis for deciding what kinds of causally in-
teractive systems possess mental states may require us to consider \yhat pur-
pose these processes serve (Richardson, 1979). Invoking purposes in a func-
tional analysis forces us into a teleological perspective. Although many peo-
ple think that a teleological perspective is incompatible with natural science,
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a number of recent philosophers of biology have tried to show how one can
incorporate a teleological perspective into natural science. In the following
section I outline such an analysis.

A TELEOLOGICAL VERSION
OF FUNCTIONALISM

The basic tools for a teleological analysis of function statements were intro-
duced in chapter 4, where I sketched how Dennett’s analysis of intentionali-
ty might be developed within an evolutionary framework. What was critical
to that endeavor was treating mental states as adaptive features of organisms
and interpreting them in terms of the features of the environment with which
the organism must deal in order to survive. This appeal to an evolutionary
framework also permits us to develop a general teleological analysis of func-
tion, The basic strategy was developed by philosophers of biology such as
Wright (1976) and Wimsatt (1972). They both appeal to the fact that if a
species has been selected because it possessed a particular trait, then that trait
served a need for the members of the species. Moreover, the presence of the
trait in current members of the species can be explained by appeal to how
it enabled the species to meet these selection pressures. Wright and Wimsatt
contend, therefore, that we may attribute to the trait the function of serving
that need of the species.

Wright (1976, p. 81) offered the following formal specification of when
it is appropriate to attribute a particular function to some entity:

The function of X is Z if and only ifs
(i) Z is a consequence (result) of X’s being there, and
(if) X is there because it does (results in) Z.

Wright's characterization of function seems to countenance backwards causa-
tion because it is what X does that is taken to cause X’s occurrence. But this
is not the case. When viewed from an evolutionary perspective, the X in clause
(ii) refers to an instance of the kind X that is descendent from another in-
stance, and it is that earlier instance which is referred to in clause (i). It is
this earlier instance of the type that had the beneficial consequence, and its
having that beneficial consequence is what has brought about the current in-
stance. Thus, nothing more than ordinary causation is involved. Wimsatt’s
analysis of functions is a little more elaborate, but it brings out the relevance
of such factors as the nature of the system and environment as well as one’s
theoretical perspective in attributing functions. Thus, he proposes to analyze
function attributions in terms of the schema: “According to theory T, a func-
tion of behavior B of item 7 in System S in environment E relative to pur-
pose P is to do C” (Wimsatt, 1972, p. 32). It is through the purpose and
theory values that this analysis becomes teleological. The purpose is given

A TELEOLDGICAL VERSION OF FUNCTIONALISM 137

by the selection factors governing a system and the theory specifies both what
criteria the system had to satisfy in order to be selected and how the behavior
of the item fulfills these criteria.

Wright’s and Wimsatt’s accounts have the virtue of invoking the function
something serves in an explanation of the current occurrence of that entity
and yet using only efficient causation. This allows the introduction of a
teleological perspective without violating a mechanical view of nature.
However, there are two serious objections to this approach. First, Wright’s
and Wimsatt’s positions both entail that something that emerges without an
evolutionary history but meets the needs of a system cannot be functional.
This is counterintuitive. If we accept the common lore that giraffes acquired
their long necks because of the advantage they realized in acquiring food,
then, although we could say that the function of the giraffe’s neck is to aid
it in acquiring food, we could not say the same thing of a giraffe produced
artificially by biological engineering because it lacks this evolutionary history.
But its long neck is also enabling it to meet the requirements for it to
reproduce, and so would seemingly be serving that function for it. (This ex-
ample is due to Burian, personal communication, December, 1983, See
Margolis, 1976, for a similar example and Short, 1983, for arguments against
such examples.) Second, Wright’s and Wimsatt’s analyses also entail that
vestigial organs that helped earlier members of a species to meet environmental
demands still serve their function even if the environmental demands are no
longer operating. Their analyses seem to commit us to counting the gene
for sickle cell anemia as functional because of the protection it provided against
malaria, although malaria no longer presents a selection force for most con~
temporary carriers of sickle cell, and being a carrier for sickle cell is a han-
dicap, not an asset.

There is a straightforward way to remedy these problems. Rather than
requiring that functions be adaptations (i.e., the product of selection), we need
only require that they be adaptive (i.e., they increase the likelihood that the
organism will reproduce). (This distinction is due to Brandon, 1981.) That
is, in ascertaining what the function of something is, we should look at how
the trait will benefit the current organism in its quest for survival rather than
how it aided its ancestors. There is, however, a significant cost to this remedy.
Insofar as we are not appealing to the origin of a trait in ascribing a function
to it, we are not explaining its occurrence and should not speak of “func-
tional explanations,” but only of “functional analyses” (see Bechtel, 1986)."

18 Wimsatt actually introduced several uses of functional statements in addition to the ex~
planatory version we have been considering. One of these is an evaluative use and for this he
allows us to look at current selection forces and not historically operating ones. Wimsatt does
not sharply differentiate these two versions of function statements and for him the explanatory
use is primary. I am not discounting the importance of the kind of evolutionary explanation
which Wimsatt and Wright both point to (see also Falk, 1981), but I am arguing that it is the
functional analysis that constitutes the primary teleological framework and the one needed for
introducing 2 teleological perspective into psychological analyses of mental states.
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Invoking this sort of functional analysis, we can overcome the objections
Block raised to non-teleological versions of Functionalism. What the teleolog-
ical perspective requires us to do is not simply consider causal interactions
in identifying functions, but consider how these causal processes are con-
tributing to the needs of the organism, as these are specified by environmen-
tal demands.!® If a process is not contributing to the organism’s attempt to
meet selection forces operating on it, it will not be construed as a function.
Consider Block’s example of the Chinese nation. When the Chinese simulate
my mental states, they are not doing so to meet the same kind of selection
forces as operate on me. Hence, we do not need to attribute to the Chinese
my mental states. The Chinese do not constitute a system interacting with
an environment of the right kind. They are not in the business of processing
sensory stimuli about ordinary objects that confront a person in life and plan-
ning actions in response. They constitute a social system and if they were
to carry out the kind of simulation Block has in mind, the selection force
to which they would be answering is the need for income and prestige as
a nation. Even here we have a hard time identifying the system in question
in an appropriate manner for an evolutionary analysis because very large na-
tions may not have the kind of cohesiveness and continuity that organisms
do. The economic system of Bolivia, to consider another of Block’s examples,
does seem well enough delimited to have enduring cohesiveness. Moreover,
it can be construed as evolving in the face of selection pressures. But here
the kinds of selection pressures are so radically different than those confront-
ing a person that attribution of mental states to the processes within the Boliv-
ian economy is obviously a mistake.

Block might well respond to these suggestions by contending that they
still face the objection of being too liberal or too chauvinistic. This teleological
approach requires us to specify the type of selection forces to which a system
must be answering for the processes within it to count as mental, and Block
might argue that this is impossible. Contrary to Block, however, there is
reason to hope for success, even if we cannot produce the appropriate analysis
now. To do so we would need to clarify what environmental selection forces
are important in determining the future of cognitive systems and develop
an account of what adaptive processes are appropriately characterized as men-
tal. Ethologists and evolutionary theorists are well on the way to characteriz-
ing the kinds of activities organisms need to do to survive in a variety of
environments and general principles of evolutionary processes at this level
may be forthcoming. Mayr (1974), for example, distinguished between closed
systems, which rely on instincts, and open systems, which can learn. This

19 This evolutionary scheme does not commit us to sociobiology. We can think of cognitive
strategies as evolving to meet evolutionary needs without reducing them to genetically encod-
ed adaptations. For a non-sociobiological evolutionary perspective on cultural phenomena, see
Boyd and Richerson (1985).
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provides a useful dichotomy for differentiating survival strategies. Psycho-
logical attributes would only seem to be applicable to those organisms adopt-
ing an open strategy and learning what behaviors to perform. Such systems
must be sensitive to information about their environment and be capable of
processing this information to determine appropriate responses. This sug-
gests that we might be able develop a general account of mental processes
in terms of their roles in open systems (e.g., as processes that figure in pro-
cessing information from an environment which then determines strategies
of action).

Block might still raise a chauvinistic worry that evolutionary processes
have only been studied in our biosphere and we do not know how to
generalize to a totally different type of biosphere. Such a worry, however,
would not be peculiar to psychology. We are equally unsure how to transfer
biological concepts beyond their home domain in our biosphere. But such
uncertainty does not imply that we will be without any principles to settle
matters if we encounter processes in another biosphere. If the fundamental
principles of our biological and psychological sciences could be adapted to
the new context so as to give us useful information, we would be likely to
so extend them and expand our conception of life and mind accordingly. If
not, we would presumably seek a different framework in which to describe
and explain the newly discovered phenomena.

It might seem that a teleological analysis such as this would rule out ar-
tifacts such as computers as candidates for mental states. It is not obvious
that they evolve in the way living organisms do. I contend, however, that
this analysis gives the right answer for judging the mentality of computers.
Artifacts are constrained by selection forces. Often these forces operate only
in the mind of the designer, who invokes criteria in choosing what system
to build. But computers (as composite systems of hardware and software)
can be built that are able to adapt themselves over time to the demands of
their environments. Self-modifying programs are a step in this direction. The
fact that contemporary computers are not closely fitted into an environment
to which they are adapting makes attributing mental states to such systems
problematic. However, there are no principled obstacles to creating com-
puter systems that interact and adapt much more intimately to the demands
of their environment. If we attribute mental states to such systems, we will
be less likely to be charged with being too liberal (Bechtel, 1985b).

In the discussion earlier in the chapter I presented Homuncular Func-
tionalism without treating it teleologically. Of the various versions of Func-
tionalism, however, it is the one most naturally interpreted teleologically and
has been so characterized by its primary proponents, Dennett and Lycan. As
we saw, the Homuncular Functionalist begins with an account of what a
whole system accomplishes and then tries to explain that performance by
decomposing that system into subsystems (homunculi). A teleological per-



140 7. FUNCTIONALISM

spective enters with the manner in which we specify what tasks the system
is performing. If we do so using intentional idioms and if we adopt an evolu-
tionary perspective on intentionality, we have already introduced a teleological
perspective. We are treating mental states as adaptive states of organisms.
Such a perspective, moreover, is critical to developing the homuncular ac-
count. There are many causal processes going on in organisms and we could
well end up explaining features of the organism that are not really of interest.
Without specifying what the system was accomplishing through its internal
processing, we would lack guidance as to what features of the system we
should try to explain (Burge, 1982; Dennett, 1981a). Thus, Teleological Func-
tionalism is a natural complement to Homuncular Functionalism.

Teleological Functionalism also brings the philosophical conception of a
functionalist analysis much closer to the tradition of Functionalism in
psychology. As noted at the beginning of this chapter, the psychological tradi-
tion of Functionalism, unlike the philosophical tradition, adopted an evolu-
tionary perspective and looked at psychological processes in terms of their
environmental significance. There are vast differences between the approaches
of James and Skinner, for example, but they share this common focus on
how activities in organisms render them adapted to the demands of an en-
vironment. I also noted at the outset that philosophical Functionalists take
themselves to be giving analyses of mental processes as characterized by con-
temporary cognitivism, a perspective that seems to many to be radically at
odds with psychological Functionalism as exemplified by behaviorism. The
introduction of a teleological element into philosophical Functionalism,
though, suggests that the characterization of mental states in cognitivism may
be reconciled with the functionalist aspect of movements like behaviorism.
Attempts to characterize mental processes as internal are not inconsistent with
attempting to understand these processes in terms of how they permit
organisms to behave in their environment (sce Bechtel, in press and Schnai-
ter, 1987). Hence, in addition to showing us how to answer Block’s
chauvinism objection to Functionalism, Teleological Functionalism opens the
prospect of a rapprochement between the internal processing focus of
cognitivism and the environmental focus of behavorism.

SUMMARY

Functionalism now constitutes the dominant analysis of mental events in
philosophy of mind. In this chapter I reviewed several prominent versions
of Functionalism. [ have also discussed some of the major objections raised
against Functionalism and the major functionalist responses. Of the objec-
tions, Block’s objection that Functionalism cannot avoid the dilemma of either
being too liberal or too chauvinistic in attributing mental states seemed to
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show most clearly a limitation to Functionalism. In response to that objec-
tion 1 introduced a teleological version of Functionalism that has been
developed within philosophy of biology. I have shown how Teleological
Functionalism can overcome Block’s objection and, in so doing, bring
philosophical Functionalism more in accord with the tradition of Func-
tionalism in psychology.



Postscript

In this volume I have tried to provide a broad introduction to the issues of
philosophy of mind and the positions philosophers have taken on these issues.
As should be clear, there are long-standing disagreements about these topics.
Yet, these issues are of central importance to cognitive science. Implicitly
or explicitly, cognitive scientists must take a stand on the issues of whether
intentionality can be accounted for naturalistically, of how the mind is related
to the brain, and of how mental events are to be identified. This volume has
attempted to provide a sufficient introduction to these issues and the views
that have been advanced so that other cognitive scientists can enter actively
into the discussion. A word of caution is needed, however. Once you engage
in discussing these issues, you must assume responsibility for the views you
adopt. As you have seen throughout this book, philosophers disagree.
Morever, they are fallible, so do not take philosophers as final authorities!

There are other topics relevant to philosophy of mind that have not been
discussed or only briefly mentioned in this text. Two of particular note con-
cern innateness and mental images. Regarding innateness, there has been wide
ranging philosophical discussion of what it means for a cognitive capacity
to be innate and what capacities are in fact innate (see e.g., Stich, 1979, and
papers in Piattelli-Palmarini, 1980; and Block, 1980b). With respect to men-
tal images, there are questions about what mental images are and how they
might be stored in the head (see e.g., Anderson, 1978; Kosslyn, 1980;
Pylyshyn, 1981; Smith & Kosslyn, 1981; and papers in Block, 1980b). Two
anthologies that will be particularly useful for anyone secking a broad perspec-
Eil\;egclm)current philosophy of mind are Block (1980a, 1980b) and Haugeland

a).
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