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PREFACE

 
Books about ‘science and its publics’ typically take a number of
forms. Of these, perhaps the most common is the scientist’s (or the
science journalist’s) attempt to convince the public of either the
intellectual grandeur or the practical significance of scientific
research. Within this category, we can include the enormous number
of ‘popular science’ books which deal with the more philosophical
reaches of science (with quantum physics and chaos theory particular
favourites here) or with var ious socially pressing matters within
which science plays an important part (ozone depletion or ‘test tube
babies’).

However, there has also been a steady output of books which
attack science either for its ‘disenchantment’ of everyday life or for
its linkage to troubling areas of development such as in vitro
fertilization, advanced weapon systems or civil nuclear power. This
more critical literature takes a number of forms – including the
feminist debate over science and the continuing discussion over the
connection between science and environmental destruction.

It follows from even this briefest of summaries of a large and
expanding literature that any new book about science and its publics
must at least have something original to say – a Unique Selling
Proposition of some kind. So where is the USP in what follows? I
want to suggest very briefly that the uniqueness of this book comes
not from any single aspect but rather from its combination of different
elements.

In the first place, Citizen Science tries to find a way through the
usual monolithic representations of ‘science’ and the ‘public’. Both
the ‘publ ic under standing of sc ience’  and the ‘ sc ient i f ic
understanding of the public’ will, therefore, be considered. In doing
so, it will be important to view these categories as diverse and
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differentiated – the science of quantum physics is very different from
the science of epidemiology – and public groups will see it as such.
Equally, the public for a science museum exhibition will have
different concerns and motivations than the local public anxious
about the safety of a petrochemical plant. In this book, I will try to
be balanced in my treatment of both the sciences and the publics –
especially in order that we can get beyond the usual ster ile
dichotomies.

Second, I want to suggest throughout the following chapters that
social science – and especially sociology – can make an important
contribution to our understanding here. In making this general
claim, I will draw upon three particular areas: the sociology of
scientific knowledge; theories of the risk society; empirical accounts
of science and its publics in specific contexts. Of course, reference to
social theory will at times make this book a little difficult for the
non-specialist reader. However, my strong claim is that such
literatures have a substantial relevance here and not least in offering a
new and constructive way of conceptualizing the current situation.
At the same time, the study of this important area can make a major
contribution to our wider theoretical interpretation of the changing
social structure.

In arguing this, I am aware that not all scientists – or social
scientists – will agree with me. Recent encounters between these
academic groups have not always been as constructive as I would
have wished. Hopefully, what follows will rebalance this situation.

Third, this book will address issues of science and its publics
within the context of risk and environmental matters. At one level,
the selection of such a context needs no justification – risk and
environmental concerns represent a pressing set of questions and also
a major area of encounter between scientific institutions and citizens.
However, the argument here will move beyond this so as to suggest
that  quest ions of  knowledge and exper t i se are centra l  to
environmental response and to the very idea of sustainable
development. Put simply, a sustainable society needs a sustainable
way of handl ing science and exper t i se. Equal ly, r i sk and
environmental matters serve as an exemplar of other areas of social
and technical debate – the lessons drawn from here have applications
and consequences elsewhere.

Fourth, and this has been implicit in my comments so far, this
book is aimed at that point where analysis and intervention meet
each other. On the one hand, I want to make some general
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suggestions about how policy and practice might be improved. On
the other, I want to argue that such matters as policy are not merely
‘appl icat ions’  of  academic analys i s  nor are they s imply
‘implementations’ – instead the whole question of how interventions
are made is a major issue in itself. For scientists and social scientists
alike, the contexts within which expertise becomes applied within
everyday life are important sites of reflection and discovery.
Contributing to public policy is therefore far from easy – but it
offers the possibility of deepening our understanding of the
problems at hand.

I suspect the fifth dimension of USP is found in the rather odd
book title. Citizen Science was chosen at one level simply because it is
(for me) pleasingly alliterative. More importantly, I chose it because
it conveys both senses of the relationship between science and
citizens as they will be discussed. ‘Citizen Science’ evokes a science
which assists the needs and concerns of citizens – as the apologists of
science so often claim. At the same time, ‘Citizen Science’ implies a
form of science developed and enacted by citizens themselves – and
one important strand of this book will deal with the ‘contextual
knowledges’ which are generated outside of formal scientific
institutions. In the following chapters we will pursue both of these
connotations – with the earlier chapters concentrating on the former
whilst the latter consider the relationship between formalized
science (which often claims to be univer sal)  and the less-
systematized (and often ‘local’ – although not necessarily in the
geographical sense) knowledges possessed and developed by citizen
groups.

From the very beginning, I want to stress that these citizen
knowledges are not necessarily ‘better’ than those of science – such a
formulation assists us very little. Instead, we need to take a broader
and more sceptical approach to environmental understanding than is
implied by simply replacing one set of knowledge claims with
another.

Of course, no sales pitch makes any sense unless there is a market
for the product. What then of the intended readership for Citizen
Science?

I think it follows from what has been said so far that this book is
aimed at a number of audiences. Certainly, this should include those
explicitly concerned with matters of science communication, the
public understanding of science or science and its publics – an
audience which spans students on the growing number of taught
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courses in this area but also those who through their employment or
personal concerns operate in this field (which just about covers all of
us). Second and given the strong risk/environmental flavour of what
follows, this is a book for those concerned with environmental
matters – it will push them particularly towards questions of
expertise, citizenship and social sustainability. Third, I hope scientists
themselves will engage with this book if only to be provoked out of
‘deficit’ (or ‘enlightenment’) models of an irrational and passively
ignorant public for science. Finally, this is a book for social scientists
and especially sociologists – I hope to convince them that this is a
field where they can make a useful and timely contribution but also
where they have a lot to learn.

In aiming to communicate with such diverse audiences I am of
course taking the r isk that I will actually connect with none.
However, and if I can be allowed to push the marketing metaphor
just a little further, it seems to me that there is a substantial ‘niche’
between these audiences – and one which is currently neglected.
Thus, rather than participating in the demonization of either
scientists or social scientists, I want to suggest that something
substantial can be gained by bringing these groups together. Equally,
environmental debates can benefit from an awareness of underlying
questions of citizenship and expertise. If criticism of what follows
leads any of these audiences to construct more adequate accounts of
their own – then a major goal of Citizen Science will have been
achieved.

It follows from this diversity of audiences that I have a diversity of
acknowledgements to offer. Var ious parts of this research were
supported by external bodies – and I am particularly grateful to the
Science Policy Support Group, the Economic and Social Research
Council, the Nuffield Foundation and the Commission of the
European Communities (Research in social and economic aspects of
the environment, DGXII/D/5) for their support. The Science Policy
Support Group deserves special thanks for establishing a network of
British researchers in this broad field and I am grateful for the
assistance provided within that network by colleagues working on
related projects.

This book was also written across various institutional locations. I
would like to thank the former Department of Science and
Technology Policy and the current Department of Sociology at the
University of Manchester for their help and encouragement. More
recently, the Department of Human Sciences and the Centre for
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Research into Innovation, Culture and Technology (CRICT) at
Brunel University have supported and stimulated me. I also want to
thank the var ious cohorts of students who have prodded and
challenged me as numerous draft chapters were thinly disguised as
lectures – such students include those at Manchester and Brunel but
also at Birkbeck College.

Numerous people have helped me in numerous ways. With some
hesitation lest I offend those omitted, I would like to single out
Donna Baston, Simon Bennett, Alison Dale, Susse Georg, Ken Green,
Paul Hooper, Don Lloyd, Tom Osborne, Janet Rachel, Sue Scott,
Denis Smith, Jon Turney, Philip Vergragt, Steve Woolgar, Brian
Wynne, Steve Yearley and John Ziman. Steve Yearley deserves
particular thanks for his friendly but incisive editing – every time I
tried busking he would catch me out. Needless to say, this book
would have been greatly improved if I’d listened properly to any of
these people.

One aspect of the ‘r isk society’ concerns the process of
individualization whereby we are each thrown back on our own
resources and personal capacities. In many ways, the preparation of
this book suggests the very opposite – it would never have been
possible without the support of my family in all three of its major
outposts. Thanks!

Marlow
November 1994
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Science and technology are major forces in our everyday lives. They
help structure our personal and working relationships. They offer new
possibilities – but also new threats. They allow opposite ends of the
globe to speak to one another – simultaneously, they are linked to
the possible despoliation of that globe through industrial pollution
and environmental damage. Science and technology also offer new
ways of understanding everyday reality – they exist both as a body of
‘facts’ about the world and as a framework for rational thought.
Meanwhile, that form of rationality may blind us to alternative ways
of valuing ourselves and the world around us.

This book is written at a time when the relationship between public
groups, science and environmental challenges appears more pressing
than ever. However, it is also written in the belief that an emerging
body of scholarship and practical initiative is well-placed to address
these challenges.

Of course, given the social significance of science and technology,
it is hardly surprising that these themes have already emerged as a
major concern within everyday life and social theory. Max Weber is
particularly associated with the notion of the ‘disenchantment of the
world’ through spreading bureaucracy and rationalization. Above all,
Weber captured the possible contribution of science and technology
both to human progress and to the undermining of human values.1

From this perspective, the citizen both gains and loses through the
spread of scientific rationality. A similar sense of gain and loss through
science can be found in the writing of Marx and various social
commentators since the Industrial Revolution – from Dickens and
Wordsworth through to Habermas and Marcuse.

This book follows (albeit with considerable humility) in this critical
tradition of examining the relationship between ‘science, technology
and progress’. More particularly, it will be argued that this relationship
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has special significance with regard to issues of risk and environmental
threat. Social development has reached a stage where a rethink of the
linkage between science and everyday life is urgently needed.

However, it is important to emphasize from the outset that science
and technology should be seen above all as human activities. The
frequent portrayal of science and technology as an unstoppable
juggernaut is not only theoretically inadequate – it is also antithetical
to any practical attempt at renegotiating the relationship between
science, technology and citizens. Accordingly, the following chapters
will try to resist the depiction of science and technology as some alien
invasion into our lives – although there are times when the relationship
between science and everyday life can indeed appear in exactly that
fashion (so that the relationship between science and culture becomes
like a ‘cigarette burning through silk’ as one author vividly puts it).2

The recognition that science does not simply fall from another planet
should encourage us both to be more critical of scientific knowledge
but also to be constructive about the kinds of science which will assist
in dealing with pressing matters such as environmental destruction.
In no sense is this book anti-scientific. Rather, it begins from the
premise that the best friend is one who is prepared to offer unpalatable
advice.

This book has then a number of purposes – to consider the part
played by science and scientific expertise in our everyday lives, to
review practical initiatives aimed at bringing the ‘public’ and ‘science’
closer together, to consider the possibilities for a more active ‘scientific
citizenship’, to link these issues into public policy for r isk and
environmental threat. However, before beginning to explore these
specific questions, it is important to explain something of the thematic
background to this book. This is all the more important given the
inevitably wide-ranging nature of the account which follows. This
background can be explained through four overarching themes.

The first of these concerns contemporary science and technology
and their relationship to our modern culture and way of life. Stephen
Hill presents this theme as ‘the tragedy of technology’.3 He writes:
 

the experience of technology is the experience of apparent
inevitability. It is the experience of being ‘framed’ by an
immutable and ‘tragic’ power, even though this is power that
at the same time offers continually new and enchanting
means of mastering the problems humanity confronts.4
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It is this double-edged (or Janus-faced) aspect of technological society
that seems to fascinate. Information technology, for example, offers
us vastly improved communication systems, greater efficiency, easy (at
a price) access to databases and knowledge systems, the possibilities
of more leisure time, greater productivity and a decentralized approach
to decision-making. At the same time, it offers the routinization of
clerical tasks, unemployment, the centralization of power and the
potential (through advanced security systems and databases) for loss
of freedom and autonomy. This is just the kind of impact which Weber
had also considered as part of the ‘disenchantment’ produced by
scientific rationality.

A similar account can be applied to other areas of scientific and
technological ‘progress’ – whether we consider the biotechnology
revolution, new manufacturing systems, satellite broadcasting or
nuclear power. Our culture is to a large extent ‘framed’ by
technological development – in the sense that science and technology
provide many of the material possibilities for modern existence. That
development can also be decidedly ambiguous in the benefits it offers
to us all. This double-edged character is particularly apparent with
regard to environmental issues – fast cars, energyconsuming domestic
technologies, new products and processes all stimulate our consumerist
tendencies even as they threaten our quality of life. The modern
challenge is to find a way of avoiding this double-edged quality – is
there such a thing as ‘clean technology’ or is this simply a contradiction
in terms?

Of course, many commentators (perhaps, in our ‘technological
culture’, the majority) present the impact of science and technology
as being largely beneficial to society. Certainly, we should not be
dismissive of these benefits – in particular, we need to be watchful
lest a critique of modern technical development leads us into a hazy
romanticism about living conditions in previous times (a cursory
glance at improved life expectancies in Western societies over the last
hundred and fifty years is instructive here).5 However, and despite the
claims of certain contemporary scientists that science has brought
about the ‘kingdom of freedom’,6 it seems that the ambiguities of
scientific and technological progress represent an important subtext
within our lives and a major challenge to future international
development. Of course, it is important here to repeat that although
we often feel passive in the f ace of new technologies, these
technologies are themselves the product of socially organized
production lines and R&D facilities. The ‘tragedy of technology’



4

INTRODUCTION

should not imply an inevitability or immutability in the direction of
science and technology.

In what follows, this first theme will be approached from a number
of directions – the uses of technical advice within environmental
decision-making, the problems of living with technological systems
such as a petrochemical complex, the difficulties of achieving a more
even balance between scientific expertise and the needs (and
knowledges) of citizens. It will be argued that science needs to be self-
critical in the face of public scepticism about its linkage to ‘progress’.

At present, public groups are frequently portrayed as ignorant or
irrational in the face of scientific progress. External criticism of science
and scientific institutions is taken to imply a deficit of public
understanding rather than a need for scientific reflection and
selfappraisal. Discussion of the ambiguous benefits of science and
technology thus leads us to consider the possibilities for institutional
change towards a more constructive patter n of knowledge
development and dissemination.

The second theme of this book deals more directly with citizenship,
democracy and everyday life. If Hill’s ‘tragedy of technology’ is
emblematic of theme one, then the second belongs to Raymond
Williams’ dictum: ‘Culture is ordinary’:
 

A culture is common meanings, the product of a whole
people, and offered individual meanings, the product of a
man’s whole committed personal and social experience. It
is stupid and arrogant to suppose that any of these meanings
can in any way be described; they are made by living, made
and remade in ways we cannot know in advance.7

 
Williams’ emphasis on the depth, resilience and r ichness of
workingclass culture – together with his profound commitment to
democracy and to the ‘authentic diversity and complexity of any
people’8 – offer an uplifting and positive incentive to consider the
relationship between citizens and scientific expertise. In addition to
injecting a much-needed element of optimism into some of the starker
analyses of ‘technological culture’, Williams’ account emphasizes the
need to begin this analysis from the perspective of citizens rather than
(as happens so often) from the ‘higher rationality’ of scientists and
élite groups. In that way, it becomes possible to construct a citizen’s
view of science rather than (as is more common – at least in the
printed form) a scientist’s view of citizens (as ignorant, misled or plain
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contrary). Williams’ work, therefore, offers us a means of turning the
usual accounts of the ‘public understanding of science’ on their head
and, in so doing, of establishing a more ‘symmetrical’ relationship
between ‘public’ and ‘formal’ expertise. That, at least, will be the
endeavour of this book – to consider science from the citizen’s side
rather than from that of the scientific establishment.

Williams’ ideas also lead us to think more carefully about the notion
of ‘citizenship’ – a concept which is presently attracting some deserved
attention from all sides of the political spectrum. Citizenship questions
in this book will centre on the place of individuals and groups of
individuals in the face of technical ‘progress’ – in what way is it
possible for their voices to be heard? What obstacles currently exist?
What would the consequences be for current institutions and social
processes? In order to deal with such questions, we will need to unravel
the concept of citizenship and the issues of knowledge, trust and
identity upon which it hinges.

These two themes – of ‘technological culture’ and of ‘citizen
culture’ – lead directly into the third. After the ‘tragedy of technology’
and ‘culture is ordinary’ we now have ‘science for the people’; in other
words, the various attempts (both practical and theoretical) to place
technical expertise at the direct service of the public. This theme is
no more original than the previous two. Certainly, it can claim a
heritage at least back to the nineteenth century. However, it does
highlight the relationship between science, technology and human
values in particularly direct fashion. As Nelkin put it in 1975:
 

The complexity of public decisions seems to require highly
specialised and esoteric knowledge, and those who control
this knowledge have considerable power. Yet democratic
ideology suggests that people must be able to influence policy
decisions that affect their lives.9

 
In many ways Nelkin’s point is still valid in the mid-1990s – although
this book will suggest that the concern for ‘democratic ideology’
extends beyond public decisions and into a series of wider questions
about everyday understanding and control. As the next chapter will
argue, there have also been a number of important developments in
our grasp of ‘technical expertise’ and its relationship to ‘everyday
expertise’ – developments which may suggest a greater need for
humility (and a willingness to accept institutional change) than was
always evident among the ‘science for the people’ protagonists of, for
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example, the 1970s. In particular, earlier statements about ‘scientific
democracy’ seem to suffer from the same flaw as many contemporary
exhortations concerning the ‘public understanding of science’ – an
implicit judgement of the superiority in every context of the scientific
worldview.

The limits to science must, therefore, be assessed and acknowledged.
We must also consider the possibility for constructive knowledge
relations within society. As one commentator puts it following a
discussion of ‘Science Shops’ (which will be discussed in Chapter 6):
 

demystifying – which we did, by and large, do – is not
enough; people won’t even really accept being ‘demystified’
unless they have something to put in its place. So I feel that
nothing much can happen unless and until we start producing
knowledge which is positively relevant.10

 
This reworking and radicalizing of the ‘science for the people’ theme
will take place especially in the latter half of this book.

The final theme represents in many ways the emerging context in
which the previous three will be tested out – the socio-scientific
challenges of achieving ‘sustainable development’. Once again, this is
a term that has been in currency for some time (at least since the
early 1980s). However, it gained popular attention in 1987 with the
publication of Our Common Future, the report of the United Nations
World Commission on Environment and Development. ‘Sustainable
development’ is defined by this report as: ‘development that meets
the needs of the present without compromising the ability of future
generations to meet their own needs’.11

At first consideration, ‘sustainable development’ seems very far from
the issues of technology, culture and democracy which have been
presented so far in this Introduction. However, it will be argued that
issues of environmental threat and world development cannot be
successfully tackled without a full consideration of local as well as global
initiatives and of citizen-oriented as well as stateled programmes.

These issues are inseparable from questions of knowledge and the
status of science within competing notions of social progress. There is
a danger at present that the international debate over sustainability
will be conducted without a critical account of science itself – and
indeed that a global scientific discourse will prevent the expression
of more localized understandings and expertises. A particular form of
science will ‘frame’ the issues in a manner which may not be open
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to other ways of knowing and other ways of living in a sustainable
fashion.

The UN Commission itself gives great priority to questions of
social equity: ‘our inability to promote the common interest in
sustainable development is often a product of the relative neglect of
economic and social justice within and amongst nations’.12 Or, in more
specific terms:
 

Meeting essential needs requires not only a new era of
economic growth for nations in which the majority are poor,
but an assurance that those poor get their fair share of the
resources required to sustain that growth. Such equity would
be aided by political systems that secure effective citizen
participation in decision making and by greater democracy
in international decision making.13

 
Going further, and as the Commission’s report argues, there is a strong
case that groups which feel themselves lacking in social influence and
restricted in their everyday options are unlikely to ponder long-term
environmental consequences or to see the relevance of official advice
and information. Instead, short-term matters of everyday survival
become the overriding priority.

Such questions will certainly figure in the following account. More
specifically, we will consider the important relationship between
‘citizen science’ and ‘environmental citizenship’ – for any kind of
citizenship which neglects the knowledges held by citizen groups will
be restricted in its practical possibilities. Such a limited approach to
citizenship will restr ict the ‘social learning’ between science,
technology and public groups which, I will argue, is essential to the
processes of sustainable development.

Thus, there will be no ‘sustainability’ without a greater potential
for citizens to take control of their own lives, health and environment.
However, success in this goal requires some careful thought about the
relations between technical expertise, citizen needs and contemporary
culture. This book will consider the very practical implications of such
a rethinking. In particular, it will review ‘social experiments’ which
attempt to implement these notions.

Despite this thematic introduction, the chapters which follow are
only partly concerned with theoretical matters and abstract debate –
they will also present a series of case-studies and specific initiatives
which relate to ‘Citizen Science’.
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Nevertheless, it will be argued that these actual experiences and
practical lessons make little sense unless presented with a wider and
more theoretical framework. Equally, however, practical experiences
are an important stimulus to theory. Certainly, the whole direction of
what follows challenges the sterile and outmoded distinction between
‘social theory’ and ‘empirical research’.

As can already be gathered, this book is committed both to an
improved understanding of ‘science, technology and citizenship’ and
to better social practice in this area – and especially with regard to
questions of risk and the environment. Accordingly, it risks being
simultaneously over-descriptive and over-conceptual – I plead guilty
to both charges.

Finally, I need to offer a note about the usage of ‘science’ within
this book. In what follows, I generally employ ‘science’ in the broadest
sense so as to encompass a whole worldview and a set of institutions
within society. At times also, ‘science’ encompasses areas of knowledge
and application which might more properly be referred to as
‘technology’. I am very aware of the distinction which can be made
between ‘scientific’ and ‘technological’ forms of understanding but
have at times used the former as a succinct way of describing both.
For the purposes of this book, I consider that to be a reasonable
approach – especially since we are mainly concerned to establish the
heterogeneity of these forms of knowledge and understanding rather
than narrowly defining either. I hope the reader will forgive the
necessary blurring of categories which sometimes follows from this
linguistic shorthand.
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SCIENCE AND
CITIZENSHIP

Now, what I want is, Facts . . . Facts alone are wanted in
life. Plant nothing else, and root out everything else. You
can only form the minds of reasoning animals upon Facts:
nothing else will ever be of any service to them.

(Thomas Gradgrind, Esq.)1

I wish I could collect all the Facts we hear so much about .
. . and all the Figures, and all the people who found them
out; and I wish I  could put a thousand bar rel s  of
gunpowder under them, and blow them all up together!

(Thomas Gradgrind, Jun.)2

Concern over the relationship between citizens, science and
technology seems to be character istic of contemporary society.
Right now, for example, various political and social groups (industry,
government, environmentalists, scientific organizations, campaigning
bodies) are attempting to educate, propagandize or cajole the
general public into accepting their own evaluation of a ser ies of
technical – or at least technically-related – questions (over the best
means of tackling environmental issues, the desirability of new
consumer products, the dangers of AIDS, the merits of var ious
energy policies and an endless array of social questions such as
genetic screening, transport safety and the implementation of new
technology). In that  sense, we are a l l  bar raged with new
‘information’ about developments in science and technology which
might affect our lives and also, of course, with exhortations about
what different social groups would like us to do about those
developments.

In such a situation, it is unsurprising that many accounts have
been put forward by scientists and others which describe (or, more
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usually, lament) the linkage between science, technical knowledge
and the wider population. At present, the topic of ‘public
understanding of science’ – as defined by, for example, the British
Royal Society – has once again focused attention on these issues.

As the first section of this chapter will discuss, there have been
certain recurrent elements within these more general accounts – a
concern at the ‘scientific ignorance’ of the populace, a consequent
desire to create a ‘better-informed’ citizenry, an enthusiasm for
making science ‘more accessible’ (but with strict limitations on the
extent of this accessibility). Notably also, and as we will discuss,
these accounts have represented a commitment to ‘science as
prog ress ’  and of fer a decidedly ‘ sc ience-centred’  (or
‘enlightenment’) view of society. Frequently, the accounts offered by
scientists and others reveal an anxiety lest public ignorance should
get in the way of scientific/technological progress. Thus, one senior
British scientist entitles his book on this subject Is Science Necessary?
but provides the answer – before the text even begins – by citing
Nehru’s exhortation that the ‘future belongs to science and those
who make friends with science’.3

As this chapter will outline, the notion that the ‘future belongs to
science’ has underpinned most accounts of the relationship between
citizens and science. However, there have also been a number of
more critical accounts which draw upon the ‘tragedy of technology’
theme (as discussed in the previous chapter) and on a notion of
‘science as ideology’ in order to ask starker questions about the
impact of scientific dissemination on everyday life. It is also possible
to portray concerns over the public understanding of science as an
indicator of anxiety amongst the scientific community lest it should
become marginalized in the post-Enlightenment era. This chapter
will begin with a br ief historical excursion into these differing
accounts of the ‘public understanding of science’ before presenting
three case-studies of the contemporary interaction between citizens,
science and technology.

Discussion of the role of ‘ordinary citizens’ in ‘technical progress’
extends back to the beginnings of the Industr ial Revolution. In
nineteenth-century Britain, for example, there was a lively debate
about the general level of science education – which was seen by
many as holding back industrial and technical development.4 Just as
in the late twentieth century, public indifference was viewed as an
obstacle to scientific progress. Of special relevance to the themes of
this book was the establishment of institutions such as the
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Mechanics Institutes which represented one attempt to build a
bridge between formalized scientific knowledge and working-class
people (although, as we shall see, there are differing interpretations
of whether the Mechanics Institutes were an attempt to enlighten –
or to indoctrinate – the working classes). The Mechanics Institute
movement spread across Britain in the 1820s and 1830s and offered
a training in science and technology to the skilled working classes.

In the twentieth century, the need for a greater awareness of
science became a major theme of the ‘visible college’ of scientists
and wr iters who adopted a socialist perspective on scientific
progress.5 As J.B.S. Haldane put it in the Preface to his 1939 book,
Science and Everyday Life:
 

I am convinced that it is the duty of those scientists who
have a gift for writing to make their subject intelligible to
the ordinary man and woman. Without a much broader
knowledge of science, democracy cannot be effective in an
age when science affects all our lives continually.6

 
Writing immediately after the Second World War, the Association

of Scientific Workers expressed similar sentiments. In so doing, they
outlined the three most regular justifications – both of that time and
since – for an enhanced ‘public understanding’:
 
• that a technically-literate population is essential for future

workforce requirements (‘the present inadequate standards of the
available labour’).7 This argument had also been important within
nineteenth-century debates over working-class technical
education;

• that science is now an essential part of our cultural understanding
(‘In this age no man can be considered to be cultured who makes
no ser ious attempt to understand and appreciate the broad
principles of science’);8

• that, as Haldane argued above, greater public understanding of
science is essential for democratic reasons.

 
The Associat ion of Scienti f ic  Worker s  made var ious

recommendations for improving public understanding through
further education classes and also such media as exhibitions and
museums, film, the press and the radio. They also stressed the need
for working scientists to become more involved in public activities
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and in the dissemination of science – a challenge to which scientists
such as Haldane and Hogben had already responded through popular
publications on science and mathematics.9

The Association of Scientific Workers thus offered a model of
‘progress through science’ which resonates strongly with many
contemporary statements of the need for both greater public
understanding and public acceptance of science: ‘Science offers
means to use unprecedented powers with which a finer, more
beautiful and happier world then ever before can be built. With
mankind using a vigorously developing science for social ends, the
future can be bright and inspiring’.10

However, unusually for a group of scientists, the Association
recognized that this new world would require scientists to adopt an
explicitly political role in society. The Association was highly critical
of those who simply stood on the sidelines of social change.
Important decisions needed to be made about the social control of
science and industry – it was the responsibility of every citizen to
get involved. Meanwhile, science itself is: ‘neither good nor bad; it is
organized knowledge and a method, a tool or weapon, which
society can use for good or evil. It can confer the highest benefits
and it can be used to destroy’.11 Again, this notion of science as
value-free has been a regular feature of scientific statements
concerning the relationship between citizens and technical change.

Some forty years later, the prestigious Royal Society was to revive
these debates in its 1985 report on the ‘public understanding of
science’ – suggesting the durability of these concerns but also a
perceived absence of real progress. The Royal Society took a
distinctly less ‘political’ perspective than the Association of Scientific
Workers – its recommendations emanate from a more liberal
concern with the well-being of both science and society (and
perhaps a l so from a concer n that  the value of  sc ient i f ic
understanding might be neglected by society – the mid-1980s were
a time of great anxiety about the future of public support for
science).

Despite this difference in political perspective, the 1985 report of
the Royal Society presents an argument which many members of
the Association of Scientific Workers would readily have endorsed:
 

better public understanding of science can be a major
element in promoting national prosperity, in raising the
quality of public and pr ivate decision making and in
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enriching the life of the individual. . . . Improving the
public understanding of science is an investment in the
future, not a luxury to be indulged in if and when
resources allow.12

The report goes on to cite a number of specific areas where an
‘improved understanding’ would be of personal and national value:
 
• in terms of national prosperity, a better informed citizenry could

appreciate the opportunities offered by new technologies and
could provide a better trained workforce;

• in terms of economic performance, wider scientific awareness would
reduce ‘hostility, or even indifference’ to science and technology
and so aid in the rapid innovation of such product and process
changes. There would also be a ‘considerable competitive
advantage’ if those in ‘positions of responsibility’ were better
informed;

• in terms of public policy, science and technology should be major
considerations – for the Royal Society there is a strong case that
these decisions would be improved by ‘better understanding’ (we
will examine this assumption very closely in Chapters 2 and 3);

• in terms of personal decisions, for example regarding diet, smoking,
vaccination safety – ‘an uninformed public is very vulnerable to
misleading ideas’;

• in terms of everyday life, a basic scientific literacy is needed just to
understand what goes on around us (e.g., how a ball point pen or
a television functions);

• in terms of risk and uncertainty (e.g., concerning nuclear power or
seat-belt wear), it is important that the public have a better
appreciation of the nature of risks and of how to interpret and
balance them: ‘Once again it must be argued that better
understanding fosters better public and personal decisions’.13

• in terms of contemporary thought and culture, any citizen without an
understanding of science is cut off from the r ichness of this
important area of human enquiry and discovery.

 
So far, we have briefly examined two major arguments – from the

Association of Scientific Workers and from the Royal Society – for
g reater effor ts to be made by scientists and citizens in the
dissemination of technical information and understanding. A typical
justification for such efforts has also emerged – generally based on a
mixture of economic, political, personal and cultural arguments.
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Certain assumptions about the relationship between citizens,
science and technology have also star ted to become clear –
assumptions which are implicit in the very concept of the ‘public
understanding of science’. Such assumptions include:
• the notion of contemporary ‘public ignorance’ in matters of

science and technology;
• the notion that a better understanding of science will lead to

better ‘public and personal decisions’;
• the notion that science is a force for human improvement;
• an explicit or implicit notion that science is itself value-free –

although there are moral and political choices to be made about
its direction;

• the notion that the life of citizens is somehow impoverished by
an exclusion from scientific thought;

• the notion that wider exposure to scientific thinking will lead to
greater acceptance and support for science and technology.

 
Of course, there are differences between the accounts offered by

these two groups of concerned scientists – with the Association of
Scientif ic Worker s offer ing, for example, a more ‘polit ical ’
programme (linked to the aspirations of the postwar Labour
Gover nment) . However, what the two accounts  share i s  a
fundamental belief in the centrality of scientific development to the
future of society – and a belief (whether as part of a social
democratic or more vaguely liberal ideology) that a better informed
citizenry can play a crucial (but essentially reactive) role in this
development. The future should indeed belong to science.

There is no suggestion in the Royal Society report that the
organization of science is open to change or that it should
incorporate citizen views within research policy. The goal is to make
the public better informed about science but not to encourage a
critical evaluation of scientific institutions. For the Royal Society
and most of the contemporary apologists of science, science itself is
not the problem – the problem is gaining public understanding and
hence acceptance of science.

This worldview can be character ized as ‘science-centred’ or
(perhaps more accurately) ‘enlightenment’ in its assumptions about
science, technology and the wider public. This is not to suggest that
all working scientists hold this worldview. However, it does provide
a powerful and frequently reiterated case for the centrality of
scientific reasoning to social development. Within such a worldview,
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any problematic relationship between science and citizens must be a
consequence of either public ignorance or public irrationality.

This book will argue that a critical perspective on these issues is
required and that there are new developments and ways of thinking
which suggest that change is indeed occurring. We can begin by
contrasting the notions expressed so far of ‘science as progress’ with
one account of a nineteenth-century experiment in the ‘public
understanding of science’ – the Mechanics Institute movement as
discussed by Maxine Berg and others.14 Berg’s more critical analysis
of this movement sets the debates so far concerning citizens and
science into a much-needed social and political context.

As already suggested, the Mechanics Institutes appear to offer an
excellent example of a highly localized and responsive ‘continuing
education’ (to use the modern jargon) for one section of the
workingclass community. Institutes were established across Britain
and offered technical training at a time when demand seemed to be
high – this demand linked, of course, to the rapid progress of
industrialization. Berg’s account suggests, however, a less attractive
ideological purpose to this movement – essentially the Institutes
were not philanthropic in orientation but were instead one part of
the legitimation of the emerging capitalist order. The underlying
phi losophy of ‘ se l f  improvement’  was des igned to divide
workingclass communities by creating a ‘labour aristocracy’. The
basis of the movement was to evangelize the harmony between
science and industry. The Institutes were largely dominated by the
middle classes whose main purpose was to create a more ordered
society and to prevent social unrest. Science was, therefore, an
important legitimation of the social order rather than a force for
liberation or active citizenship.

The discussion of Mechanics Institutes is important here not for
its specific conclusions but for the wider questions which it raises
about the re lat ionship between science and ci t izens. The
‘enlightenment’ approach – as exemplified by the Royal Society –
would argue that the provision of scientific information to public
groups will in itself be beneficial – if only in allowing a better
appreciation of the scientific changes which are influencing society
and in clar ifying citizen choices. The analysis provided by Berg
suggests that science can present an ideological face to citizens – so
that it can be used to obstruct rather than assist understanding. In
particular, the control of Mechanics Institutes by middle-class forces
meant that training in science was also a propagandizing of a
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particular political ideology (in this case that known as ‘political
economy’). At this point, we could add to our discussion a number
of Marxist accounts of science which generalize this point about
capitalist ideology and its relationship to contemporary science.15

Thus, for example, Marcuse has argued that: ‘The industrial society
which makes technology and science its own is organised for the
ever more effective domination of man and nature, for the ever
more effective utilization of its resources’.16

Marx himsel f  expressed such notions of  ‘ technology as
domination’ with particular clarity:
 

Labour [is] . . . subsumed under the total process of the
machinery itself, as itself only a link of the system, whose
unity exists not in the living workforce, but rather in the
living (active) machinery, which confronts his individual,
insignificant doings as a mighty organism.17

 
Hill has developed such themes (particularly with reference to the
work of Foucault) in The Tragedy of Technology:
 

Employees generally see technology . . . as an alienated
force that stands somewhere behind their left shoulder, and
which, with one new breath of change, may extinguish
their means of livelihood. The aesthetic is one of externally
imposed order rather than human harmony; the words of
knowledge are opaque, controlled by the masters of the
technological system and the variety of specialists who
inform them. The technological aesthetic is unreadable to
the layman, but is embodied in words of knowledge that
say ‘you shall adjust’.18

 
Of course, the argument here is that this relationship to technology
is found also outside the workplace – so that people’s general
experience of technology fits this pattern of ‘unreadability’ and
‘adjustment’.

It would appear, therefore, that we have reached the point of
incommensurability between those accounts of science which stress
its empowering and enabling role and those – drawing broadly on a
notion of science as a source of legitimation (Habermas), alienation
(Marx) or disenchantment (Weber) – which stress its role as a form
of social control and dehumanization. One should nevertheless be
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wary of splitting debate in a conventionally-political fashion (the
‘establishment view’ versus the ‘radical opposition’). Certainly, left-
wing and environmental groups have been as eager to adopt a
scientific mantle (‘if only people knew the facts of ozone depletion,
acid deposition or factory farming then they’d support us’) as have
the political establishment – although such groups have typically had
far fewer scientific resources at their disposal. What should also be
noted at this stage is that, despite the apparent incommensurability
over whether science represents progress or disenchantment, all of
these approaches stress the centrality of scientific rationality to the
modern world. Whilst (and as we will discuss later in this book)
some would argue that the modern world is being radically
transformed into late (or post-) modernity, the substantial influence
of science over the life of citizens seems undeniable and likely to
remain so.

In later discussion we will address these themes once again at a
conceptual level. For now, rather than pursuing them through a
general debate, we should begin to look a little closer at actual
examples of the contemporary citizen-science interaction. Is there
any evidence that science is being used within society as a
legitimatory rather than an empowering device? Can the lack of
communication between ‘science and its publics’ be successfully
explained by public ignorance or instead by some deeper-rooted set
of causes? In order to tackle this, we need to examine questions of
science and technology as they occur within people’s lives. As a start
to this project, we can consider the lessons from three examples of
the relationship between science, technology and everyday life.
These examples make no claim to representativeness. They are
designed simply to illustrate and explore the issues of contemporary
citizen-science relations. It should also be said at this point that
these three examples will recur and be re-analysed at various points
in this book.

Three stories of our time

2,4,5–T and the farmworkers

We shall continue to examine any soundly based new evidence or
information. For the present, this Enquiry has strengthened us in our
previous view that 2,4,5–T herbicides can safely be used in the UK
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in the recommended way and for the recommended purposes.
(Advisory Committee on Pesticides)19

I t  i s  the NUAAW’s convict ion, dis t i l led from the
experience of thousands of members working in forests
and on farms, that the conditions envisaged by members of
the [advisory committee] (presumably used to the
controlled conditions of the laboratory) are impossible to
reproduce in the field.

This single fact must be sufficient to demolish the
supposition that the herbicide is safe to use.20

In 1980, the National Union of Agricultural and Allied Workers
(NUAAW – from here on ‘the farmworkers’) was engaged in a
highly public dispute with the British regulatory authorities over the
herbicide 2,4,5–T. By that date, 2,4,5–T had already been
controversial for some time because of its allegedly hazardous
properties (chloracne, birth defects, spontaneous abortion, cancer)
and also for its overall impact on the natural environment. Although
the herbicide had been produced since the 1940s, perhaps its
bestknown application was during the Vietnam War when it was
sprayed by US aircraft as a defoliant (and thus as a means of
removing ground cover). However, 2,4,5–T has also been used in a
number of agricultural, industrial and domestic situations (e.g., by
railway workers to keep lines clear of weeds, by forestry workers to
clear undergrowth, or by members of the public keeping their
gardens free of brambles and nettles).

Given international attention to the hazards of 2,4,5–T, a number
of countries had at that time either banned or severely restricted the
use of the herbicide: among them the United States, Canada and the
former Soviet Union. There had also been a number of national and
international campaigns against 2,4,5–T – with concern being
expressed particularly about the usage of this and the other ‘dirty
dozen’21 pesticides in developing countries. In Britain, a number of
groups had argued for the banning or strict control of 2,4,5–T.

This campaign had some success; many local authorities had by
1980 agreed to cease spraying as also had major users such as
Br it i sh Rai l , the National Coal Board, and the electr ici ty
generator s. However, the Br itish regulatory author ities had
historically been resistant to a ban on 2,4,5–T. In this section, and
as an illustration of one interlinkage between citizens, science and
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technical decisionmaking, we will look briefly at one episode in
the hi s tor y of  2 ,4 ,5– T: the confronta t ion between the
farmworkers and the regulatory authorities (or, more precisely,
their advisory body – the Advisory Committee on Pesticides
(ACP)) in just one year – 1980.

Of course, there are a number of ways in which such a story
could be told: as a review of the technical evidence (i.e., the ‘facts’
of the case), as a clash between ‘expertise’ and ‘trade union
pressure’, as an example of the ‘uncaring’ nature of modern agro-
business or of the use of science as an ideology to oppose workers’
rights. For now, it is enough to look at the kinds of argument which
the farmworkers and the ACP put forward to support their case and
to consider the immediate lessons concerning the uses of ‘scientific
expertise’ in such social and technical decision-making. More
specifically, does this case suggest any disparity between ‘scientific’
(as represented by the advisory committee) and ‘citizen’ (i.e., in this
case farmworker) perspectives?

In 1980, the farmworkers presented the ACP with their latest
‘dossier’ on the herbicide.22 By that date, the question of the
pesticide’s safety had been referred to the ACP no fewer than eight
times – with the committee standing firm on its contention that
2,4,5–T ‘offers no hazard’ to users or the general environment
‘provided that the product is used as directed’. In their evidence to
the ACP, the farmworkers discuss what they consider to be the
‘realities’ of pesticide use, they present the alternatives to the
pesticide, they cr iticize previous ACP reports, and they offer a
number of cases where health damage is allegedly linked to 2,4,5–T
exposure.

These cases – which largely represented the ‘new’ evidence to
the ACP – were drawn from a questionnaire which the NUAAW
had circulated to its members through its newspaper, Landworker.23

Questions in the survey covered the usage of ‘weedkiller 2,4,5–T’
(when did you last use a weedkiller containing 2,4,5–T? Are you
ever given instructions on how to use protective gear? Are you given
any information about the hazards relating to weedkillers containing
2,4,5–T?) but also sought out medical information (have you ever
had any of the following symptoms after using weedkil ler s
containing 2,4,5–T? Do you suffer from any of the following . . . ?
Have you or your partner ever had a spontaneous (unplanned)
abortion or a miscarriage?). In all, some forty questions were asked
on a ‘voluntary response’ basis.
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The questionnaire eventually provided a series of case-studies
(involving fourteen individuals) for submission to the ACP. To take a
typical case, one ‘victim’ is described as having had ‘a miscarriage in
1977 and later the same year gave birth to a daughter . . . who has a
cleft palate and a hare lip. Her husband had been using 2,4,5–T
when he worked for the Forestry Commission’.

This information was then presented to the ACP. The overall
conclusion of the farmworker submission was that:

Considering the additional evidence which has not been
evaluated by the ACP, the existence of alternative weed
killers and the overall lack of information about the effects
on user s  of  2,4,5–T . . . i t  becomes absolutely
incomprehensible that workers, their families and the
general public can remain subject to the r isks for one
minute longer.24

 
The advisory committee’s published response to this evidence

appeared later in 1980 as the Further Review of the Safety for Use in
the UK of Herbicide 2,4,5–T.25 This review is considerably longer
than the farmworker dossier – it presented, for example, a thorough
review of major scientific developments since the ACP’s previous
report. It appraised all the evidence in some detail and included a
series of appendices on topics ranging from environmental effects
and operator exposure to the consideration of alternative pesticides.

As regards the specific matters raised by the farmworkers, the
ACP devoted one section of its report to a consideration of the
casestudies put forward by the NUAAW. For each case the
committee concluded that insufficient evidence existed to correlate
the medical condition with 2,4,5–T – or at least that it seemed
highly improbable that such a correlation could exist. In the above
case of miscarriage/birth deformity, for example, the employment
records of the father were first of all checked. Following this, the
parents and the family doctor were interviewed in order to establish
the level of exposure involved and the scale of alleged effects. The
ACP’s specific conclusion was:
 

The type of deformity occurring in this case is common
genetically. Mrs K’s only possible contact with 2,4,5–T was
through handling her husband’s working clothes; and the
likelihood of her having absorbed sufficient to have
produced any toxic effect is remote in the extreme.26
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In overall conclusion, the ACP argued forcefully that ‘there are
no grounds to suggest a causal relationship with the stated effects’.
The argument is further elaborated during a discussion of the
linkage between 2,4,5–T and miscarr iage/birth deformity. The
committee suggested that the farmworker cases ‘neither implicate
nor absolve’ the pesticide:
 

The reality is that some women who have been in contact
with such an agent are likely to miscarry, and that some are
likely to bear malformed children; but this in itself does
not add up to cause and effect. Indeed, statistically it would
be remarkable if f amilies in contact with par ticular
products  such as  2,4,5–T were spared from these
misfortunes.27

 

Not surprisingly perhaps, this scientific rationale did not serve to
change the opinion of the farmworkers – and during at least one
stormy meeting the two sides struggled to communicate their
concerns about the issue. As the leader of the farmworkers stated
after the meeting:
 

We are alarmed at the approach taken by the Committee.
In their eyes scientific evidence proving the hazards of a
chemical has to be absolutely watertight. In our view the
decision has to be made on the balance of probabilities . . .
where lives are at stake a responsible body cannot wait, as
was the case with asbestos, until there is a sufficiently
impressive death toll.28

 

The farmworkers vowed to fight on – both to get a ban on the
chemical and to change the regulatory structure for future
decisions.

Mad cows and the consumers
 

As the Chief Medical Officer has confirmed, British beef
can continue to be eaten safely by everyone, adults and
children.

(John Gummer, Minister of Agriculture, Fisheries and
Food)29

Eating British beef is completely safe. There is no evidence
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of any threat to human health caused by this animal health
problem (BSE).

This is the view of independent British and European
scientists and not just the meat industry.

This view has been endorsed by the Department of
Health.30

(Advertisement placed by the Meat and Livestock
Commission)

Scientists do not automatically command public trust.
(House of Commons Agriculture Select Committee)31

In 1990, one technical issue held an especially prominent place in
the British mass media: do cows make you mad? The Ministry of
Agr iculture, Fisher ies and Food (MAFF) – and especially its
Minister, John Gummer – was under widespread attack for its
handling of the issue. The meat industry was greatly concerned at
the impact of the scare on meat sales. Consumer groups such as the
Consumers’ Association and Parents for Safe Food registered their
low confidence in both the meat industry and MAFF. Br itish
newspapers featured photographs of Gummer feeding a beefburger
to his daughter – apparently in an attempt to reassure the public.
Various scientific groups stated their concern over the issue –
Professor Richard Lacey was quoted as fear ing that ‘a whole
generation would be lost’ if the worst anxieties over BSE (Bovine
Spongiform Encephalopathy) came true. Other scientific figures
dismissed ‘public hyster ia’ over the issue. Professor Sir Richard
Southwood claimed that: ‘we have more reason to be concerned
about being struck by lightning than catching BSE from eating beef
and other products from cattle’.32

Quite clearly, therefore, the ‘mad cow’ issue represented a major
public controversy. BSE is a fatal disease which causes degeneration
of the brain. It develops over several years and infected cattle, mostly
dairy cows, show no symptoms until the final weeks when they
become nervous and uncoordinated. The first case of BSE was
reported in Britain in 1985 – by April 1990 some 290 cases a week
were being confirmed. The issue which exercised the public was, of
course, whether BSE – or ‘mad cow disease’ as it became more
dramatically known – could be a threat to the human population.

As with 2,4,5–T, there are a number of ways in which this story
can be told (and, indeed, already has been told) – as a struggle
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between scientists armed with ‘the facts’ and an irrational group of
citizens (in this case, not farmworkers but consumers), as an example
of industrial corruption of both regulatory authorities and scientists,
as a use of scientific authority to legitimize an exploitative and
inherently dangerous mode of food production. However, as with
the 2,4,5–T story, it is instructive to look at the broad characteristics
of the arguments made by both sides.

If we take those consumer and allied groups which were most
critical of government action and the activities of the meat industry,
then a number of features of their argument can be identified. First
of all, critical groups tended to highlight certain meat industry
practices – particularly the feeding of offal to animals. Second,
cr itical groups took the line of emphasizing the uncertainties
concerning BSE transmission – so that, for example, when a Siamese
cat developed BSE in 1990 this was seized upon as yet more
evidence that the disease could travel across species boundaries.
Third, these groups could take advantage of the divided scientific
opinion over the issue; Professor Lacey became a particularly public
figure on this basis. Accordingly, oppositional groups could make it
clear that there was no scientific consensus. Fourth, consumer groups
found it relatively easy to capitalize on the inconsistencies and
weaknesses in MAFF’s handling of the debate. As one report put it:
‘Knowledge of BSE is as full of holes as an infected cow’s brain . . .
while the science of BSE is arguable, much more is known about
the handling of crisis to contain risk, limit damage and maintain
public confidence’.33

However, this report argued that the Government had succeeded
in breaking every rule of public relations. Between them, MAFF and
its Minister had:
 
• failed to err on the side of caution;
• acted slowly at every stage;
• attempted to score debating points rather than enlisting support

(Gummer, for example, was widely quoted as labelling vegetboth
the confidence of consumers and the food industry; ar ians
‘wholly unnatural’);

• created confusion by refusing to speak openly – thus also losing
• opted for publicity gimmicks (e.g., photo opportunities with

Gummer’s daughter and a beefburger) rather than discussing the
issues;

• failed to establish a system for dealing with public enquiries.
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As the report concluded: ‘The grotesque image of the tottering cow
thus brands not only an incompetent bureaucracy but a rickety and
self-serving information regime’.34

Quite clearly, therefore, the BSE issue became the focus for a
whole ser ies of cr iticisms and concerns – about food industry
pract ices ,  about the independence and competence of the
government ministry, about the limits to scientific understanding in
such a complex and under-researched area. Despite this broad
critique, the typical ‘official’ response was to present the issue as a
challenge to the ‘facts’. In statement after statement, the Minister
repeated his claim that: ‘We have taken action to deal with the
public health concerns and the animal health aspect of BSE on the
basis of the best independent scientific advice’.35

In April 1990, the Royal Society and the Association of British
Science Writers called their own press conference on the grounds
that: ‘the public remains confused about its (BSE’s) dangers’.36

The meeting was designed to ‘enable journalists to write and
broadcast accurately’ and heard testimony from ‘five experts’. The
views of these experts differed slightly – from the view that there is
a ‘very low r isk’ to the human population to that the ‘r isks of
humans contracting the disease through eating beef are nonexistent’.
Overall, however, the opinion seemed to be that the dangers of BSE
were not great. Nevertheless, public anxiety continued – suggesting,
as the House of Commons Agriculture Select Committee concluded
in July 1990, that expert statements alone were unlikely to reassure
the public.37

As 1990 progressed, BSE slowly slipped away from popular
concern only to be revived periodically as new reports emerged. For
example, 1994 brought another peak of concern with the action this
time focusing on European attempts to control the import of British
beef. Meanwhile, the divisions over the governmental response to
the issue showed no signs of disappearing. Instead, many consumer
groups are set for further battles with the authorities over food
safety issues.

Major hazards and the residents

Your premises are situated in an area that could possibly be
affected if a major accident should occur . . . The Control
of Industrial Major Accident Hazards Regulations (1984)
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requires [sic] to inform you of the emergency procedures
that you should follow in the unlikely event of a major
accident.38

 

The industry recognizes . . . that accidents are inevitable. . .
. In recognizing this, the industry is moving more towards
crisis communications, crisis management and evacuation
planning. At the same time it increases reassurance
operations, beefs up its risk analyses and induces the wider
community to share not only in the experience of risk, but
also in its management.39

 

In 1982, due to accidents at chemical sites in Europe during the
preceding decade – and notably at Flixborough in 1974 and Seveso
in 1976 – the European Community adopted a directive for the
control of major hazard installations.40 This is commonly known as
the ‘Seveso Directive’.

Simultaneously, the EC took the then unprecedented step of
building into the directive a ‘public information’ requirement.
Article 8 thus specifies that members of the public liable to be
affected by a major accident be informed of safety measures and of
how they should behave in the event of a major accident. This
requirement was then translated into national legislation so that, for
example, Regulation 12 of the Control of Industrial Major Accident
Hazards (CIMAH) Regulations of 1984 represents the Br itish
version of the Directive. The CIMAH regulations required that this
information be provided around a fixed number of major hazard
sites by January 1986.

In effect, therefore, the EEC leg islation was obliging the
petrochemical industry to give to the local community advice and
information about the operation of hazardous installations (at least at
a very limited number of sites). In contrast to the previous examples
of ‘citizen-science interaction’, here we have technical information
being given out largely in advance of public concern. By way of
contrast also, rather than being a workplace (2,4,5–T) or consumer
(BSE) interaction, this case allows us to look at a community matter.
As before, however, this interaction is open to a number of
interpretations – of communities being totally uninterested in
‘technical’ matters, of communities being ‘co-opted’ by industry (as
the second quotation at the beginning of this section suggests), of a
more complex pattern of local and technical knowledges in
juxtaposition.
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The information provision requirement of the new legislation
certainly caused British industry great concern (greater apparently
than the other, more engineering-oriented, requirements). The fear
was that the public would react with alarm and hyster ia to the
information that there were hazards associated with the local
chemical works. Debate also centred on the number of sites at
which information should be distributed, the extent of information
distribution at each site, what information route should be followed
(leaflet, newspaper announcement, public meetings) and the amount
of detail which should be provided.

The ‘information’ when it eventually appeared in Br itain
generally took the form of a simple leaflet g iving very br ief
information about:
 
• activities undertaken on site;
• names of the hazardous substances used and their pr incipal

harmful properties;
• details of emergency warning systems;
• reference to emergency planning and/or advice on what action

to take in the event of an emergency.
Despite the prior industrial concern that this would create an

emotional public reaction, there is very little evidence of any outcry
– with anecdotal evidence suggesting that certain companies which
had been braced for public criticism actually received no phone calls
at all from local residents. A more systematic social survey of one
information site found no evidence of local anxiety and only a small
proportion of residents claiming that the leaflet had changed their
opinion of the site. Less reassur ingly, however, the same survey
suggested that the leaflet had only a small impact in terms of
informing residents about the ‘correct’ emergency procedures.41

Thus, many residents anticipated that their response to an
emergency would be to ‘get out of the area’ – despite the leaflet’s
specific advice to ‘stay indoors’.

I t  would appear, therefore, that  whi l s t  the information
distribution exercise may have been successful in avoiding public
outcry, it had only limited success as a preparation for a real
emergency. Accordingly, the linkage between this information
exercise and ‘active and informed citizenship’ seems somewhat less
than satisfactory. More particularly, this example seems to reinforce
the notion of public indifference to technical advice. Here we have
specific, carefully prepared and well-distributed advice to an ‘at risk’
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group which is then apparently ignored. Why should any further
efforts be made at dissemination? In Chapter 4, we will look at the
case more carefully and suggest a re-working of this analysis.

Science, technology and everyday life

In many ways, these three ‘stories’ have very little in common – a
sustained trade union campaign to outlaw a pesticide, a sudden
consumer outcry about the hazards of Br itish beef , a public
information campaign which was successful in avoiding backlash but
less satisfactory as preparation for a petrochemical disaster. What
themes and concerns underlie these apparently disparate cases? If we,
first of all, return to the ‘science-centred’ worldview with which
this chapter began, several characteristic notions have already been
identified. These concerned the notion of public ignorance, that
science improves the decision-making process, that science is a force for
human improvement, that it is value-free, that citizens are impoverished
by their exclusion, and that greater scientific understanding amongst the
public will lead to greater acceptance and support for science and
technology. To what extent can evidence be found in the three case-
studies to substantiate this general conceptualization?

From the ‘science-centred’ perspective, all three cases represent
the problems of public ignorance – with each case demonstrating
the resistance of public groups to the well-balanced testimony of
expert bodies (whether the Advisory Committee on Pesticides,
MAFF or the chemical industry and local planning authority backed
up by the Health and Safety Executive). Of course, whilst the major
hazard case seems to represent a kind of dumb apathy among
residents (and, in that sense, a sin of omission – although see
Chapter 4), the other two cases represent a more active form of
resistance to technical advice (and, therefore, the much greater sin of
commission). Discussions in the science-centred mode tend to move
from this analysis to a discussion of either how to enact decision-
making apart from the ignorant/irrational public (see Chapter 3) or
of how to be more energetic in disseminating technical information
(e.g., the recommendations of the Royal Society). Either way, the
view is that the public forms a barrier to intelligent and constructive
debate.

These representations of the public became most visible in the
BSE case – with numerous references to ‘public hysteria’ and ‘media
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hype’. For the ‘science-centred’ view, continued public concern after
scientifically-based reassurances had been given could only be the
product of an emotional and badly informed public.

Equally, the three cases suggest something of the notion that
science can be an impartial and ‘value-free’ agent in such public
cases – cer tainly, the ‘official’ parties involved would reject
vehemently (and be highly offended by) any suggestion that the
information which they were presenting was in some way ‘biased’.
Their claim to authority was based precisely upon the impartiality
and neutrality of the expertise which they proffered (and also upon
the ‘good will’ and ‘fair play’ of the decision-making structures
within which they operate). This became an issue especially in the
BSE case with numerous allegations of ‘false experts’ on the
‘opposing’ side. Thus John Gummer was quoted in the House of
Commons as stressing the significance of ‘true’ expertise:
 

He hoped the BBC, ITV and others would ask before
interviewing people as ‘exper ts ’  whether they had
published in journals which their peers could check or if
they had submitted evidence to the Tyrrel Committee. If
they had not, he hoped they would not be introduced as
experts but merely as people with an idea or two.42

 
Particular criticism was made of Professor Richard Lacey, the

Leeds University microbiologist who repeatedly expressed great
anxiety over the human implications of BSE. One Commons report
stated that his views ‘seemed to lose touch with reality’. Lacey
replied to these charges with equal vehemence: ‘From a medical
point of view . . . it is normal to assume the worst and act
accordingly. That is the difference between farmers and doctors’.43

This disputed territory over expertise was also manifest in the
2,4,5–T case where the farmworkers’ ‘dossier’ was dismissed by the
advisory committee for its anecdotal and unscientific methodology.
From the viewpoint of a working scientist (especially, but not solely,
in areas such as toxicology and epidemiology) this certainty over risk
and safety may seem quite perplexing – the science is typically open
to major doubt and uncertainty. The ‘official’ message filtered out
the inevitable technical uncertainties so as to offer an apparently
authoritative and self-confident message – suggesting an important
difference between ‘doing science’ (with all its messiness, conjecture
and tacit assumptions) and ‘the public face of science’ (where such
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provisionality has apparently been lost so as to offer a ‘clear’ voice).
However, as we will see in later chapters, this ‘filtering’ may no
longer enjoy easy success as the official presentations of scientific
evidence become open to challenge.

Throughout these challenges, nevertheless, official bodies in both
the 2,4,5–T and BSE cases have clung to the notion of their own
superior understanding. Their task has been to cope with the
peculiarities of ‘public perception’ (meaning misperception) rather
than to reconsider their own authority in these matters. In the case
of major hazards (the low profile of which may be more typical of
citizen-science encounters) that authority has been able to rest
unchallenged when no cr itical voices or counter-expertises have
emerged.

If we turn now to those accounts of science which stress its
ideological and legitimatory nature, then a very different picture
emerges. Such an analysis can be conducted at two important levels.
First, in terms of the use of science to defend certain industrial and
political practices. Second, in terms of the relationship between the
development of scientific thinking and underlying social assumptions.
This distinction is open to question since the two levels are
inseparable – nevertheless, their presentation in this form assists
discussion at this stage.

A broad line of argument can be proposed which links the
official use of scientific argument to the defence of the prevailing
social order. Thus, the technical language of the public information
over major hazards aims to reassure the public and to avoid any
larger social debate over the location of hazardous industry. It
permits the appearance of openness (and so helps ‘incorporate’ local
people in the status quo) but without engaging in discussion over
competing assessments of the risk of major accident. Science thus
serves to reinforce one social standpoint and to put local groups at a
disadvantage – feelings of anxiety and concerns over safety seem
tr ivial when contrasted with the powerful argumentation of
quantitative r isk analysis . In Habermas’ ter m, debates over
community safety are subjected to a process of ‘scientization’.44

Thus, for Jones, debates over ‘risk assessment’ are an obscuring of
the real (i.e., class) issues:
 

there is nothing natural about the fact that those who face
the immediate risks of chemical production are generally
poor, working class and marginal. Chemical executives do
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not generally live next door to their plants. . . . Risk may
be seen as a mystification which attempts to hide the
reality of risk as a class relation, another example of the
power of capital over our lives.45

 
When local concerns do become a focus of attention, e.g., during a
planning inquiry, citizens often feel alienated from the mixture of
technical and legalistic procedure being followed. Similar points
could be made with regard to 2,4,5–T or BSE – references to public
hysteria and irrationality serve, from this perspective, the distinctly
ideological purpose of downgrading public concerns and reinforcing
the authority of existing decision-makers. Science is the servant of
power – its investigations claim to open up the possibilities for
policymaking but instead serve to reinforce the existing social order.

At a second level, a tradition has developed in the post-Kuhnian
sociology of scientific knowledge46 which links the development of
scientific understanding to broader social influences. Of particular
relevance to this discussion is the work of Wynne. In an analysis, for
example, of several r isk issues Wynne identifies a series of social
assumptions which underpin scientific risk analyses. In the case of
2,4,5–T, Wynne draws attention to the disagreement between the
farmworkers and the advisory committee sur rounding what
constitutes ‘normal conditions of use’:
 

different parties – the scientists and the workers – defined
different actual risk systems . . . because they built upon
different models of the social practices creating or
controlling the risks. The scientists’ implicit assumptions
were of idealised worlds of herbicide production and use;
and the validity and credibility of their ‘objective’ r isk
analysis was committed to this naive sociology embedded
in their technical analysis. Conversely the workers, whose
r isk perceptions were for a long t ime dismissed as
overactive imaginings of side effects, had real empir ical
experience, indeed expertise, that was directly relevant to
an objective risk analysis.47

 
Analysis of this kind stresses the judgemental and unavoidably

social nature of expertise as offered within the decision-making
process. Certainly, Wynne’s analysis could readily be extended to the
area of major hazards (where the risk analytical techniques employed
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inevitably involve ‘professional judgement’) and to the BSE case
(how much fallibility do we assume in abattoir methods or BSE
identification when establishing new regulations?). In both areas,
assumptions must be made about whether the world of everyday
practice will differ from the controlled world of the laboratory.
Equally, of course, the ‘sociology’ discussed by Wynne may not
always be naïve. There is also, as Bauman has noted, a potential for
deliberate manipulation in this area.48

Science from this perspective cannot remain aloof from external
concerns but must itself offer a reflection of cer tain social
assumptions and taken-for-granted practices – including, of course,
those of science itself: ‘The assumptions which analysts make are
often an unconsciously expressed function of their own social values
and relationships within the system’.49 Despite the rhetoric to the
contrary, therefore, scientific analyses must reflect the ideological
and institutional assumptions of the ‘experts’ who conduct them –
although these assumptions are not necessarily consciously made and
indeed their existence may be strongly denied by those who hold
them. In the case of 2,4,5–T, it is also possible to see certain
institutional assumptions at work with regard to the ‘burden of
proof required by the advisory committee and the farmworkers.
Thus, whilst the farmworkers felt that there were sufficient doubts
about the pesticide to justify its withdrawal, the advisory committee
argued that it was inappropriate to act until the case was proven
‘beyond all reasonable doubt’. As one trade union participant put it:
 

Here a crucial difference between our two approaches
emerges. ‘We will rescind its clearance if the union can
prove to us that 2,4,5–T is harmful’ was in effect what the
ACP told the union delegation. ‘No’, we responded, we
cannot supply proof ‘beyond all reasonable doubt’. Our
yardstick is to estimate the hazard on the basis of what we
know, and if ‘on the balance of probabilities’, the substance
appears dangerous, then it should clearly be taken off the
market.50

 
One important dimension of these assumptions will relate to the

credibility and legitimacy of the institutions within which scientists
operate. External criticisms of key institutions are likely to be met
by those within them with incomprehension, anger and (very often)
allegations of public hyster ia and media ir responsibility. The
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powerful image of science as ‘value-free’ serves, of course, to
reinforce these notions. Such a process can, in turn, exacerbate the
problems of communication between scientists and the wider public
– encouraging further the idea that the public are irrational but also
fostering public doubts about the value of scientific assessments and
damaging the credibility of scientific institutions. When scientists
then find themselves in public disagreement (as appears such a regular
feature of policy debates),51 the science-centred model struggles to
maintain its credibility whilst more critical voices seize upon the
apparent confusion in order to s tress  the l imitat ions and
uncertainties of scientific analysis. In such situations, as we will see
in later chapters, scientific institutions tend to become victims of
their own over-inflated promises. Equally, important policy decisions
must be made on a poorly understood foundation.

Towards a citizen science?

So far in this chapter, I have offered a polar ization between
‘enlightenment’ and ‘critical’ views of the relationship between science
and the general public. Whilst the former emphasizes the positive
contribution of science to everyday life and defines the problem as being
how to carry (or push) the public towards ‘scientific enlightenment’,52

the latter approach is distinctly wary of such an ideology and stresses
the negative consequences of much of contemporary science for
everyday life. In making this argument, the critical account closely links
the physical manifestations of science and technology (production
systems, products, environmental impacts) with the intellectual processes
of scientific production. Meanwhile, the ‘enlightenment’ approach
stresses those manifestations which it sees as progressive and argues that
the best antidote to any negative elements is further support for science.
Of course, both of these approaches acknowledge the centrality of
science and technology within everyday existence. They highlight the
‘success’ of the scientific worldview – but profoundly disagree about
the consequences of this for our happiness and social progress.

These matters take on special significance given the current high
level of environmental concern. Can science lead us out of the current
crisis or is it the very rationality which creates an exploitative and short-
sighted approach to the natural world? Should we be blaming science
for environmental problems or looking to it for salvation? One other
response to this apparent impasse is to dismiss the application of science
in this area and to turn to more romantic (or obscurantist) alternatives
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– for example, the potpourri of beliefs, rationalities and self-improvement
techniques which together form the ‘New Age’. Whilst the science-
centred approach would, inevitably, criticize such belief structures as a
‘retreat from the rational’, there is no doubt that they can provide a
sense of order and understanding which, for whatever reason, the
scientific worldview does not provide to all of society. Once again,
accusations of ‘irrationality’ seem to compound rather than resolve the
problems.

Phrased in this manner, the prognosis for science, democracy and
citizenship seems extremely gloomy. Whilst the ‘enlightenment’
perspective hopes to re-educate a sceptical public, the critics of science
and technology view attempts at ‘improved public understanding’ as a
defensive and self-serving reaction to growing hostility and distrust.
However, and as this book will argue, whilst this argument about the
‘disenchantment of the world’ is at least as old as the Industr ial
Revolution, we need also to be aware of new possibilities for
renegotiation and change. Might the social and intellectual conditions
of our time – where knowledge claims are increasingly challenged and
authority is less readily accepted – also create new possibilities in this
area?

In particular, and given these emerging social and technical conditions,
we need to explore whether it is possible to build constructively rather
than remain entangled in a sterile ‘science versus anti-science’ debate.
This book hopes to suggest the possibility of a move beyond the current
impasse in science-citizen relations.

In these circumstances, it is clearly important that we should consider
the possibilities for an approach to science and expertise which offers
at least the potential for a dialogue between scientific and citizen groups.
Is it possible for a ‘citizen-oriented science’ (or ‘citizen science’ in that
sense) to emerge from these debates over the relationship between
science, technology and wider society? Indeed, can the basis for such
an approach be found in the three case-studies presented above?

We can begin this task by considering the range of expertise and
understandings possessed by citizens but which are at present
downgraded by decision-making processes. Both the ‘enlightenment’
approach and many of the more critical accounts discussed in this chapter
offer a very one-dimensional view of citizens. Typically, they present
the ‘public’ as homogeneous in character and also as essentially passive
in the face of these contested technical messages. And yet, as we have
already suggested, there is both a considerable diversity in public
responses (and in the nature of the publics themselves) and also a rich
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pattern of knowledges and understandings. We will further develop this
argument in Chapter 4. As we shift to a citizen-oriented perspective in
these questions, we will also consider a radically different perspective
on the perceived need for and relevance of science and technology within
everyday life.

The notion of bringing closer together the concerns of citizens and
the understandings of science is not in itself new – many of the same
preoccupations can be discerned in the ‘science for the people’
movement of the 1960s and 1970s or various attempts at ‘public
participation’ such as the Dutch ‘broad energy debate’ of the 1980s.
Nevertheless, this book will argue that both our practical experience
and also our understanding of science and technology have ‘moved on’
in such a way as to make a re-evaluation especially timely. Two further
developments add to the significance of these themes:
 
• the special importance given to these issues by the current will to

tackle environmental problems and to achieve some form of
‘sustainable development’;

• the availability of fresh research into these issues which attempts not
to reaffirm the ‘public ignorance’ model but instead to capture the
needs and understandings of lay groups.
In line with the issues and concerns discussed so far, Chapter 2

highlights the significance of risk and environmental issues as a pressing
area of science–citizen interactions. Given this significance, one
important test of ‘enlightenment’ (or, as we can now consider them,
‘modernist’) perspectives will be their ability to come up with adequate
responses to the social tensions of this area. How well has scientific
rationality faced up to the environmental challenge?

Chapter 2 introduces two areas of debate in order to develop a new
framework for the consideration of these issues. The first of these is
linked to the recent work of Ulrich Beck and Anthony Giddens and
concerns the notion of a ‘risk society’. These social theoretical arguments
provide a context for the consideration of science and citizenship. The
second theoretical strand draws upon the contemporary sociology of
scientific knowledge in such a way as to problematize conventional
presentations of science as consensual and ‘objective’ knowledge.

These questions will be explored through a series of case-studies –
including the three examples offered in Chapter 1 but also that of acid
rain. Whilst science has indeed played a substantial role within discussions
about the environment, it will be seen that this has also exposed science
to considerable criticism – not least in terms of the social assumptions
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which have been embedded in apparently objective analysis. This chapter
gives an insight into the operation and application of science in this
context.

Chapter 3 builds on the previous discussion by examining the
authority which scientific appraisal has retained despite the characteristics
outlined in Chapter 2. Again within the context of risk/ environmental
debates, the main policy responses are examined. These are categorized
as ‘expert’, ‘democratic’ and ‘pragmatic’. In each case, the reliance on
‘enlightenment’ perspectives (at least by way of legitimation) is
emphasized. However, it is also noted that a series of social challenges
to this policy mode is now being made – this has taken the form of
environmentalist critique and a wider public scepticism. These two
chapters (i.e., 2 and 3), therefore, trace the influence of enlightenment
perspectives and also the rise of social threats to their hegemony.

Discussion now turns explicitly towards the existence of citizenbased
knowledges and understandings which are currently excluded from
decision-making and indeed from even being recognized as valid
contributors to social debate. This important step in the argument is
made by contrasting official advice on emergency planning with the
assessments and insights of affected citizens. Chapter 4, therefore,
represents an extended case-study of one social and technical context.
In particular, it is argued that the failure of communication occurred in
this case not because of a lack of energy on the part of disseminators
but because they were operating with a fundamentally unrealistic notion
of public knowledge and, indeed, of the emergency situation which
they claimed to understand. The limitations of official knowledge are
then contrasted with the richness and diversity of understandings within
a local community.

Chapter 5 offers further analysis of the application of science within
specific social contexts and presents wider evidence of ‘lay knowledge’
– beginning with the main cases presented in Chapter 1 and then moving
into a discussion of other examples (e.g., campaigns around toxic waste,
health and the workplace). All of these examples suggest a problematic
relationship between the formalized language of science and the
contextually generated understandings presented by particular social
groups. At the very least, this disparity suggests the need to re-work the
notion of ‘public understanding of science’ and to move to a more
‘symmetrical’ notion of different knowledge relations and legitimate
areas of expertise. Such a shift is deeply challenging for the activities of
science. This chapter seeks to generalize from the case-study outlined
in Chapter 4.
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In advocating this approach to science and knowledge relations, it is
also important to be aware of various attempts to establish improved
science–citizen relations – what we can term ‘social experiments in
citizen science’. In this way also, discussion can consider the practical
possibilities for new social forms (or ‘mediating institutions’) and the
obstacles which exist. On this basis, Chapter 6 covers a range of initiatives
within the broad area of risk and the environment; these include major
public inquiries (e.g., at Windscale or Mackenzie Valley), attempts at
encouraging wider social debate (for example, the Dutch notion of
‘constructive technology assessment’ or the ‘broad energy debate’) and
at including new groups in the direction of technical change. A particular
case-study of ‘Science Shops’ is then presented in order to highlight
the practical and conceptual issues involved.

Discussion in Chapter 7 is directed towards pulling together the
various strands from the previous discussion. How widely applicable is
this ‘contextual’ form of analysis to non-hazard situations? Is such an
approach contradictory or complementary to more conventional
analyses? Where does science fit within this framework? Discussion here
moves back to the wider analytical level and to the themes set out in
the Introduction. It is argued that the ‘new times’ of late modernity
raise fundamental questions for our ideas of knowledge, citizenship and
environmental response. We move, therefore, to new institutional
possibilities and their implications for future knowledge relations and
for the management of technical change.

These new possibilities are particularly important with regard to
notions of sustainable development. The insufficient attention to
questions of science and citizenship within most accounts of sustainable
development (or rather their determinedly modernistic framework) –
as evidenced by national responses to the Brundtland Report53 –
represents a major flaw in any attempt to produce genuine environmental
response. The re-definition of ‘sustainability’ so as to include these
elements is, therefore, one of the main objectives of Citizen Science.
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SCIENCE, CITIZENS
AND ENVIRONMENTAL

THREAT

Understanding the nature of risks and uncertainty is an
important part of the scientific understanding needed both
for many public policy issues and for everyday decisions in
our personal lives. . . . Once again it must be argued that
better understanding fosters better public and personal
decisions.1

 

The origin of risk consciousness in highly industrialised
civilization is truly not a page of honour in the history of
(natural) scientists. It came into being against a barrage of
scientific denial, and is still suppressed by it. . . . Science has
become the protector of a global contamination of people and
nature.2

 

The main purpose of this chapter is to introduce one of the more
important contexts within which citizens encounter science and
technology – issues of risk and environmental threat. I will argue
that, for a number of reasons, this is an especially crucial area – not
least because of the high levels of public concern which it
engenders but also because of the special problems encountered by
science. In introducing this area, it will be important also to consider
sociological arguments about the ‘risk society’ and the changing
relationship between ‘society’ and ‘nature’ which these suggest.

Overall, this chapter will provide the background to Chapter 3 ’s
analysis of the relationship between science and the processes of
policy-making in this domain. More particularly, discussion in
Chapter 2 will challenge the current domination of r isk and
environmental debate by scientific modes of analysis. Instead, it will
be argued that the social and cultural dimensions of environmental
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problems must be understood if we are to achieve understanding
and practical action. Rather than simply presenting environmental
degradation as an external threat, we need to ask fundamental
questions about our societies and the value structures on which they
currently depend.

Evidence of contemporary public concern and activity over
‘green’ issues is not too hard to find even if any indicator will vary
over time. Such social indicators include:
 
• voting patterns – the June 1989 European Parliament elections saw

strong support for the green movement in Britain, West Germany
and France. Since then, the ‘green vote’ has wavered somewhat
before falling once more in the 1994 European elections;

• attention from established political parties (most dramatically, the
former British Prime Minister’s ‘conversion’).3 Again, since the
late 1980s there may have been a shift away from ‘mainstream’
political attention to this issue – but there does appear to be an
underlying awareness nevertheless;

• discussions and activity at the inter-governmental  level as
demonstrated above all at the United Nations Conference on
Environment and Development (usually known as the ‘Earth
Summit’) held in Rio de Janeiro during June 1992;

• media attention – environmental issues make good stories and the
mass media have over the last decade maintained a steady stream
of single issue exposés and environmental campaigns;4

• public campaigns – often generated by environmentalist groups
(over whaling, global warming, acid rain, tropical rain forests);

• specific local campaigns (for example, over the siting of waste
incinerators or the despoliation of green belts or open land);

• the r ise of green consumerism5 and attention to the greening of
industry where government and industry have attempted to
overcome the generally perceived dichotomy between industrial
growth and environmental protection;

• a range of practical initiatives by local government, educational
bodies and private organizations aimed at encouraging domestic
and workplace recycling and environmental enhancement – from
the provision of bottle banks to the sorting of waste materials;

• a number of c i t izen-led init iat ives  to live and work in an
environmentally harmonious manner.6 Such initiatives across
Europe include local energy schemes (often linked to windmills
or improved insulation systems), waste re-use and recycling,
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alternative ag r icultural methods (typically less reliant on
pesticides or other agrochemicals) and experiments in ecological
communities (where villages are designed with ecological
principles firmly in mind whilst also employing new technologies
– especially information technology – in an innovative and
‘environmentally-friendly’ way);

• a growing number of environmental regulations and controls – as
developed, for example, by the European Union and other
international bodies such as the Organization for Economic
Cooperation and Development (OECD);

• membership of environmental organizations (in 1991, Greenpeace
were claiming over 385,000 supporters in Britain alone);

• educational initiatives aimed at raising young people’s awareness of
the environment at a local and global level;

• an avalanche of new books and publications on ‘the environment’.
 

Whilst the precise significance of any one of these indicators is
open to challenge, together they do suggest the extent to which
environmental questions have been identified and acted upon in a
variety of social settings – from local campaigns to transnational
corporations and from government schemes to small-scale initiatives.
Equally, there is a substantial range in the kinds of environmental
issues at stake – from worldwide matters of ozone depletion, global
warming and acid rain to more localized questions of factory
pollution, road construction or the protection of neighbourhood
space.

However, and as the environmental slogan ‘think globally, act
locally’ captures so well (even if the precise nature of the global/
local link is often hard to pin down), there does appear to be an
underlying commonality to these issues – a commonality which can
be summarized as ‘the challenge of sustainability’. How is social,
economic and scientific/technological development to take place in
a manner which will value and protect the natural environment?

The argument of this book is that such a challenge is as much
social as it is technical or environmental. In other words, the
challenge is to organize our lives in a manner which is indeed
‘susta inable’ . We al so need to consider the meaning of
‘sustainability’; how is this constructed and understood by different
social groups? One major dimension of this will be the relationship
between our ways of ‘living with’ and ‘knowing’ the environment.
Put simply, the science-centred or reductionist account – which
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following Beck7 and others we can portray as ‘modernist’ in
character – places the scientific appraisal of the environment as
centra l  with socia l  f actor s  operat ing at  a secondar y level .
Sociological accounts of the kind to be discussed in this chapter
suggest that social and cultural issues may be at the very core of
environmental concerns.

Awkward questions do need to be asked about the role of science
within environmental response – in particular so that we can identify
the social processes through which certain issues get ‘chosen’ over
others and also the range of anxieties about societal and technological
development which find expression in risk and environmental issues.
Moreover, the modernist rationale prevents us from examining science
itself – could it be that it is part of (rather than the solution to) the
environmental problem? Conventional approaches insulate the
institutions of science from public discussion or criticism.

Concern over environmental and hazard issues certainly seems to
go beyond the threat of physical and natural destruction. Instead, it
would appear that demands for environmental action are also a
reflection of social and personal values (and a sense of threat to those
values). As the literature on risk assessment suggests,8 questions of
‘risk’ and ‘hazard’ may serve as a focus for a whole array of doubts
and uncertainties about the direction of social change. Thus, to offer
one example, opposition to civil nuclear power may be as much
about a distrust of centralized, large-scale technologies as it is about
the level of quantifiable risk. Equally, one’s preference for certain
kinds of technology will be a reflection of wider social, moral and
ethical preferences.

An acknowledgement of this fundamental social dimension to
environmental concern has important consequences for our analysis
of the modernist perspective. In particular, and in opposition to the
enlightenment viewpoint, socia l  f actor s play a par t  in the
formulation of environmental problems and not just in ‘post hoc’
response to such threats.

One important starting point for this kind of analysis is to
portray concepts like ‘the environment’ or ‘nature’ as social in
origination – as Mary Douglas has noted, a society’s view of the
outside world will reflect that society’s culture and underlying
structure. Douglas argues with regard to pollution issues: ‘the view
of the universe and a particular kind of society holding this view
are closely interdependent. They are a single system. Neither can
exist without the other’.9
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In this vein, Jenny Diski has one of her (male) protagonists argue
in the novel Rainforest:
 

There is no nature, only Nature – an imaginary state of
man’s own invention, a realm of concept and language. That
is man’s place and it is nowhere except inside his head; a
mirror image of a distorted fantasy he calls Mankind. . . .
Nature is a conceit: a man-made garden in which we
wander to relax and preen, as we nod to one another in
passing, and congratulate ourselves on being us. We created
nature so that we might take pride in how far we have
ventured beyond it.10

 
The assertion here is that what counts as ‘environmental harm’ is a

product of human and social forces rather than just ‘self-evident’
truths about external reality. Such an assertion – if accepted – will
have a profound effect on our view of environment and hazard issues
and on the privileged or otherwise position we accord to science. It
therefore becomes important to consider the sociological accounts
which have debated this proposition.

Cotgrove, for example, has argued that environmental disputes
centre on ‘different moral and social orders’ so that disputes over risk
are actually disputes over deeply held values (economic growth vs
spiritual well-being, large technologies vs ‘small is beautiful’).11 If we
return to the nuclear power case, this analysis suggests that one’s view
of the technology will at least partly (or even totally) have been
decided in advance of acquiring any technical information about the
scale of risk. Civil nuclear power seems entirely appropriate to a
general worldview which emphasizes economic growth, centralized
technologies, faith in science and technology and trust in large social
institutions. However, the ‘alternative environmental paradigm’, with
its emphasis on meeting essential needs, local technological systems,
wariness about ‘high tech’ futures and a scepticism towards social
institutions, will view the very notion of nuclear power with suspicion
and concern.

These ‘worldviews’ will also possess different views of the natural
environment – with the dominant paradigm seeing Nature as flexible
and resilient. Meanwhile, the ‘alternative’ paradigm judges Nature to
be delicately balanced. As with Douglas’ argument, each view of the
Universe depends upon a broader social and cultural assessment of the
world in which we live.
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Schwarz and Thompson have also drawn upon Douglas’ account
in order to put forward a provocative case for ‘cultural theory’ in this
context. For them, views of the environment are linked to specific
cultural groups. According to this ‘cultural’ approach, assessments of
the fragility or otherwise of the environment are again reflections of
a larger world view.12

For Schwarz and Thompson, the organizations of which we are a
part will lead us to assess the environment in different ways. Thus, for
example, entrepreneurial cultures see the natural world as highly
robust in the face of environmental pressures. Meanwhile, hierarchical
institutions consider Nature to be safe only as long as such pressures
are kept firmly under control. Environmentalist groups construct the
environment as liable to collapse at any point due to human activities.

In similar vein, Douglas and Wildavsky portray environmental
disputes as a conflict between the ‘centre’ and the ‘border’ in
society.13 Again, our view of Nature is considered to be shaped by
social and institutional location. In particular, for the border,
environmental concerns become a way of justifying existence and
reinforcing group cohesion – the creation of external, environmental
threats is a powerful means of maintaining group identity.

All of these Douglas-inspired arguments suggest an inseparability
of ‘social’ and ‘natural’ elements. According to the conventional,
modernist view, the natural world is external to the social. However,
these sociological accounts view the ‘natural’ as a social construction
and in that sense as internal to the social world. At one level, this
constructedness is due to the all-pervasive influence of humanity on
the world around us – today’s ‘unspoilt’ countryside, for example,
was created by previous generations of agricultural workers. No part
of the globe seems immune from human influence – whether the
tropical rainforest being hacked away for short-term gain or isolated
animal colonies being affected by chemical residues.

At another level, as the previous quotation from Rainforest
suggests, the natural world seems unavoidably ‘a realm of concept
and language’ simply because we are part of the world and not
separate from it. Put in that way, the notion that the ‘natural’ is
external to us seems strange indeed. From this perspective, it seems
inevitable that our assessment of the state of nature will mirror our
assessment of the state of the social structure. In that sense also, the
‘environmental crisis’ is simultaneously and unavoidably a crisis of
our worldviews and social institutions – with consequences, as we
will suggest, for our views of science, knowledge and expertise.
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This line of argument will shortly be developed with regard to the
recent work of Beck and Giddens. For now, we can at least suggest the
relevance of sociological analysis to environmental questions. Thus,
Yearley has argued strongly that social theory can make a major
contribution to our understanding of green issues.14 Peter Dickens
extends these points by advocating a whole new intellectual paradigm
so as to incorporate both ‘natural’ and ‘social’ explanations:
 

One of the most important effects of such a merger . . .
would be to abandon the distinction between ‘man’ (more
suitably, ‘people’)  and nature. Contemporar y
environmentalism often suggests that people are doing
things to nature and that nature . . . is doing things to us.
Such a picture . . . can be profoundly misleading. Dissolving
the distinction between science and social science means
that we can start to see people and societies as, in certain
respects, part of nature. Similarly, we see nature as a part of
and integral to human species as well as to other species.15

 
This integrative perspective on ‘Society’ and ‘Nature’ is of major

importance for this book – especially in its implications for our ways of
knowing the world in which we live. At the very least, this briefly
summarized literature suggests a considerably r icher and more
sociological picture of environmental questions than typically emerges
in contemporary debate.

Rather than attempting a full literature survey – which would
distract from the main direction of this book – I am going to discuss in
greater detail one influential form of sociological account. This account
– as offered by Ulrich Beck and, in a different but related analysis, by
Anthony Giddens – suggests that we are now living in a ‘risk society’
where issues such as those already presented have become central to our
everyday existence. This argument powerfully suggests the significance
of risk and environmental concerns for the future development of
society. Such a view also has major consequences for our understanding
of the relationship between science, citizens and environmental threat.

Science, citizens and the ‘risk society’
 

We are eye-witnesses – as subjects and objects – of a break
within modernity, which is freeing itself from the contours
of the classical industrial society and forging a new form –
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the (industr ial) ‘r isk society’. . . . Just as modernization
dissolved the structure of feudal society in the nineteenth century
and produced the industr ial society modernization today is
dissolving industrial society and another modernity is coming into
being.16

 

The reflexivity of modernity turns out to confound the
expectations of Enlightenment Thought – although it is the
very product of that thought. The original progenitors of
modern science and philosophy believed themselves to be
preparing the way for securely founded knowledge of the
social and natural worlds: the claims of reason were due to
overcome the dogmas of tradition, offer ing a sense of
certitude in place of the arbitrary character of habit and
custom. But the ref lexivi ty of  modernity actual ly
undermines the certainty of knowledge, even in the core
domains of natural science.17

 

For Giddens and Beck, the social structure is undergoing a period
of change; from modernity – with its faith in the Enlightenment
tenets of Progress, Truth and Science – to late (or new) modernity
– where the old truths have given way to radical doubt, reflexivity
and anxiety over how each of us should live. In such a situation,
questions of uncertainty, self-identity (who we consider ourselves to
be) and r isk become central. Everyday life becomes ‘r isky’ not
necessarily because of any new threat to our welfare or survival but
because, at least according to Giddens, ‘the self’ has become
fragmented and exposed. The institutions and belief systems which
once protected us from ‘ontological insecurity’ (notably science) are
now open to widespread challenge. In this new context, each of us
is aware of the choices which exist within daily life – even the
decision to pursue a ‘traditional’ lifestyle must be made in the
awareness that there are possible alternative ways of life.

For Beck, society i s  undergoing a phase of  ‘ ref lexive
modernization’. This means that there is a changing relationship
between social structures and social agents and, in particular, that
people have become less constrained by existing institutions – here
there is a strong linkage with the arguments of Giddens. Citizens are
now in a position to shape the process of modernization rather than
simply following pre-established patterns of behaviour. In such a
situation also, our notion of the ‘political’ is substantially changed –
traditional notions of the ‘political’ (as found, for example, within
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parliamentary activity or mainstream political parties) become
replaced by a diversity of citizen actions which barely relate to these
decision-making structures. The environmental movement represents
an excellent example of this new kind of ‘social agency’. The
linkage between personal action and global consequences which
environmentalism offer s has largely side-stepped the whole
traditional infrastructure of political life.

As was suggested at the beginning of this chapter, there has been
some response from political parties to green issues – and also some
advance for green parties. Nevertheless, a large slice of the ‘action’
over environmental concerns has been at non-parliamentary levels.
Such a change has consequences for our notion of citizenship.
‘Environmental citizenship’ may depend less on the ballot box (the
traditional expression of citizenship in a parliamentary democracy)
and more on the expression of citizen concerns at a variety of other
levels – joining environmentalist groups or single-issue campaigns,
making choices at the supermarket, using bottle banks and other
recycling facilities, educating children to be environmentally aware.

Now these points about the changing nature of ‘modernity’ take
on a special significance if we examine the ‘risk society’ in which
we live. This ‘r isk society’ possesses a number of character istics
which have emerged despite modernity’s presentation of social and
technological progress as steady and unproblematic:
 
• whilst in an earlier social structure the key problem was one of

under supply, we have now moved to a point where
overproduction is a major issue. Put differently, rather than
struggling with the external world, society is now struggling
increasingly with the r isks and threats which it has itself
produced;

• as I have already suggested, a new relationship between ‘Nature’
and ‘Society’ has developed where the two are effectively
inseparable. As Beck argues, there can no longer be an ‘antithesis
between nature and society’, ‘nature can no longer be understood
outside of society, or society outside of nature’. This point is, of
course, crucial for our understanding of environmental issues;

• a consequence of this changed relationship between ‘Society’ and
‘Nature’ is that the positions adopted by different groups about
risk issues are inevitably social in character. Judgements about risk
and safety will reflect one’s position in the social structure – and
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also one’s degree of trust in the social institutions which
currently decide about these questions on others’ behalf;

• a key point for Beck concerns the role of science within the risk
society. If ‘primary scientization’ saw science as a liberation from
the constraints of Nature, then ‘secondary scientization’ now sees
science as both the creator of risk and as the claimed antidote and
solution. In such a situation – as the second quotation at the
beginning of this chapter suggests – science emerges as the form
of understanding which has created environmental destruction. In
late modernity, the inherent limitations of science become
increasingly visible.

 
For most citizens, science has become an obstacle to the

expression of concerns. Typically, at least for Beck, science is used
to silence concerns about the world in which we live rather than
to enable  and empower those  concer ns . Fear s  over  the
environment are met with scientifically-based reassurances that all
i s  well – even though citizen exper iences may suggest the
opposite.

Science thus no longer represents ‘enlightenment’ but a force to
be struggled against. Of course, the more science loses its special
status as the ‘highest’ form of rationality – as Beck sees occurring
within environmental disputes – the less successful it will be as a
source of legitimation for powerful social institutions such as
government and industry. Scientific rationality thus encounters
inherent contradictions such that one can argue that the risk society
threatens the very ‘failure of techno-scientific rationality’.

In order to re-establish this legitimacy – and in order to serve a
useful societal purpose – science needs to recognize its own role as
a source of ‘modernization risks’ and to make institutional changes
accordingly. Beck’s challenge to science is to find new ways of
operating within the risk society on the grounds that: ‘scientific
rationality without social rationality remains empty, but social
rationality without scientific rationality remains blind’.18

We will develop this discussion of institutional and cognitive
change with regard to science throughout this book. For now, the
important point is to grasp the new relationships between ‘science’,
‘citizens’ and ‘environmental threats’ which are opened up by the
‘r isk society’ notion. In particular, we are led to challenge the
‘enlightenment’ assumption that science is central to environmental
response with all else as peripheral – that ‘technical experts are
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given pole position to define agendas and impose boundary premises
a priori on risk discourses’.19

This theoretical account of the ‘risk society’ underlines the
significance of environmental issues for our understanding of
science–citizen relations. However, it follows from this argument
that issues of risk and the environment are not separate from wider
citizen concerns around science – whether regarding the threat to
civi l  l iber t ies  f rom new infor mation and communicat ion
technologies or the fear of nuclear weapons, similar questions are
likely to arise. The ‘risk society’ is not about physical or ecological
risks alone but rather the way in which citizens feel themselves ‘at
risk’ from social and technological development. It is this awareness
of threat which makes late modernity distinctive.

In presenting these sociological arguments, however, it is also
important that we note the very general and wide-ranging nature of
the claims being made. Whilst both sociologists present var ious
examples, there is little sense of a carefully-based empirical account.
Thus, although these arguments may be provocative and suggestive,
they must also be responded to critically and in the light of lived
experience – as later chapters of Citizen Science will attempt to do.

At this point, it becomes necessary to draw upon the second main
theoretical strand to this book – the sociology of scientific knowledge
(SSK). At least as I will present it here, this strand is in many ways
complementary to the arguments presented so far. Thus, br ief
reference was made to this important area of scholarship at the end
of the previous chapter (specifically with regard to the work of
Brian Wynne).

Nevertheless, SSK has developed quite separately from the
macrolevel analysis of Beck and Giddens. In particular, SSK can lead
us away from the broad generalizations about science favoured by
Beck and Giddens and towards a stronger sense of the heterogeneity
and variety of modern scientific practice.

Above all, the sociology of scientific analysis has been rooted in
the careful study of specific areas of science.20 This ‘situated’
approach – often building upon the ethnographic techniques of the
anthropologist – has much to recommend it as a counter-balance to
more sweeping sociological statements. It also represents an attempt
to learn from lived experience rather than producing externalist
accounts of the workings of scientific institutions.

Moreover, the SSK analys i s  contras t s  shar ply with the
‘enlightenment’ view of science as homogeneous, cleanly-bounded
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and consensual – according to this orthodox view ‘science’ as a form
of knowledge is value-free and objective, only its application is
subject to social selection. The uses of science may be open to
criticism but not the knowledge itself which remains independent of
the circumstances of its development and implementation.

In contrast, a group of sociologists have successfully portrayed
science as being socially-negotiated in character. The intellectual roots
of this perspective can be traced back to various points – including
the writings of Marx, Merton and Mannheim.21 Kuhn’s well-known
book, The Structure of Scientific Revolutions22, and its development of
the ‘paradigm’ concept signalled that the cognitive (i.e., scientific facts,
theories and ideas) as well as the institutional dimensions of science
may be open to sociological enquiry. In particular, Kuhn’s notion of
‘normal science’ and the implied relationship between scientific
thinking and the processes through which scientists are trained became
a pivotal insight.

No longer was sociological discussion limited to deviant science
(where the pathological or mistaken must be explained) or to the
reconstruction of how objective knowledge is obtained. Instead, the
development and social construction of scientific ‘facts’ became a
legitimate object of study – generally through detailed accounts of
specific case-studies.23

According to this analysis, science is not a storehouse of ‘facts’ which
different social groups can plunder – nor is it a prescribed ‘method’
for the acquisition of ‘objective knowledge’. Instead, science is
presented as a much more diffuse and flexible collection of social
institutions. This collection includes a diversity of intellectual domains
whose boundaries are constantly negotiated and renegotiated with
other social institutions.

Later in this chapter, we will use the acid rain case as an illustration
of these social and technical negotiations. Careful consideration of
such an example suggests that there is no single science of acid rain –
instead, we see a variety of different paradigms and theories being
brought into play. In this case, that includes var ious branches of
engineering, chemistry, meteorology, biology, medicine, agriculture and
mathematics. These disciplines work closely with non-scientific
organizations such as the electr icity-generating organizations,
government departments and environmentalist groups. In offering
scientific evaluations of possible acidification damage, scientists must
also construct a set of assumptions about the conditions of acid creation
and exposure (e.g., whether stated operational conditions will be met,
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transport models prove accurate, other sources of pollution prove
significant). In all of these areas, significant uncertainties will need to
be negotiated. Science emerges as a very human and – by necessity –
constrained enterprise, even if its findings are subsequently presented
as canonical.

Now, there are a variety of academic perspectives within SSK and
a number of sub-branches.24 Particularly influential have been those
approaches which analyse the relationship between scientific
argumentation and var ious ‘social interests’. In the case of acid
deposition, obvious interests included those of the British government
and electricity generators in avoiding external controls – partly for
reasons of cost but also because of a broader reluctance to concede to
environmentalist and international demands. Science from this
perspective becomes a weapon used to further economic and political
interests in a somewhat covert manner; science essentially becomes
‘politics by other means’.

Whilst this ‘interest’ perspective can have real value in various
contexts (for instance, the same line can be applied to advisory
committees and their links to industrial organizations), we should not
underestimate the inherent difficulty of imputing an ‘interest’ to
complex organizations. Thus, the question of how certain interests
come to dominate over others seems highly complex but also typically
under-explored within this approach. Certainly, neither institutions
nor indeed individuals necessarily adopt a ‘rational actor’ calculation
of interest. This in turn raises further questions of the short- or long-
term time scale against which interests are adjudged and also the
balance between different forms of interest – economic, political,
personal, ethical, organizational.

None of this serves to dismiss the interest approach to SSK – but
rather alerts us to the complexity of analysing the social construction
of science. Equally, and as we will see in the main empirical chapters,
interest models may be alive and well in the general population – as
when technical statements are evaluated at least partly in terms of who
is making them.

Two other strands within contemporary SSK studies also deserve
brief attention in this discussion. The former places special significance
on the linguistic and discursive forms through which scientific
statements are constructed and then validated.25 Within this approach,
claims to ‘objectivity’ and to the establishment of ‘facts’ are viewed as
largely rhetorical devices employed by scientists to persuade others of
the value of their claims. In the case of an environmental threat such
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as acid rain, analytical questions arise such as for whom is the hazard
‘proven’? How and why did this acceptance of ‘proof’ occur and how
is ‘proof’ sustained in the face of counter-claims?26

This sceptical approach to scientific statements and fact construction
has par ticular value for our understanding of science in the
environmental context. We are led to deconstruct and problematize
the claims of scientific institutions but also public responses to this
‘information’. The task for the analyst is to destabilize knowledge claims
in order to assess their cultural and rhetorical underpinnings – on
what basis does the scientific institution insist that we should believe
its statements? Such an approach can also be adapted to the knowledge
claims of non-scientific groups – whether local citizens or national
organizations.

From this perspective also, scientific evidence must be skilfully
marshalled and represented to particular audiences if it is to exert any
persuasive power. At the same time, audiences must ‘make sense’ of
these messages in accordance with their assumed needs and concerns
– as Chapter 4 will begin to discuss.

A final source of inspiration derives from feminist debate and
scholarship as it relates to science and technology. Feminist analysis is
important in this context for its inter-connection of the development
of science with a particularly ‘masculinist’ attempt to dominate the
natural world and to impose a one-dimensional form of rationality
on everyday reality. In the context of risk and environmental issues,
this approach suggests the existence of various relevant rationalities
but also a criticism of science’s universalistic claims. In particular,
women’s knowledge and understanding can become denied by the
tight inter-connection of male-dominated institutions and ‘masculinist’
science.27

Within this book, such arguments will be important for their
suggestion of a dominant form of rationality which can serve to stifle
alternative ways of living and thinking. The discourse of science can
structure and constrain through its imposition of one form of
knowledge. Meanwhile, alternative understandings become dismissed
as ‘non-scientific’ and ‘irrational’.

Taking all of these heavily summarized points about SSK together,
there are a number of features which are especially relevant to Citizen
Science:
 
• first of all, science emerges not as a single and authoritative

account of the world but as diverse and heterogeneous both in terms
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of its knowledge structures and institutions. In that sense, we
should think of the sciences rather than one science. Such a point
has already been made with regard to acid deposition; we will
suggest in subsequent chapters that it is more widely applicable;

• second, we become alert to the possibility that science is based
upon sets of assumptions about the ‘external world’ which are social
in their origination. This is particularly significant with regard to
issues of risk and the environment where assumptions about human
action and response are inevitable – but are rarely openly
acknowledged;

• third, this analysis at least suggests that science can be flexible in
the face of expressed social needs and wishes. Rather than being
the inevitable product of human enquiry (a model known as
‘scientific determinism’), the science we get will reflect the social
priorities and audience constructions of its sponsors. This notion
of scientific flexibility at least opens up the possibility of scientific
reappraisal and readjustment in conjunction with new pressures
and challenges;

• finally, this analysis helps to open up a constructive debate about
the limitations to science as a way of understanding the world. This
is not to deny the practical significance of science nor its
intellectual potency (indeed, the SSK perspective seems to render
the achievements of science all the more awesome). However,
sociological discussions of science generally serve to convey the
contextualized nature of scientific knowledge – both in terms of
the construction of knowledge claims and of the implementation
of those claims.  When confronted with the ‘real-world’
complexity of environmental problems (as the acid rain case again
suggests), scientists struggle to eliminate uncertainty and achieve
intellectual control. Equally, such problems extend beyond the
accepted remit of science. Through the careful investigation of
specific areas of science, sociologists have conveyed the power and
the restrictedness of science.

 
Taken together, the sociological accounts of scientific knowledge

and of the ‘risk society’ suggest a new framework for understanding
‘science and its publics’. Above all, and as promised in the Preface,
this framework has the possibility of being symmetr ical in its
treatment of both science and its publics.

This theoretical analysis can be related closely to the three
examples given in Chapter 1, as we will see later. In particular, we
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begin to grasp something of the challenges to science which are
created by pressing issues such as those of the environment – even if
environmental debate continues to be dominated by a scientific
mode of analysis. Both approaches also lead us to be critical of the
conventional treatment of the ‘environment’ as an external threat –
that threat is also conjured up and constructed through the
statements of scientists. This scientific mediation is quite evident in
the ‘three stories of our time’. However, rather than work through
all three, the case of BSE can be taken as a first illustration followed
by an account of a different case – that of acid deposition.

Science, mad cows and the risk society

As noted in the previous chapter, the ‘mad cow’ episode can be
interpreted in a number of ways; not least as a further illustration of
the high significance given to risks within ‘late modern’ society –
especially when they are embedded in wider technological concerns
(in this case involving food technology and the practice of feeding
animal carcasses to other animals). Within the wider analytical
framework of this chapter we can now look again at the reassurance
strategy of presenting ‘modernist rationality’ to the public. Let us
reconsider for this purpose the full page advertisement of the ‘Meat
and Livestock Commission’ which appeared in various newspapers
in 1990.
 

Eating British Beef is completely safe. There is no evidence
of any threat to human health caused by this animal health
problem (BSE).

This is the view of independent British and European
scientists and not just the meat industry.

This view has been endorsed by the Department of Health.
To protect consumers the Government has gone even

further than the steps recommended by scientists.
You can therefore eat  Br i t i sh Beef with tota l

confidence.
For any further factual information contact. . .28

 
Quite obviously, this is designed as an attempt to engage with public
fears and to inspire confidence. What are the major characteristics of
this attempt?
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1 An authority claim based on a language of certainty (‘completely

safe’, ‘no evidence’, ‘total confidence’). Quite clearly, this is
intended to counteract public doubt and uncertainty. The
argument behind this would seem to be that it is only by
removing technical doubt that reassurance can be offered.

2 A presumption that science is absolutely central to the problem
(‘independent . . . scientists’, ‘further factual information’). Of
course, the language of ‘BSE’ rather than the more popular ‘mad
cow disease’ reinforces this point. More fundamentally, we can see
that ‘mad cow disease’ would not exist as a social problem
without the active involvement of scientists – how else would a
citizen be aware of the issue? ‘Common sense’ experience seems
unlikely to create the wider category of BSE. Science thus defines
from the very outset the form of this risk.

3 No attempt is made to engage in any way with public concerns.
Whilst there is reference to ‘this animal health problem’ just what
it is and why there is concern does not get discussed. One
scientifically-based definition of the issue is assumed from the
beginning.

4 There is an implicit (perhaps explicit) hierarchical notion at work
within this statement (‘we are in the best position to know about
these things’). Again, this claim to superiority is based partly on
science but also on government and the meat industry as
respected bodies.

5 There is also an implicit social model in operation – the only
reference to the audience for this statement is ‘consumers’. The
statement seems to speak to individuals as consumers rather than
to pressure groups, other scientists (who hold somewhat different
views) or workers in the meat industry. Elsewhere, there was
much reference to what ‘housewives’ should or should not
purchase. Here, the audience seems to be constructed as atomized
and isolated from one another.

 
In terms of the ‘r isk society’ debate, we can descr ibe this

approach as ‘modernist’ in character. It presents an account of
science as author itative, consensual and ‘independent’. It also
presents its audience – the wider citizenship – as both unformed
and uninformed. The audience is constructed as passive in the face
of ‘rational’ messages. At this stage, we can witness a tension
between the modernistic presentation of science and the much more
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sceptical – and in that sense late modern – response which it actually
met from public groups. In line with Beck’s account, such strategies
from the meat industry and others were treated by outside groups
with caution and suspicion. Such suspicion significantly included the
technical evidence being made available by official groups; an
inclusion which is regularly portrayed as ‘irrational’.

The BSE case thus offers many elements of the ‘risk society’ in
action – the case also suggests the inseparability of risk issues from
the social and technological processes which generate those risks.
However, we can also gain an insight into the struggle which citizen
groups may have to face with regard to modernistic strategies from
powerful social groups.

At the same time – as the SSK perspective reminds us – we have
to ask critical questions about the nature of the science which is
being presented. Many laboratory scientists, for example, would not
recognize the certainty with which these messages are being
conveyed – the divided scientific opinions over this issue were thus
being obscured in many public statements. Significant uncertainties
here included whether or not BSE could cross species boundaries,
whether the suggested controls would suffice, what number of
animal cases might be found in the near future.

In such a case, the establishment of ‘proof’ becomes difficult
indeed – especially g iven the frag ility of scientific opinion.
Consequently, and despite the apparent self-confidence of this
public statement, a definitive account has yet to be constructed by
scientists. It also follows that, rather than simply being a struggle
around the use (or abuse) of science, we must also examine the very
constitution of scientific knowledge and the assumptions which are
embedded within this.

We can pursue these points about scientific understanding
somewhat further through one, at times contentious, environmental
issue – acid deposition. The acid rain debate is an excellent place to
develop our discussion since it embodies many of the scientific
difficulties raised by the ‘new generation’ of global environmental
threats (such as acid rain but also including global warming and
damage to the ozone layer). However, acid rain might also be
presented as one of the more ‘straightforward’ of environmental
issues – suggesting, if nothing else, the uncertainties found even in
this relatively well-understood case. In the following section, we will
consider the acid rain issue but look particularly to draw wider
implications for other areas of environmental response.
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Science and uncertainty: the case of acid deposition29

As with numerous other areas of environmental risk analysis, the acid
pollution issue has throughout its history been characterized not only
by heated political negotiations (e.g., between the UK and its
European neighbours or the USA and Canada) but also by a series of
technical disagreements over its causation and consequences. A
number of areas of persistent doubt and controversy have become
evident. Above all, the central question of linking cause (acidity levels
attributable to various pollution sources) and effect (visible physical
consequences) has been highly problematic (especially when
contrasted with the common assumption that science can provide
some definite ‘proof’ in such cases). Scientific uncertainties have
surrounded:
 
• the chemical complexity of the processes under consideration.

Understanding the minutiae of the photo-chemical reactions
involved in the migration and interaction of pollutants has always
presented substantial difficulty;

• the sheer range of the effects being analysed (forests, plants and crops,
lakes, r ivers, fish, human health, corrosion). Whilst there are
common strands to the causation of all of these effects, each also
presents its own individual problems for scientific analysis;

• time-scale problems present special difficulties for linking cause and
effect. Thus, the episodic nature of acid pollution and the lag
between peaks in, for example, SO

2
 pollution and consequent

acidity levels in (say) Scandinavian lakes add to the problem of
identifying trends in the levels of international acid deposition;

• the spatial diffusion of effects undoubtedly represents a major area
of complexity. Thus, the transboundary migration of the pollution
has made it more difficult to relate a pollution effect (e.g., fish
deaths) to a specific cause (e.g., British power stations);

• the variability of cause–effect response needs also to be considered.
No two locations are identical in terms of the buffering capacity
of the soil and various geological characteristics, the precise pH
level, prevailing meteorological conditions, habitat, wild-life
distribution;

• intervening variables must be taken into account. For example, the
effects of other pollutants, environmental agents or ‘natural’
biological processes such as mar ine algal emissions (perhaps
working synergistically) need to be incorporated in any assessment.
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Taken together, these factors suggest some of the complexities and
uncertainties involved in establishing the linkage between the causes
and consequences of environmental degradation. Heated discussion
has taken place around the ‘linearity’ question of whether a reduction
in SO

2
 and NO

x
 would lead to a proportional reduction in acidity

levels. Equally, the precise processes of acidity damage have been open
to debate – with attention increasingly being directed to the role of
ozone, sunlight and the leaching of heavy metals. In all these respects,
therefore, it becomes extremely difficult to link together pollutant
sources, levels of acidity and observed environmental effects. Of
course, it has been precisely these kinds of uncertainty which led
during the 1970s and 1980s to charges from the Central Electricity
Generating Board (CEGB), the British government and others that
the acid deposition case is ‘not proven’.

What such differences of opinion and the associated antagonisms
between parties particularly reveal is the extent to which scientific
assessments – and particularly scientific uncertainties – can become
‘centre-stage’ in environmental controversy. Thus, during the early
1980s CEGB resolutely defended its opposition to further pollution
controls on scientific grounds. The same approach has been adopted
by environmental groups who have repeatedly claimed to offer a
‘better’ scientific account than that of the ‘establishment’. Once again,
the bulk of society becomes a witness to a science-oriented battle
between warring parties.

At the same time, ‘modernist’ strategies are not restricted to
governmental or industrial organizations. Environmentalist groups
may adopt the same approach. In that sense also, we need to be
cautious about Beck’s apparent recruitment of environmentalist
groups to the cause of late modernity.30

Such employment of technical expertise as a ‘resource’ for different
stances within environmental disputes has become commonplace over
the last few decades. Certainly, parallels can be drawn with the
continuing debate over civil nuclear power and also with a whole
series of controversies as analysed to date by social scientists (e.g.,
debates over chemical toxicity, major accident hazards, mandatory
seat-belt wear).31 Going further, Cramer, in a study of the role of
ecologists within environmental decisionmaking, has noted that a
number of forms of uncertainty will affect technical experts when
asked to offer policy advice.32

First of all, there is pragmatic uncertainty; scientists may be asked to
offer practical advice at very short notice and without sufficient
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equipment or staffing resources. Whilst the field of acid deposition
research has advanced substantially over the last few years, there is no
doubt that many international scientists outside the main institutional
laboratories have experienced this problem. This is also a common
complaint by scientists drawn into other policy debates.

Second, there is theoretical uncertainty as occurs when there is no
strong theoretical framework (or ‘paradigm’33) which unites a
scientific field but instead a disparate pattern of disciplinary
approaches and academic perspectives. This seems particularly relevant
in the present context since, as we have already noted, acid deposition
research draws upon a large var iety of backgrounds (including
chemistry, meteorology, the biological sciences, physics and geology).
It is to be expected that these different disciplines will each highlight
different aspects of the acid deposition problem and will carry a
separate ‘toolkit’ of analytical techniques. Such a multidisciplinary
pattern is a regular feature of research fields which have developed in
a ‘problem-oriented’ fashion rather than emerging from a single
established discipline. Thus, debates over chemical toxicity (such as
over 2,4,5–T) draw upon a similar range of technical specialities
(toxicology, chemistry, biology, epidemiology, public health, medical
research).

Third, Cramer identifies the uncertainty related to the complexity of
the ecological predictions to be made. Thus, ecologists are called upon to
model highly complex kinds of ‘real world’ behaviour (i.e., ‘open
systems’) rather than operating within the tightly controlled ‘closed
systems’ of the laboratory. Acid deposition seems an excellent example
of an ‘open system’ with numerous intervening variables in flux at
any time, with consequently high levels of response variability and
with modelling and trend identification proving extremely difficult.
This move to an open system (e.g., in the case of BSE what actually
happens in the abattoir or factory farm) requires a social as well as a
straightforwardly technical judgement.

In a review of the relationship between scientific expertise and
environmental issues, Yearley further notes that the fact that
environmental scientists are so often working on the margins of
observability adds considerably to these uncertainties.34 Thus,
environmental problems often involve subtle and barely tangible forms
of damage, they may be difficult to monitor and their precise trends
may be imperfectly understood. Once again, this applies not just to
the acid rain case but also to many other hazard/environmental issues
– for example, toxic chemicals or ozone layer damage.
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It i s  because of  uncer ta int ies  such as  these that  many
commentators have seen technical advice within public policy
disputes as  exacerbat ing rather than el iminat ing pol icy
disagreement.35 In a study of the role of scientific evidence in
controversies over chemical toxicity, Graham et al. conclude that:
 

On the one hand, when very simple questions are asked (by
regulatory authorities), the conscientious scientist finds it
difficult to know how to answer because of the ambiguity
created by simplification. On the other hand, scientific
knowledge is not adequate to answer the more elaborate
questions with any measure of confidence. Our point is that
scientists often seem to disagree with one another because
they are caught between ambiguity and ignorance, between
questions that are too hard and questions that are too
simple.36

 
Within normal scientific debate such a condition of ‘ambiguity

and ignorance’ might be entirely beneficial (perhaps as a motivation
to further enquiry). However, within a policy context where highly
consequential decisions need to be taken, grave difficulties can occur
– especially when scientific uncertainty is concealed for essentially
legitimatory purposes. In the case of acid rain and BSE it appears –
although this is inevitably difficult to document – that many
government scientists were ill at ease with the official positions –
their doubts were filtered out in the interests of presenting a ‘strong
message’.

In addition to recognizing the kinds of ‘structural uncertainty’
discussed above, we must also be conscious of the social assumptions
which are embedded in scientific accounts of hazard issues. As I have
already presented the SSK perspective, science is constituted within
particular social contexts and these will shape what eventually counts
as certified knowledge. This ‘institutional shaping’ of science
becomes particularly important.in the environmental context where
technical assessments are often developed in a highly loaded policy
process. As was noted in Chapter 1, Wynne has argued that experts
routinely draw upon social assumptions about ‘risk practices’ in
developing their scientific risk analyses. ‘The “objective” framework
floats on a sea of subject commitments and assumptions which have
to be more openly expressed and negotiated in r isk assessment
processes’.37
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At this stage, we can return to the opening section of this chapter
and its concern with ‘Society’ and ‘Nature’. Whilst science attempts
to describe the natural world it must also make social assumptions
about our interaction with that world; how will a pesticide actually
be put to use? What are the real conditions of factory farming? How
will a chemical works actually be managed?

In the case of acid rain, such assumptions include trends in
pollution emiss ion, other human sources of environmental
degradation and the extent to which we actually care about the
death of fishes and trees. Equally, the problem of acidity is created by
technological development and by the growing needs of our
energydependent society. On the one hand, it is a ‘natural’ problem.
On the other, it is created by and inextricably linked to our social
system. A technical focus on pollution control rather than underlying
social causation serves to define environmental problems in a very
particular fashion – and also distracts from more disturbing (for
certain institutions) public debates about the whole direction of
technological development.

Science can, therefore, legitimate not just by the specific stances it
adopts but also by framing social questions in a particular fashion.
Thus, BSE becomes a problem of species transmission rather than of
food production and consumption. It follows from the argument in
this chapter that scientific accounts of the ‘natural world’ are
simultaneously also statements about the social worlds in which we
live.

Science and the environmental crisis

This chapter has noted that – as the enlightenment perspective
would suggest – science has played a central role in discussion about
environmental r isk. However, and as the BSE and acid rain case
studies have implied, this involvement has also raised problems for
science, citizens and public policy-making. In the BSE case,
consumers were the focus of official attempts at communicating
reassurance. Within the acid rain discussions, citizens were further
removed from the debate – represented mainly by governmental and
environmentalist groups claiming to speak on their behalf.

We have seen that scientific ignorance and uncertainty has been a
major characteristic of environmental discussions – linked also to
science’s dependence on social assumptions at various levels. Beck
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argues that the growing awareness of the limitations of science has
had important consequences: ‘The exposure of scientific uncertainty
is the liberation of politics, law and the public sphere from their
patronization by technocracy’.38

Thus the loss of science’s status as certain knowledge can be seen
as a severe undermining of ‘enlightenment’ views of the world.
Instead, as Ravetz argues, we need to live with ‘usable ignorance’:
 

now we must cope with the imperfections of science, with
radical uncertainty, and even with ignorance, in forming
policy decisions for the biosphere. Do we merely turn away
from such problems as beneath the dignity of scientists, or
do we somehow learn to make even our ignorance usable
in these new conditions?39

 
The second, and closely linked, factor concerns the extent of

technical disagreement and controversy. As was apparent in the acid
rain case but also numerous other environmental issues, scientists
cannot be expected to agree about such questions – whatever the
prevailing ideology of modernism might expect. Nevertheless, as the
next chapter will discuss, science continues to serve within policy
debates as if it could indeed offer certainty – and thus as a wider
legitimation for institutional action:
 

In contrast to magic, alchemy, and other esoteric forms of
instrumental i sm, science and technology appear to
rationalize actions with reference to a realm of observable
public facts. Liberal democratic instrumentalism has tended,
therefore, to encourage political actors to choose actions
which are rationally and publicly justifiable in technical
terms, or at least present them as such.40

 
Finally in this wide-ranging chapter, it is necessary to stress two

points about the relationship between science and the wider citizenry.
It is especially important that we draw attention to the changing
relat ionship between science, society and nature such that
environmental issues require a considerably broader notion of ‘the
experiment’ than has traditionally existed. This changing relationship
also offers new constructive possibilities for science and its publics.
To express this in Beck’s terms: ‘science has itself abolished the
boundary between laboratory and society’.41
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As cases such as acid rain and 2,4,5–T clearly demonstrate, the
‘laboratory’ now extends to cover all those people affected by
environmental threats. Put differently, we are all part of social
experiments about the environmental consequences of technological
development. This seems a defining characteristic of the ‘risk society’
in which we l ive. As such, the disassociat ion between the
experimenter and the experimental object can no longer apply. It also
seems to follow from this expanded notion of the laboratory that new
knowledge relations are needed – and indeed may already be in
existence. Later chapters will explore this possibility.

It also needs to be stressed that, while science is regularly portrayed
as offering possible solutions to environmental problems, there is a
perception within the cases so far examined that science is a cause of
those problems. This accusation generally takes two forms. First, the
argument that many contemporary environmental threats are actually
the products of science and technology (new chemical formulations,
production processes, energy systems). Second, the argument that
science has been antithetical to natural processes – in its very
rationality it seeks to control, dissect and dominate the natural world
(‘the rape of nature’). This is perhaps best expressed in the BSE
example – hasn’t modern, scientific agriculture created such problems
through its ‘unnatural’ methods? How then can science possibly claim
to be the saviour of the environment? As Douglas and Wildavsky
assert: ‘Once the source of safety, science and technology have become
the source of risk’.42

Our discussion of science and the environment has led us to view
science as simultaneously a source of understanding and a source of
uncertainty and even threat. As Ravetz has suggested above, however,
the question now seems not to be whether we should accept or reject
this form of understanding but instead of how we should draw upon
it.

Science presents us with many contradictory faces – saviour, threat,
knowledge, ignorance, social, natural. In the next two chapters, we
will consider the representation of science, first, within the processes
of policy and, second, within the lives of a particular group of citizens.
How have these tensions between, on the one hand, r isk and
environmental threat and, on the other, scientific understanding
actually been played out?
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SCIENCE AND THE
POLICY PROCESS

The proposition that science-based decisions should be
reviewed by independent experts strikes us today as hardly
more controversial than the proposition that there is no
completely risk-free society.1

 
Chapter 2 placed the relationship between science and its publics
within the larger context of the ‘risk society’ and the sociological
analysis of scientific knowledge. Taken together, these analyses open up
new possibilities for our understanding of ‘science’ and ‘citizenship’
within the context of risk and the environment. ‘Science’ becomes a
contested and negotiated area of understanding. Accordingly, citizen
demands are less easily dismissed as uninformed and peripheral. Even
the definition of environmental threats comes to be viewed as socially
and scientifically constructed – threats such as BSE or ‘acid rain’ need
to be mediated and identified by science and ‘official’ statements.

All this suggests the possibility of a fresh and innovative
understanding of the relationship between science and its publics.
However, as this chapter will argue, the prevailing approach to public
pol icy-making remains f i rmly embedded in a much more
modernistic perspective – where science does indeed construct the
definition of risk issues and all other concerns, including alternative
forms of understanding and different value structures, become
peripheral. In this we are reminded of Habermas’ account of the
‘technocratic consciousness’:
 

Technocratic consciousness reflects not the sundering of an
ethical situation but the repression of ‘ethics’ as such as a
category of life. . . . The ideological nucleus of this
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consciousness is the elimination of the distinction between the
practical and the technical.2

 
Of course, there are a number of possible explanations for this

science-centredness – from those which insist that science (and
especially, this reductionist form of science) is the only rational basis for
action to those which see it as a way of avoiding more fundamental
issues about the relationship between science, technology and society:
 

The type of reflexivity in which the public is trained by
riskassessments offered for popular knowledge and use, fends
off and deflects the blows which would otherwise, perhaps,
stand a better chance of aiming at the true causes of present
dangers; all in all, it helps the technologically inspired strategies
of efficiency-maximisation and problem-orientation to survive
their unprepossessing consequences, and so to emerge from
trials with their danger-producing capacity intact.3

 
However, the strength of the modernist framework lies in this

conjunction of science with instrumental rationality. No conspiracy
theory seems necessary to explain why dominant social institutions
should be reluctant to move outside the powerful cognitive framework
on which modernity was built. Of course, this in no way precludes the
use at times of science for straightforwardly legitimatory purposes.
Meanwhile, the underlying challenge is to construct a framework for
science, citizenship and the environment which can take account of
the new social, technical and environmental conditions in which we
live.

In this chapter, therefore, we will explore the relationship between
science and the policy-making process for risk and environmental threat.
Chapter 2 established the limitations, uncertainties and social assumptions
embedded within scientific accounts in this area – we can now explore
the ‘official’ response to these in greater detail. How have these
characteristics of the scientific assessment of risk been negotiated and
then presented to public audiences – including, of course, the potential
human victims of any threat or harm? In conducting this analysis, we
will also be placing arguments about the risk society in a critical light –
is there any actual evidence within decision-making structures of the kinds
of social transformation identified by Beck and Giddens?

With these very broad objectives in mind, we will examine
br iefly three major policy responses to environmental threat.
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Certainly this chapter does not pretend to offer a typology of these
policy modes – this is  intended more as a rapid overview.
Accordingly, each of these responses will be illustrated through
specific examples.

The first of these responses explicitly claims to be ‘expert’ in
character – it is based on the assumption that only an expert
assessment of the issues can produce a reasoned and objective
decision-making process (put simply, ‘let the facts decide’). Despite
the criticisms of such an approach which were implicit in Chapter 2,
and despite the implication of Beck’s argument that within the ‘risk
society’ the treatment of these issues has somehow moved on, the
notion that committees of experts are uniquely well placed to
‘advise’ on hazard issues is prevalent. As Jasanoff has argued with
regard to the US context:
 

Scientific advisory committees occupy a curiously sheltered
position in the landscape of American regulatory politics. . .
. Advisory committees are generally perceived as an
indispensable aid to policy makers across a wide range of
technical decisions. They offer a flexible, low cost means for
government officials to consult with knowledgeable and
up-to-date practitioners. . . . Perhaps most important, they
inject a much needed strain of competence and critical
intelligence into a regulatory system that otherwise seems
all too vulnerable to the demands of politics.4

 
However, as Jasanoff and other US-based commentators have

noted, advisory committee structures in the United States have
increasingly come under public challenge for their interpretation of
technical evidence and for their inability to achieve policy
resolution.

The main alternative approach to environmental policy-making is
committed to a ‘representative’ or ‘democratic’ structure (‘let the
people decide’). As McGinty and Atherley argued in 1977,5 a fair
decision-making system would give a powerful voice to the potential
victims. More recently, post-Brundtland discussions concerning
global issues of ecology and development have stressed the
importance of democracy in this regard – both with specific
reference to environmental policy but also to wider social structure.
According to the Brundtland argument, only a just society can
achieve ‘sustainable development’.
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It is difficult to identify a truly ‘democratic’ decision-making
process in this context. However, given their greater prevalence, we
will focus here on what can be more properly termed ‘representative’
systems of environmental regulation with special emphasis on United
States experience. Certainly, we will see something of the difficulties
inherent in this approach – difficulties linked at least partly to the
structural limitations of technical advice as discussed in the previous
chapter. In particular, it will be argued that despite the presentation
of ‘participatory’ modes as an alternative means of achieving policy
legitimation, in practice technical advice has been at the very centre
of this approach to environmental decisionmaking. ‘Democratic’
approaches have, therefore, drawn on very similar ‘enlightenment’
models to the ‘expert’ approach. In other words, they pay little
consideration to the expertise and understanding of citizen groups.

The third policy response considered here represents an attempt
to take a non-ideological and pragmatic approach to decisionmaking
(i.e., ‘let common sense decide’). The example given – of British
debates around the safety of petrochemical installations – suggests a
combination of elements from both the ‘expert’ and ‘participatory’
approaches. It also suggests that even within this apparently
incremental and ‘muddled’ style, the same character istic policy
assumptions can still be found.

As we will see, the Advisory Committee on Major Hazards
(ACMH) appears in many ways to be a more satisfactory approach to
policy-making than the previous two. However, as will be discussed,
there have also been difficulties with this ‘policy mode’ not least in
terms of its usage of particular kinds of knowledge and expertise.

The point of this chapter is not to review the effectiveness or
equity of these three policy modes – nor to deny the existence of
alternatives. Instead, we need to examine the assumptions concerning
‘science, citizenship and environmental threat’ which lie at the centre
of each. As will be argued in the rest of this chapter, these assumptions
are remarkably unchanging across these otherwise distinctive
approaches.

Expert approaches to policy

The clearest example of the ‘expert mode’ as encountered so far in
this book relates to the 2,4,5–T case. In common with most areas of
toxic substance control in Britain, the Advisory Committee on
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Pesticides is very much an ‘expert’ committee. Its general rationale
was described by the ACP’s Chair at the time of the 1980 2,4,5–T
report in the following terms:
 

It is independent of commercial and sectional interests
alike. Its independent members bring to the Committee’s
work not only knowledge built up within their specialist
disciplines but also the benefit of close contacts with
eminent colleagues in the professions and science. . . . The
Advisory Committee lays no claim to absolute mastery of
everything concerning pesticides. What it can claim is that
its own knowledge and experience is (sic) backed up by a
valuable body of medical and scientific expertise within
and beyond the machinery of government.6

 
This claim to legitimation is based upon ‘expertise’ of a particular
scientific kind. In similar form, expert committees have become
perhaps the main international response to environmental and hazard
issues.

Thus, Jasanoff has carefully examined a number of areas of US
policy-making – toxic chemicals, 2,4,5–T, occupational cancer – in
order to demonstrate the significance of the scientific community in
establishing government policy.7 In a study of British policy for the
control of cancer causing substances, an almost total reliance was
found on expert advisory committees to direct policy.8 The claimed
strengths of this mode are largely as presented above by the ACP:
independence, neutrality, objectivity, scientific expertise. However, a
number of more cr itical accounts of such committees have also
emerged. The main lines of criticism can be summarized as follows.

First of all, we need to consider the problematic nature of the
expertise in this area. As the acid rain case-study suggests, the ‘facts’
of hazard issues do not simply ‘speak for themselves’. Instead, they
must be interpreted and acted upon in the light of such intangibles
as professional judgement.

The uncertainties of scientific understanding in this area raise
particular difficulties for expert bodies – especially when their
approach tends to ‘over-sell’ science by stressing high levels of
confidence and authority. The cost in terms of lost credibility when
clear pronouncements of safety are proven mistaken can be very
great – as the civil nuclear energy example may demonstrate. In that
case, an initial confidence in the absolute safety of nuclear power has
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been forced into steady retreat – creating a public impression that all
is not as it was originally presented to them.

These questions of uncertainty and expert judgement also highlight
issues of the appropriate ‘burden of proof’ to be employed in such
cases. In the 2,4,5–T example, there was a clear disparity between
the level of proof demanded by the farmworkers, on the one hand,
and the advisory committee on the other. The farmworkers never
considered that their evidence represented 100 per cent proof of the
‘guilt’ of 2,4,5–T. Their argument instead was that, with so many
uncertainties relating to the pesticide, the most cautious move would
be to ban the substance. The ACP, however, concluded that until better
evidence emerged the only justifiable policy would be to permit usage.

As one of the trade union participants described the situation, there
are at least two levels of proof that can be applied: ‘beyond all
reasonable doubt’ or ‘on the balance of probabilities’. The farmworkers
stressed the latter criterion, the ACP took the former. Once again,
we see that expert judgements are inevitably dependent upon non-
scientific factors.

Third, there is the critique drawn from the contemporary sociology
of scientific knowledge. Expertise will inevitably be shaped by the
social and institutional setting within which expert judgements are
developed and applied. As was argued in the previous chapter, expertise
in this area will depend upon a series of social assessments – including
the relative credibility of different information sources (with the
quotation above from the ACP Chair suggesting an orientation towards
‘eminence’ and high-prestige areas of science rather than marginal
or informal assessments).

Whilst such contextual factors are inevitable in shaping understandings
of any situation – and especially one so characterized by uncertainties –
the accreditation of ‘expert’ status to some accounts has, at least in Britain,
diminished the possibilities for open debate and appraisal. A similar
account could be offered of the BSE saga. The prevailing scientific
discourse in that case has tended to reduce the possibilities for a wider
public debate over food safety and agricultural practice.

Building on this, there is a wider argument concerning the need
for a more equitable structure to decision-making processes. The
ultimate response of the farmworkers to the 2,4,5–T case was to
demand a more representative policy process so that their voices
could also be heard. The expert approach typically dismisses
knowledge and understanding generated outside accredited scientific
institutions.
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Finally, and drawing particularly on US experience but also on
British cases such as 2,4,5–T, there is a major legitimation problem
to be considered – whilst science is undoubtedly a powerful ideology,
the conclusion of an expert committee may not in itself be sufficient
justification for an action. Thus, one very practical difficulty with
expert advisory committees is that – once publicly challenged – they
have found it difficult to maintain credibility. As Ezrahi puts the point
in wider terms: ‘In the closing decades of the twentieth century the
intellectual and technical advance of science coincides with its visible
decline as a force in the rhetoric of liberaldemocratic politics’.9

The assumption within ‘expert’ committees is that they are in a
unique position to appraise policy issues. However, the problems of
technical assessment outlined in Chapter 2 cause major difficulties for
this model. If the expert committee can operate in a relatively
‘sheltered’ setting then it may be able to exercise professional
judgement without external challenge. Once critical demands are
made upon it – as in the case of US regulatory politics or with British
examples such as 2,4,5–T – then it can struggle to maintain credibility.
This ‘credibility struggle’ is for Beck a major characteristic of the
risk society.10

It must be stressed at this stage that these difficulties with the
‘exper t ’  mode are  not  neces sar i ly  a  cr i t ique of  sc ient i s t s
themselves. Rather, as we will see in later chapters, they suggest
a need to look again at the institutional organization of science.
Graham and colleagues, for example, have argued that attempts
at ‘science as leg itimation’ are not conducted solely in the
interests of science.
 

The other danger of over sell ing science is that the
accountable political actors will not face up to the value
judgements that must be made in chemical regulation.
Although regulators might prefer to pass the buck by
hiding behind a cloak of quantitative risk assessment, it is
important for a representative democracy to deliberate
expl ic i t ly about the pol i t ica l  aspects  of  chemical
regulation.11

 
The problem with this use of science as a legitimation device is

that it obscures wider political and economic concerns. This is not
necessarily an argument for the abandonment of expert advice, but
instead a challenge to the notions of scientific objectivity and
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independence upon which it operates. One possibility, as has already
been suggested, is to move towards a more ‘democratic’ mode.

‘Democratic’ approaches to policy

Awareness of the earlier problems with ‘expert’ approaches has led
to various calls for a more ‘participatory’ decision-making mode.
Thus the Council for Science and Society in their 1977 report
concluded: ‘Our single major recommendation is that those who are
exposed to r isks . . . should have a powerful voice – expressed
responsibly and on full information and sound advice – in deciding
what risks they should be exposed to’.12

Such calls have become an almost routine aspect of British
academic investigations into environmental and hazard policy.
Coupled with a critique of the secrecy and ‘closedness’ of British
decision-making, var ious commentators have called for a more
democratic process.13 Whilst some US-based accounts have noted a
greater ‘deference’ to official procedures in the British system than is
found in the United States,14 there are distinct signs (as in the 2,4,5–
T case but also with BSE) that expert judgements are not seen as
unproblematically privileged when presented as the basis for policy-
making even in Britain.

The practical question regarding this mode is, of course, which
form of ‘democracy’ should be adopted. In principle, this mode
incorporates a whole range of practices including public inquiries,
judicial procedures and consultation processes. Some of the possible
routes to public participation will be considered in Chapter 6. For
now, several more general points will be made about practice in
Britain and the United States.

In fact, Br itish policy-making for this area has made very
restricted use of ‘democratic’ policy-making. Public inquiries have
been used in the context of planning applications (which, for
example, can include hazardous installations as at Canvey Island or
nuclear facilities as at the Sizewell Inquiry). For the purposes of this
discussion, we can simply observe that there has been extensive
cr iticism of the public inquiry process in Britain – Wynne, for
example, has argued that the Windscale Inquiry was essentially a
‘ritual’ rather than an attempt at democratic decision-making.15 One
important facet of this criticism has been the argument that public
groups are disadvantaged by the legalistic and technocratic manner
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in which technical evidence is employed. Thus, in a study of British
inquiry processes linked to major hazard installations, Smith
concluded that local groups were disadvantaged by the technical
resources available to industry – their protests were rendered
peripheral by the preponderance of ‘hard science’ available to more
powerful social groups.16

Unlike the United States, in British regulatory practice there has
also been only a limited amount of representation within policy
processes. Thus, for example, in the area of toxic substances control
the only ‘representative’ forum is within the structures established by
the Health and Safety Commission (in particular the Advisory
Committee on Toxic Substances). Here there is a ‘tripartite’ system
for health and safety at work. The actual representatives are selected
from established organizations such as the Trades Union Congress or
the Confederation of Br itish Industry. Whilst this permits a
somewhat broader base for decision-making, there is a strict limit to
the amount of ‘participation’ permitted within such a system. There
are also problems here for the application of technical expertise –
trade union participants have complained that it is difficult to put
across their views within a committee structure which is oriented to
a more technical form of analysis.

If we look at US experience of a more adversarial process of
policy-making, a number of issues arise. In particular, a ser ies of
accounts of US policy published over the last decade point to the
limitations of that process.17 Whilst the restricted membership of
expert committees facilitates the ‘closure’ of debate, the open and
adversarial process offers an extensive opportunity for challenge and
counter-challenge. Thus, US policy has been criticized for its slow
pace, inefficiency and costliness. The possibilities for appeal and the
need for an apparently infinite number of voices to be heard have
rendered US policy-making extremely lengthy and inflexible.

Mendeloff  por trays s low standard sett ing as having four
underlying causes: political conflict between health/environmental
lobbies and industry which leads to regular appeals to the judiciary;
the effects of standards being complex and uncertain; the burden of
proof lying on the agencies; agency resources being limited.18

Accordingly, agencies engage in ‘activist rhetoric’ but achieve only
‘cautious gains’.

However, technical expertise still plays a substantial role in these
decision-making processes – even if expert advice struggles to attain
consensus in such a loaded context. Jasanoff notes here that the
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for mal and adver sar ia l  s tyle of US rule-making highl ights
uncertainties, polar izes scientific opinion and prevents conflict
resolution.19 As she concludes: ‘Adversarial procedures . . . have little
to recommend them in this context, for they lead not to consensus
but to counterproductive deconstructions of competing technical
arguments’.20

In such a situation, commentators such as Collingr idge have
argued that the contr ibution of science to public debate is to
exacerbate rather than diminish conflict.21

These points can be br iefly illustrated with reference to the
debate in the United States over passive restraint systems for
automobiles.22 Legislation in 1966 created an agency – the National
Highway Traffic Safety Administration (NHTSA) – to produce rule-
making on road traffic safety matters. One of the new agency’s first
moves was to commence discussion over a str icter protection
standard for vehicle occupants – with the NHTSA attempting to
‘force the technological pace’ with regard to safety innovation.

The response was industry hostility and a concerted campaign to
delay or block implementation of the standard. Techniques such as
court challenge and White House lobbying were employed to defer
rule-making. The technologies themselves came under cr itical
scrutiny (with attention focusing on the controversial air bag).
Technical doubts became central to the dispute: was there sufficient
data on the new restraint systems? How did the air bag compare
with seat-belts? Would the chemical propellant cause cancer? What
about the protection for children? What lead time would be
required? These technical disagreements were battled over in the
media, in committee reports, in public hearings, in the courtroom.
However, the adversarial nature of the policy process encouraged an
entrenchment of position – so that technical uncertainties dragged
on through the 1970s and into the 1980s.

In one sense, therefore, this more ‘open’ form of decision-making
represents a step forward in terms of citizen participation on its
British equivalent – where passive restraint systems did not figure on
the regulatory agenda and the nearest equivalent was a series of
restr icted debates over the morality of seat-belt legislation.23 It
would appear that greater openness permits a range of social and
technological options to be considered.

However, and even on the basis of this short discussion, there are
difficulties with the ‘participatory’ mode in the form which it has
taken in both Britain and the United States. In Britain only a limited



72

SCIENCE AND THE POLICY PROCESS

form of representation has occurred. In the United States, a wider
public debate has taken place but a number of problems can be
associated with this – not least the cost of rule-making (due to the
protracted nature of the policy process) and the difficulties of
actually establishing a standard.

What is important for our present discussion is that these
‘participatory’ modes have been highly reliant on technical expertise
in the identification, construction and ‘framing’ of issues so that the
contrast between this and the previous ‘expert’ mode is not so great
as might first appear. Whilst the US system, for example, does permit
a wider cross-examination of expertise and a broader representation
of expert views, this has not fundamentally affected the reliance on
expertise itself. Public hearings tend to offer a highly technical
exchange – at times it would appear that only arguments expressed
in technical language are credited with respectability. The question
raised in this section is, therefore, to what extent these apparently
democratic forms of policy-making actually encourage and empower
citizen views and understandings.

In support of this suggestion that the so-called ‘democratic’ mode
draws on a very limited range of citizen views and knowledges, we
have the vivid ‘insider’ account of US nuclear debates provided by
Meehan24 – who actually is a strong advocate of the adversarial
process in terms of the cross-examination and exploration of
technical expertise. Nevertheless, the notion of ‘expertise’ is very
much limited to the pronouncements of scientists. In Meehan’s
account, scientists become guns for hire – with citizens reduced to
the status of passive audiences rather than active participants.

Of course, this point is often equally applicable to industrial,
governmental and environmentalist groups. Whilst campaigning
groups, for example, may claim to speak for the wider citizenry, their
contribution often follows the same pattern of technical discourse.

It would appear, therefore, that ‘democratic’ approaches actually
build upon a highly modernistic set of assumptions about both
‘expertise’ and ‘democracy’. In that sense, most ‘democratic’ policy
modes can be linked to an enlightenment perspective on science and
scientific authority. Whilst they may represent a step forward from an
entirely ‘expert’ policy mode, they are nevertheless handicapped by
a very restricted model of the relationship between citizens and
expertise. Once again, democratic discussion only begins once the
issues have been identified and structured by scientific accounts. As
the next chapter will argue, this seems debilitating in the area of
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environmental and hazard issues where other knowledges could
contribute to public policy-making. Meanwhile, we need to consider
one final form of policy response.

‘Pragmatic’ approaches to policy

Whilst the previous two decision modes are the most regularly
identified and contrasted, one important approach to policy-making
has been almost deliberately undramatic but nevertheless important.
Thus, terminology such as ‘reasonably practicable’ and ‘best practicable
means’ as applied to environmental and health and safety issues leaves
maximum discretion to local regulators within specific contexts.25 This
less formalized and more flexible approach to policy-making seems
to have potential  for the inclusion of dif ferent voices and
understandings. We need, therefore, to explore whether or not in
practice it has operated with a different set of assumptions regarding
‘science, risk and citizenship’.

As an illustration of this more diverse policy mode, we can consider
one British rule-making exercise. The exercise in question relates to
the control of major accident hazards of the type demonstrated so
vividly at Seveso (July 1976), Mexico City (November 1984) and
Bhopal (December 1984) – and also as briefly considered in Chapter
1.26 The discussion here also provides a background to the case-study
of major hazard control offered in the next chapter.

In Britain, the turning point (although not the beginning) for major
hazard policy came in June 1974 when the Flixborough disaster
occurred – killing twenty-eight people and injuring thirty-six. In the
wake of great societal concern and media attention, a public inquiry
was established into the cause of the accident. In November 1974,
the Secretary of State for Employment announced his intention of
establishing a new committee under the auspices of the Health and
Safety Commission (HSC) – this became the Advisory Committee
on Major Hazards (ACMH). The terms of reference of the new
committee were to establish a British control policy for major
hazards.27 A typical mix of the committee’s membership has been
described as follows:
 

Eight independents – professors, other academics and
consultants; three employer nominated members with direct
involvement in one of the typical industr ies such as
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petrochemicals, British Gas, the oil industry etc; and three
TUC nominees, so that the workers’ side of safety and their
contribution to operating practices at the sharp end was fed
in. There was one fire chief nominated by the Home Office
and three planners or people with local authority interests
nominated by the Department of the Environment.28

 
However, despite this mix, issues of technical expertise were highly

important within this ‘representative’ committee – with implications once
again for effective participation. As one member described its operation:
 

‘Their discussions were of such a highly technical nature that
TUC and LA representatives could neither fully understand
nor participate in the proceedings of most of the sub-
committees’.29

 
So far then the form of ACMH’s response to the issue of major

hazards offers a combination of ‘expert’ and ‘participatory’ modes.
What distinguishes this committee from the previous description of
these two modes, however, is its commitment to policy – based not
on a claim to ‘independence and expertise’ or to ‘representation and
democracy’ but instead to ‘practicability and manageability’. As one
committee member expressed the regulatory philosophy:
 

The overriding aim of the committee was to have a control
scheme which was both workable and enforceable. We felt
that it was much better to have a scheme that is relatively
undemanding but which could be enforced than a strict
scheme which would be impossible to enforce and which
is, therefore, generally ignored.30

 
There is not the space here to itemize the full working of this

pragmatic principle. However, characteristics include:
 
• a commitment to self-regulation rather than external standard

setting or a licensing procedure. Responsibility was placed on
industry rather than a government agency;

• a related commitment to flexible and negotiated controls rather
than a ‘rulebook’ approach;

• a concern for ‘practical’ guidance rather than technical refinement.
Thus, simple inventory levels were prefer red over scientific
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modelling and risk analytical techniques. Equally, the historical
record was seen as more persuasive than predictions of what might
occur;

• the establishment of inventory levels appropriate to the available
resources for inspection and control;

• in addition, the general operation of the committee must be noted.
The ACMH’s public reports stress a number of features of this; close
cooperation with government and industry, flexibility, informality,
low level of conflict, commitment to consensus rather than
adversarial debate. The overall rhetoric of the ACMH must also be
considered with its emphasis on ‘sound judgement’ and a sense of
what is ‘reasonable’ and ‘practicable’.

 
There are, therefore, many common elements between this mode and

the two previous forms. However, the emphasis on legitimation based
on ‘sensible judgement’ certainly distinguishes it from approaches which
stress either ‘let the facts decide’ or ‘let the people decide’.

By August 1977, the ACMH announced that it had completed
consultation and was on the point of producing draft regulations. These
appeared in 1978. However, post-Seveso events in the European
Community overtook British discussions at that point – although it would
appear that the ACMH regulations were highly influential over the
eventual EEC regulation.31

Especially when compared to the delay and difficulty of the US policy
mode, such an approach seems highly attractive. The ACMH acted with
speed and confidence, the legitimacy of its operations was unchallenged,
the main social groups were ‘represented’ but did not come into sustained
conflict. Furthermore, the ACMH published three reports and invited
public comment on its deliberations. Potentially at least this represents
an adequate balance between ‘representativeness’ and ‘effectiveness’.

However, a number of more critical points must also be made. The
first of these is that the predilection for pragmatism may well have stifled
any wider discussion of the aims, objectives and rationale of the control
policy. Certainly, such a concern for pragmatism seems to have led the
committee to take a very limited view of what is ‘manageable’ in this
case. Thus, rather than choosing to highlight the resource difficulties and
political constraints within which policy must operate, the committee
preferred to accept these as a fait accompli and to build their control system
around them. The regulatory philosophy of the ACMH seems, therefore,
to have ruled out radical criticism of the status quo. From the committee’s
viewpoint, of course, this was the only ‘sensible’ and ‘manageable’
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approach to adopt. However, the existence of alternative perspectives on
major hazards needs also to be acknowledged as does the argument that
what may appear ‘sensible’ to one group may not appear likewise to
others:
 

We must . . . stress the inevitability of accidents: we must
emphasize that accidents are built into the technology itself
– in its widest sense, which includes the social relations built
into the technology – and thus cannot be resolved by
technical fixes, however elaborate and costly.32

 
This quotation from a book which attacks major hazard policy as an
example of ‘corporate killing’ suggests at least one alternative
perspective on the problems tackled by the ACMH. Translated into
more political language, such a perspective suggests that major
hazards are not ‘manageable’ without a total rethink of corporate
priorities.

At this point, wider questions arise about the ‘need’ for major hazard
sites and the possibilities of structural change in the petrochemical
industry so that large quantities of highly dangerous materials are not
stored close to housing. The regulatory process described here took no
account of such alternative perspectives on what is most ‘sensible’ in
this situation. As the previous quotation from Bauman suggests, the
policy process appears at least partly as a means of ‘fending off blows’
rather than discussing the practical possibilities for change.33

There is also evidence as we will see in the following chapter that
those who actually live around hazard sites may not always share the
committee’s high regard for the abilities of the chemical industry.
Certainly, the current literature on risk controversies suggests very
strongly that such alternative perspectives (or ‘plural rationalities’) are
an important characteristic of environmental disputes.34 The question
must at least be raised as to whether the procedural approach of the
ACMH is the best method of responding to such perspectives.

In all this, the ACMH’s incrementalist approach seems to have been
aided by the membership of the committee. Although the ACMH was
reluctant to label itself as an expert body, the working groups were
dominated by ‘exper ts’ drawn from either academia or the
petrochemical industry itself.

The next potential area of criticism concerns the methodology
employed by the committee. One consequence of the pragmatic
approach is that it is very difficult to discern a coherent logic behind
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decision-making. Indeed, at times the committee almost seemed to pride
itself on the absence of any single rationale. Instead, the whole process
is based on trust and a ‘steady as we go’ approach. This inability to
offer a legitimation (other than in terms of what appeared ‘manageable’
to a ‘reasonable’ group of individuals) leaves the committee open to
charges of ‘taking the easiest route out of the problem’. Certainly, there
is evidence that the ACMH’s notion of pragmatism led it to offer only
a small-scale response to the major hazard problem.

These criticisms suggest some of the limitations of the ‘pragmatic
mode’ adopted by the ACMH. Of most relevance, however, to the
current discussion is the approach taken by the committee to the twin
concerns of this chapter – ‘expertise’ and ‘citizenship’.

Undoubtedly, the former was denned in a somewhat broader fashion
than that encountered in the previous policy modes, i.e., with a stronger
emphasis on ‘practical experience’ than on technical sophistication.
Nevertheless, that breadth relied upon professional judgement rather
than on citizen experiences of petrochemical safety. Those experiences
and understandings will be central to our next chapter. Similarly, the
approach to participation – whilst more liberal than that found within
the ‘expert’ mode – was limited to professional and ‘recognized’ parties
rather than those who live around major hazard sites. In that way also,
the committee’s assumptions about the ‘limits to pragmatism’ could pass
unchallenged.

There are substantial differences between the ‘pragmatic’ mode and
the previous two. However, in terms of our concerns in this book the
differences are not nearly so great as the similarities. Instead, as in the
other two cases, we can see an enlightenment policy paradigm in
operation: a paradigm which limits ‘expertise’ to certain professional
groups and stresses technical argumentation over alternative forms of
analysis and expression.

Public policies for the environment – discussion

This chapter has highlighted environmental policy-making as an
important area for citizen concerns over technological progress.
Despite the structural limitations of science as discussed in the
previous chapter, we have found that all three policy modes have
drawn upon science as an important source of legitimation.

More fundamentally, whether in the pragmatic dealings of the
ACMH, the operation of ‘expert’ committees or ostensibly
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‘democratic’ (or ‘participatory’) approaches, scientific analysis has
been presented as the ‘core’ of environmental and risk issues. Even
when legal or citizen challenges are made to the decision process,
this modernistic set of assumptions still seems to operate. Meanwhile,
the bulk of the population has been reduced to an essentially
‘passive’ status – as witnesses rather than active participants. At best,
the underlying policy notion has been that the public (through its
representatives) is the jury for decision-making but that experts are
uniquely qualified to compile the evidence for consideration and to
prepare the terrain and parameters within which environmental
decisions are taken. Of course, the presentation of risk issues as
technical in nature has served as an important legitimation for this
highly restricted concept of citizenship. The public is ‘ignorant’ and
can therefore be legitimately excluded from influence.

However, general problems were also noted with these policy
responses. Expert committees are under attack for their dubious
cla ims to ‘higher exper t i se ’  and for their  l imited base of
participation. These cr iticisms are particularly developed in the
United States but have also found echo in the UK – for example, in
the BSE or 2,4,5–T cases. The so-called ‘democratic’ mode has been
subject to probably equal critique in the USA since ‘public debate’
has become synonymous with dispute, delay and pol icy
ineffectiveness.

These approaches were then contrasted with the ‘pragmatic’
mode which seems character istically British in its emphasis on
professional judgement, consensus and workability. However, this
mode can restr ict public debate and the consideration of policy
alternatives. There also seem to be problems of maintaining
credibility when cr itical questions are asked about the limits to
pragmatism. In that sense, the pragmatic mode may be the weakest of
the three in offering a coherent legitimation of its conclusions –
‘trust us’ can seem an inadequate justification in the current climate
of environmental concern and social challenge. As such, the
pragmatic mode may reflect a previous and more tranquil era of
policy resolution.

Overall, all three modes are under challenge for reasons strongly
associated with the arguments of Beck and Giddens. All three are
struggling to maintain credibility for their underlying models of
scientific expertise and ‘citizenship’.

Of course, technical presentations also depend upon the resources
and influence of certain social groups – only those who have the
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organizational base, the finances and the confidence are generally in
a position to participate. In that sense, technical exchanges draw
upon only a restricted range of social perspectives. The crucial point
here is that questions of ‘expertise’ and ‘democracy’ are not separate
but interlinked. Any attempt at democratizing the policy process
which leaves concepts of ‘knowledge’ unchallenged will inevitably
prove highly limited – as the case of the United States demonstrates
well.

‘Science-centred’ accounts of policy issues remain highly
influential despite the limitations described here – limitations both
at the level of structural uncertainty and regarding problems of
public leg itimation. It would seem also that calls for greater
democracy will have only limited impact if they do not consider the
influence of technical experts within the decision-making process.
Making the public ‘ringside’ in policy disputes may have some value
for social equity and sustainability. However, a more radical
reappraisal would examine the knowledges and understandings
possessed by citizen groups which do not fit at present within the
policy process. We will begin to consider these in the next chapter.

Meanwhile, ‘citizenship’ currently only begins when ‘expertise’
has set the environmental agenda. Now, it is quite clear that scientific
expertise has a major role to play in these issues – but we need also
to reconstruct our understanding of the science–citizen relationship
in order to acknowledge the possibility of wider sources of
knowledge and understanding. Part of this reconstruction must also
involve an awareness of the social and institutional assumptions upon
which scientific statements in this area implicitly draw.

Put more negatively, there is an indication from this review that
these changes seem necessary in the face of current public concerns
over risk and environmental issues. As all the examples here suggest,
initially specific questions of r isk and safety have moved on to
become challenges to the technical and institutional structures which
underpin them. Some of these citizen reactions can be seen in the
next chapter where the case of major accident hazards will be
explored from an explicitly ‘citizen-oriented’ perspective. What
challenges then emerge to the modernistic assumptions of the policy
process?

In order to tackle this we, first of all, need to invert the orthodox
model of science–public relations. Rather than assuming the
‘sciencecentred’ approach – i.e., beginning with the assumptions
embedded in current official and scientific practices – we need to
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start with citizens and their understandings of risk and environmental
issues. Accordingly, in the next two chapters we will stand the
general portrayal of science communication on its head. What then
ar ises when the analytical eye belongs not to powerful social
institutions but instead to the diversity of public groups who are
currently the witnesses to environmental debate?
 



81

4
 

WITNESSES, PARTICIPANTS
AND MAJOR ACCIDENT

HAZARDS

To try to understand the experience of another it is necessary
to dismantle the world as seen from one’s own place within it,
and to re-assemble it as seen from his. For example, to
understand a given choice another makes, one must face in
imagination the lack of choices which may confront and deny
him. . . . The world has to be dismantled and re-assembled in
order to grasp, however clumsily, the experience of another. . . .
The subjectivity of another does not simply constitute a
different interior attitude to the same exterior facts. The
constellation of facts of which he is the centre is different.1

 

The previous chapter considered a series of ‘science-centred’ and
reductionist accounts of environmental policy-making – noting that
even within more ‘democratic’ policy modes citizens were still taken
to be devoid of legitimate expertise. Instead, the wider public was
seen as a passive rather than an active force – as witnesses to a series
of arguments rather than effective participants. The question of how
‘legitimate’ knowledge is defined thus has important consequences
for the democratic involvement of citizen groups in this crucial area
of policy-making.

One immediate objection to this line of argument might be to
indicate the number of steps which are currently being undertaken
to ‘disseminate’ scientific information to the general public.
Especially through the mass media but also through more local
initiatives (of the type which will shortly be discussed in this
chapter), efforts are being made to improve the public understanding
of technical issues. A strong recommendation to this effect was made
in the 1985 Royal Society report:
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our most direct and urgent message is for the scientists –
learn to communicate with the public, be willing to do so,
indeed consider it your duty to do so. . . . It is clearly a part
of each scientist’s professional responsibility to promote the
public understanding of science.2

 
Some evidence of success in this ‘professional responsibility’ can

be seen in the popularity of certain media accounts of science and
technology (e.g., television programmes on ‘popular science’) and
also sales of magazines and books on scientific topics. In a review of
‘popular science’,3 Durant notes that the British TV programme
‘Tomorrow’s World’ has commanded high audiences for some two
decades, that New Scientist has weekly sales of over 100,000 and that
Stephen Hawking’s A Brief History of Time was in the top ten of best-
selling books in English for the 1980s. Durant goes on to identify
four different types of popular science: ‘philosophical science’ (the
‘big questions’ of the origins of life and the universe); ‘practical
science’ (science that will change our lives); ‘political science’
(science that deals with pressing social or environmental issues);
‘para-science’ (non-orthodox or ‘deviant’ scientific thinking).

The popular science phenomenon can clearly not be ignored.
However, in this chapter we will begin to examine everyday
technical issues not from the perspective of enthusiastic science
communicators but from that of citizens as part of everyday life.
Equally, our concern will be less with what Durant acknowledges to
be ‘extraordinary science’ such as the above and more with the
mundane f ace of technolog ical  development and technical
communication. In this way, it is possible to present an alternative
account of the relevance and utility of science to the wider publics.

Accordingly, this chapter will deal with two studies of citizen
groups and their relationship to technical understandings. In the first
we will consider prevailing approaches to the public dissemination of
information – approaches which draw on the ‘enlightenment’
perspective. From an analysis of the inherent limitations of such an
approach in terms of assisting citizens with technically related
problems, we will move on to consider an alternative account. This
alternative shifts away from the ‘public dissemination’ model and
towards an understanding of the place of scientific and technical
issues in everyday life. No attempt will be made at this stage to ‘tidy
up’ citizen views and assessments – instead their r ichness and
complexity will be suggested.
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Specifically, this chapter will begin with an examination of one
exercise in the public dissemination of information. In this case, the
exercise was a relatively small-scale and local activity aimed at
infor ming a speci f ic populat ion about the r i sks of  nearby
petrochemical production – and about the correct measures for the
citizen to take in the event of an accident or emergency. This activity
had been required at a limited number of European petrochemical
sites as a consequence of the ‘post-Seveso’ EC regulations (referred
to already in Chapters 1 and 3). Through this example, the ‘official’
processes of information assimilation and distr ibution will be
considered – especially in the light of ‘public ignorance’ models of
the general public. In par ticular, the l imits to ‘enthusiastic
dissemination’ will be observed. We will then move on to consider
an alternative perspective on citizen–science relations.

CIMAH and the provision of major hazard information:
the Carrington case-study

As noted in the previous chapter, the development by the British
ACMH (Advisory Committee on Major Hazards) of a regulatory
system for the control of major accident hazards was overtaken (but
also partly assimilated) by legislative developments at EC level
following the 1976 Seveso accident. As Chapter 1 discussed briefly
in the third of its ‘stories of our time’, the EC in 1982 adopted a
directive for the control of major hazard installations.

One article of this directive – which subsequently became
translated into the British Control of Industrial Major Accident
Hazards (CIMAH) of 1984 – specified a ‘public information’
requirement. Thus, for the first time, information about local hazards
would be distributed to a (rather limited) number of ‘publics’. As
Chapter 1 suggested, despite industrial concern that this exercise
might create panic, the public response seems to have been very low-
key. The available evidence (scant though it is) also indicates only a
moderate up-take of the relevant information.

This chapter intends to pursue this rather unpromising example
by considering the issues of public dissemination which emerge.
Having considered the possibilities for improving information
exercises which fall within the prevailing science-centred paradigm,
we will then take a closer look at the perspective of local citizens on
these issues. In so doing, we will also move beyond explanations of
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public response in terms of public ignorance (or public apathy) and
consider an alternative analysis of the situation – an analysis which
suggests a rather different paradigm of citizen–science relations.

The case-study chosen for the first part of this analysis is the
Carrington petrochemical complex in Greater Manchester, NorthWest
England.4 This site houses a considerable quantity of hazardous
materials – including natural gas, flammable gases and liquids, and toxic
substances such as chlorine. Under the British version of the EEC
Seveso Directive, the Carrington complex was designated as a ‘top-
tier’ site. Three installations were covered by the new regulations –
Shell Chemicals UK Limited, North West Gas and British Gas. Each
had to meet a number of requirements – including the production of
a safety case and the preparation of an off-site emergency plan. The
main interest in this chapter, however, centres on Article 8 of the
original European directive:
 

Member states shall ensure that persons liable to be affected
by a major accident or iginating in a notified industrial
activity . . . are informed in an appropriate manner of the
safety measures and the correct behaviour to adopt in the
event of an accident.5

 
The British CIMAH regulations made this article somewhat more

specific. CIMAH regulation 12 required that people living in the area
of top-tier sites (as defined by inventory levels of the type discussed
in the previous chapter) be informed by the manufacturer or the local
authority of the following:
 
• that the industrial activity is an activity which has been notified

to the Health and Safety Executive;
• of the nature of the major accident hazard;
• of the safety measures and the correct behaviour to adopt in the

event of a major accident.
 
This was, therefore, a very specific exercise in the public provision of
information. Nevertheless, it serves as an excellent example of the ‘top-
down’ dissemination model in operation.

The first question which any dissemination exercise needs to
consider is which public needs to be ‘informed’ – in this case, how
large an area around the Carrington site should be specified as the
‘Public Information Zone’ (PIZ)? In technical terms, this specification
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is highly problematic; there are considerable uncertainties surrounding
the behaviour of, for example, certain gases in a largescale release. In
the event, and in keeping with practice elsewhere in Britain, the PIZ
was established on the basis of the pre-existing HSE Consultation
Distance – a zone around certain hazardous installations drawn for
planning purposes. No official explanation of this administrative choice
was given to local householders.

The form of information dissemination is clearly important for the
success of any exercise. In this case – and again in common with
British practice elsewhere – a leaflet was delivered to each house in
the PIZ. The contents of this were agreed between the three
companies involved and the local authority – although the leaflet itself
was sent out under the banner of the Metropolitan Borough of
Trafford.

The information content of the leaflet was in line with the CIMAH
requirement – see Appendix 1 . As can be seen, the leaflet lists the
three companies, makes reference to the CIMAH regulations, informs
the residents that they are living in an area that ‘could possibly be
affected if a major accident should occur’, and gives them an
emergency procedure ‘in the unlikely event’ of such an accident. This
‘emergency procedure’ is described as follows: ‘In a major accident
you will be advised by the police what to do. You should first go
indoors, close all doors and windows and await further instructions’.

This information is, of course, only a very general indication of the
best emergency action. By definition, and given the enormous range
of possible accident scenarios (blazing houses, toxic releases, devastation
of properties) and also ‘personal’ scenarios (out at the shops, playing
in the fields, driving a car, attending school), it can only serve as a
rough guide to accident response. Those distributing the advice chose
not to ‘confuse with explanation’ but stick to one simple instruction.

The dissemination exercise is thus implicitly attempting to eliminate
social and technical uncertainty. The assumption is ‘keep it simple and
the public will grasp the message more easily’. The technical context
of this message is inseparable from its assumptions about the publics
it was attempting to ‘inform’. The construction of ‘audience’ plays
an essential role in shaping the form and content of technical
information. At the same time, and at least in this case, the construction
is not open for discussion with that audience nor is it justified.

In addition, the leaflet gives some brief information about activities
on site and offers a contact address (but not a telephone number).
The emblem of the Metropolitan Borough of Trafford is prominently
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displayed – but it is noted that the leaflet is issued ‘on behalf of and
in consultation with’ the three companies. Elsewhere, it is stated that
‘detailed emergency plans’ have been prepared ‘by each site’, by the
local authority and by the fire, police and ambulance services. The
resident is asked to keep these notes ‘for reference purposes’.

Quite clearly, therefore, the distribution of this leaflet at the
Carrington complex represents a somewhat low-key exercise in the
public dissemination of information. However, a number of important
characteristics can already be discerned:
 
• the treatment of scientific uncertainties within this kind of exercise

has already mer ited our specific attention (in Chapter 2).
Uncertainties surround almost every step in the exercise of assessing
hazard potential and predicting actual hazard scenarios (from
questions of how many people might be affected to the behaviour
of toxic and flammable substances in real-world accidents). No hint
of this uncertainty appears in the leaflet. The world portrayed is
instead one of robust knowledge (and of robust authority);

• no real information is given about the rationale for the emergency
procedure (nor for the selection of the PIZ nor the collaboration
between industry and the local authority) – it is assumed that the
providers of the message carry enough local credibility for their
message simply to be believed without question;

• the overall tone of the leaflet seems designed to provide reassurance
and also to legitimate the authority of the industrial operators;

• despite the very local and specific nature of this exercise, there
was no discernible effort at encouraging debate with residents nor
indeed at assessing existing knowledge of the site or its operations.
Instead, discussion was restricted to a limited number of ‘official’
parties. The implicit model of the local public was one of ignorance.
They are the receptors for selectively managed information.

 
Taken together, this exercise offers a clear case of the ‘top-down’

model in operation. Scientific complexities and uncertainties are
filtered out in a ‘clear and simple’ form so as to avoid local confusion
or unnecessary panic. The ‘ f acts ’  are then presented in an
author itative fashion – backed by the social legitimacy of the
industr ial operators together with the local author ity and the
emergency services. No encouragement is given to debate or
discussion. Nor is there any suggestion that local views, opinions or
assessments would be useful. The model is one of informing rather
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than empowering the public. In such an exercise, residents are indeed
witnesses rather than participants.6

This point is reinforced by the leaflet’s initial consideration of
regulatory matters (‘The Control of Industr ial Major Accident
Hazards Regulations (1984) requires us to inform you. . . ’).
Essentially, this is to establish compliance with the legal requirement
– and, implicitly, to establish that nothing has changed at the site. For
most citizens, however, this information will simply be meaningless.
They are somehow expected to absorb it even though it makes no
sense to them.

What then of the public response to this exercise? Before we can
deal with this, we need to know a little more about the ‘public’ in
question.

As described by Jupp, the Carrington area has had a long (over
fifty years) involvement in the chemical industry. Indeed, many of
the nearby residents moved there to find work in that sector. Perhaps
because of the site’s sheer size, worr ies have inevitably been
expressed about safety – although few ser ious accidents have
occurred. However, one incident stands out in the minds of at least
the older residents – an explosion in the mid-1950s at which two
Shell workers were killed.7 More recently, there have been a series of
redundancies  at  the s i te – increas ing local  concern about
employment during a period when alternative sources of work are
hard to find.

In terms of housing stock, the area is reasonably mixed.
Partington and Carrington existed as small rural communities prior
to the site’s construction – and the area still offers a combination of
the semirural and the highly industr ial. Council houses were
subsequently built for Shell workers at Carrington. Council housing
was also built on areas close to the site in Partington – a planning
decision which would appear less straightforward today. Nearby
Flixton and Sale are more middle-class in character – with private
housing being the norm.

This heterogeneity – and also the size of the complex – make it
di f f icult  to identi fy a s ingle ‘Car r ington community’ and,
consequently, a single ‘audience’ for communication. This diversity of
publics seems an important characteristic of our contemporary social
structure – as indeed Beck and Giddens argue.8 Yet the prevailing
assumption within the communication strategy is that of a
homogeneous mass. A standardized approach is being adopted –
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especially since this particular leaflet follows a very similar format to
other leaflets being designed and distributed in other hazard zones.9

In order to gauge public response to this exercise, a questionnaire
survey was conducted during the summer of 1987. The survey was
based on a random sample of 201 individuals resident in Carrington,
Partington and part of Flixton. The Flixton residents – who lived
outside the PIZ (but nevertheless close to the complex) – were
included as a point of comparison.

In this context, it is not necessary to summarize all of the research
project. Instead, two tables can be offered from Jupp’s account.

In one part of the questionnaire, residents both inside the PIZ and
at Flixton were asked: ‘If there was an accident or an emergency at
the site – how would you know it was happening?’. Table 4.1 gives
the responses to this.

 
As the table suggests, among those who received the leaflet the most
common response (40 per cent of respondents) was that they would
hear or see the explosion or fire. This seems to fit with the notion of
an accident/emergency taking the form of a dramatic explosion –
the usual analogy was with a bomb. However, in the extreme case, an
incident could take the form of a gas release which would have no
visual or noise warning attached to it. The second most common

Table 4.1: Question 12: If there was an accident or an emergency at the
site – how would you know it was happening?

Source: Based on Jupp, op.cit., p. 179
Note: Open responses coded by Jupp
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response of those in the PIZ was that they would hear site sirens – an
equally troubling assumption given that such a system had been
rejected as a warning system (mainly because of the risk of confusion
with boats on the nearby canal). Responses to this question suggest,
therefore, something of a disparity with the ‘official’ advice.

In a second question, local people were asked about their likely
response to an accident or emergency at the site. Responses are
indicated in Table 4.2.

Over a quarter of the residents stated their intention of getting out
of the area – this clearly contradicts the advice of the leaflet (and
might also cause a big problem for the emergency services).
Nevertheless, some ‘improvement’ can be discerned between those
within the PIZ and those in Flixton in terms of giving the ‘correct’
response of ‘staying indoors’. A distinction can also be made between
those in the PIZ who recall receiving the leaflet and those who do
not. Of the former group, 33 per cent stated that they would stay
indoors and 25 per cent intended to shut doors and windows (as
opposed to 7 per cent of the latter group for each question).

Table 4.2: Question 13: If you knew that there was an accident or an
emergency at the site what would you do?

Source: Based on Jupp, op.cit., p. 183
Note: Open responses coded by Jupp
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Overall, this brief summary of one part of the Carrington survey
suggests that – put at its most positive – the information leaflet had
only partial success in improving the level of local awareness and
emergency response. It should be said at this stage that local concern
was not high – with 71 per cent of respondents within the Public
Information Zone describing it as ‘very safe’ or ‘safe’. Certainly,
there is no evidence that this exercise caused local panic – instead,
both its performance and the response seemed decidedly low-key.

How then are we to interpret this ser ies of events? The
Carrington exercise might indeed be described (somewhat crudely)
as ‘topdown’ in character. What wider conclusions can we draw
concerning the relations between these local publics and this specific
area of scientific advice?

If we, first of all, consider this exercise from the point of view of
its prime movers – in industry and the local authority – then the
outcome may either be considered a disappointment (for those who
seriously wished to increase awareness of emergency response) or a
relief (for those who were concerned about some anti-industrial
backlash). However, it must be stated that the above survey was
conducted quite independently of these participants – there is no
evidence of the exercise’s promoters conducting their own research
(either at this plant or elsewhere) in an attempt to gauge public
response. Instead, the usual conclusion among industrialists and
emergency planners is that such exercises have met with public
indifference – thus reconfirming the notion that the public are
apathetic towards technical guidance.

Of cour se, one posit ive response to this  account of the
dissemination exercise would be to advocate a more energetic public
infor mation campaign. Speci f ic measures in this  ‘better
communication’ approach might include:
 
• the better design of public information literature (use of graphics,

more explanation of advice, more durable cards);
• the repetition of information rather than relying on a ‘one off

approach;
• the use of other media (local newspapers and television, public

meetings, liaison bodies);
• surveys such as the one reported here to assess the level of public

informedness.
 

Superficially at least, such a communication-based approach seems
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to make good sense – and it is hard to doubt the good motives of
those who advocate more energetic dissemination of emergency
response information. However, as it stands, such a call serves to
reinforce the notion of public ignorance and apathy (‘if only we
put the message across more vigorously then they’d listen’). What
such measures significantly fail to do is to consider the underlying
social dynamics of areas such as that surrounding the Carrington
complex.

How then would we construct an alternative account of ‘science
and citizenship’? One starting point for this might be our previous
conclusion concerning the treatment of social and technical
uncertainty in this exercise – the leaflet’s advice offered a highly
simplified and idealized view of a potentially complex social and
technical reality (i.e., a real-world emergency involving real people
– including those who just happened to be visiting or travelling
through the area).

In defence of the leaflet, it can be argued that there are an
almost infinite number of possible ‘scenarios’. The alternative to
an encyclopaedic account of these (i.e., some huge document
which would take hours to decipher in an emergency) is to offer
a simple and suitably general guidance which can be easily
remembered. If nothing else, the advice will serve until more
specific instructions are available (as agreed by the appropriate
industrial and technical experts). Any alternative approach would
be impractical for general and public dissemination.

The problem with this style of ‘official advice’ (as with the
muchparodied ‘protect and survive’ approach to nuclear defence
or with early public information programmes aimed at controlling
HIV/ AIDS) is that it makes no attempt to accommodate (or even
communicate with) citizen understandings and knowledges of a
situation. Thus, the ‘idealized’ advice seems to assume that all
people in the area will be near home, in family groups and that
‘indoors’ is indeed the safest place to be. However, questionnaire
responses (see Tables 4.1 and 4.2 ) suggest just how ‘unrealistic’
these assumptions can appear. Once again, we see the significance
of unchallenged social assumptions about the ‘public’ in framing
technical messages of this kind.

More informal responses to both questions in the survey
revealed a diverse understanding of what an accident might involve
(why go indoors if a ‘bomb’ has just exploded nearby?) and also
of how one how I could help). Responses also featured amused
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comments to the interviewer such as ‘well, what would you do?’
(par ticularly pertinent when ‘getting indoors’ could involve
knocking on many different doors in pursuit of ‘refuge’ – so that
‘getting out of the area’ might indeed be a more practical action).

Questions would typically be asked as to how they would be
informed if chaos was erupting on all sides (one’s view on this
appear ing largely as a matter of personal faith in the emergency
services). Furthermore, despite the best efforts of the leaflet’s
drafters to ‘rationalize’ the Public Information Zone (so that the
PIZ was extended in order not to divide one village), residents
were still left with a situation where some of those outside the
PIZ lived closer to the site than some of those within. Given all
these ‘mismatches’ with everyday exper ience, might it not be
more logical just to fend for oneself (and one’s family) in any
emergency?

Thus, whilst the ‘sanitized’ and top-down approach has the
apparent advantage of ‘keeping the message simple’ it does
encounter major difficulties. These ‘difficulties’ essentially relate
to the under standings of ( in this case) local people whose
practical experience encourages scepticism towards this kind of
official advice. By failing to engage with these understandings –
but rather attempting to circumnavigate them – such exercises
r isk being totally ignored (or perhaps provoking hostility in a
more  conf ronta t iona l  s i tua t ion than tha t  encountered  a t
Carr ington). The ‘public ignorance’ model thus fails because it
builds ‘practical’ action on a flawed conceptualization of the
citizen–science relationship. In this way, the assumption that local
people are a mere tabula rasa is not only sociologically inaccurate
but it also serves as an obstacle to social learning on all sides
(including, very importantly, the lessons which industry might
learn from cr itical local scrutiny).

In contrast with the dissemination model on which this
exercise was based, the clear step for us now is to build upon
these observations by consider ing an alternative to the ‘public
ignorance’ (or ‘deficit’) model. In particular, we need to assess
whether further investigation confirms the dispar ity between
‘local’ and ‘official’ world views as identified in this example.
Accordingly, we will explore a separate case-study of people
living in a hazardous local environment. If we begin with citizen
voices – and with the ‘constellations’ referred to in the opening
quotation of this chapter – where does our analysis lead?
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Citizens, science and two communities

For this stage in the discussion, we move away from the Carrington
area and towards two other communities living close to hazardous
industry – the Clayton/Beswick area of East Manchester and Eccles
within Salford (to the west of central Manchester).10 These areas are
highly urban and industr ial in character – in contrast to the
Carrington district which includes green fields around parts of the
petrochemical complex. Instead, these two communities are crowded
with hazardous industry, housing estates and busy roads. The Eccles
site features older-style council housing alongside newer properties –
some built close to a chemical works allegedly against the advice of
the Health and Safety Executive. There is also a modern shopping
centre, a hospital, a busy outdoor market, an elderly persons’ home
and a leisure centre situated nearby. At Clayton/Beswick, there is a
similar combination of older council housing (mainly terraced) and
more modern properties – all close to a number of hazardous
industr ies. Each area contains a small amount of middle-class
properties – but we can safely categorize the majority of residents
(and certainly the majority close to the hazard sites across the two
areas) as ‘working class’.

What then of the public response to hazard information in these
areas? In the first place, it must be stressed that these are not ‘top-
tier’ hazard sites and, therefore, at the time of our study had not been
the subject of any well-organized ‘dissemination’ campaign
(although local industry in the Clayton/Beswick area had distributed
some information about its activities as part of an extended public
relations programme). However, what these areas did permit was an
exploration of citizen views of var ious sources of information.
Beg inning with a social  survey of the area ( involving 358
questionnaire interviews followed by semi-structured discussion
with thirty-five participants), the intention was to build up a more
active account of ‘citizens and science’.

One important aspect of these research areas was the generally high
level of concern about factory accidents and pollution – alongside, of
course, such predictable (and very real) concerns as unemployment,
crime and violence and ‘the rising cost of living’. Certainly, this
impression was reinforced by conversations and interviews with
residents in which the local works would often figure prominently.
Typically, that concern would focus on noise, smell and atmospheric
pollution (e.g., from the factory chimneys) and on the r isk of
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explosion: ‘there’s a cornflakes smell and a blue haze, every chimney is
on the go at night’; ‘this place is top of the league for chest
complaints’. Certainly, such chronic pollution problems figured more
highly in these study areas than around Carrington.

The point, of course, about a citizen-based perspective is that
issues such as pollution and major hazard threat will inevitably blend
in with the wider background of other local concerns – such as
those mentioned above. Put more positively, it is only within this
background that issues of risk and the environment make any sense
whatsoever. Thus, for example, it seems nonsensical to most local
people to debate the hazards of the local chemical industry without
considering the consequences of closure for local jobs. Hazards do
not exist in some free-floating intellectual state – they are an intrinsic
part of everyday social reality and of the very identity of these areas.
This is clear in one characteristic exchange between two residents:
 

‘I would say most people around here worry about the
Aniline.’

 
‘If Clayton Aniline shut down it would be a bloody ghost
town around here.’

 
Such exchanges also reveal the complexity of risk issues for most
people. Pollution is at least a sign of industrial activity – and there is
little enthusiasm for a pollution-free, but socially devastated, local
environment. Thus, despite the conventional notion of ‘NIMBY-ism’
or ‘risk adversity’ (a discourse which generally seems profoundly
self-interested on the part of those who make such accusations), in
this established industr ial area urban pollution is taken to be a
particular – but not defining – feature of the locality. Environmental
pollution is one important characteristic of life in these localities, but
it is not the sole characteristic.

It also follows that the statistical probability of a r isk or the
scientific appraisal of its consequences will be only one element in
the generation of local concern. Instead, the everyday picture of
living in an area will draw upon a series of other discourses and
forms of evidence – generated through daily discussion and repeated
(often very detailed) observation. Technical discourses are just one
(not necessarily very significant) element in this complex picture.

One other consequence of the perspective adopted here is that
standardized efforts at deliver ing ‘relevant information’ are likely
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to miss out on just these local appreciations of the area in
question. As was suggested in the previous section, such efforts at
technical dissemination r isk being seen as either totally irrelevant
to the local situation or as an attempt by interested parties to
validate their existing practices. Typically, such efforts assume that
‘environmental threats’ can be filtered out from their everyday
social context so that they are presented to the public audience as
a tidy self-contained package – with the contents selected by
social institutions on the basis of an assumed audience.

Despite this, what does stand out from discussion with local
people is the significance of local industry as an information
source. A strong feeling in our study areas was that, since local
industry was likely to be the source of hazard information, then it
was probably best to go ‘straight to the horse’s mouth’. This
seems an entirely reasonable assumption since to a very large
extent outside bodies such as the local authority must indeed rely
on industry’s own assessment of safety and pollution control. In
that way, what might appear to be a wide ar ray of potential
information sources – community groups, emergency services,
local author ities, councillors, members of parliament, citizens
advice bureaux – actually reduces (and is seen as such) to a single
dominant source of technical assessment.

This point is not lost on local people. Moreover, industry is
both the source of hazard information and hazard. In such a
situation, it appear s log ical to go there directly rather than
dealing with bodies who have little direct capacity for bringing
about change. In a context where ‘information’ may not be
useful (‘just what might we do with it?’) but practical action is,
then it seems best to tackle the institution which has it in its
power to reduce environmental harm.

Together with this sense of ‘knowledge for action’s sake’ we
must also consider the generally sceptical treatment accorded to
sources of information. Certainly, there is little sign from this
ca se- s tudy  tha t  ‘ in fo r mat ion ’  i s  au tomat i ca l l y  g r an ted  a
pr ivileged – or even respected – status over other sources of
advice and understanding. At one point in our social survey we
asked people in the two areas to assess the ‘trustworthiness’ of
possible ‘disseminators’. A complex local picture then emerged
(Table 4.3).

Now ‘trustworthiness’ is a very broad and multi-faceted concept
in this context – it can mean ‘honest and reliable’, ‘knowledgeable’,
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‘responsible’, ‘dependable’. What is interesting in this table,
nevertheless, is the low ‘trustworthiness score’ given to local
chemical companies as compared with the fire service, citizens
advice bureaux (CAB) or the Health and Safety Executive. However,
if we select a few comments from those made about local industry
then a clearer picture starts to emerge. Independent of the actual
categorydecision made in response to the fixed categories of the
survey question, a pattern of caution and scepticism emerges:
 
Very trustworthy: ‘Wouldn’t hide anything’;
Trustworthy: They’d have to tell the truth but they’d hold

back a bit’;
‘Perhaps, but probably just tell you what they
want you to know’;

Untrustworthy: ‘Well I reckon they’d be a bit careful what they
told you’;
‘I think they’d only tell you a load of blinding
science to shut you up’;
‘They wouldn’tgive you the full view – they’ve
got their jobs to think of;

Very untrustworthy: ‘Wouldn’t believe a word they said’;
‘They’d only tell you something to put your
mind at rest’;

Don’t know: ‘They would say one thing and mean another’;
‘They would just let you know what they wanted
you to know’.

 
Much more interesting for our current purposes than the obvious

criticism of local industry is the overall pattern of scepticism and
war iness which these quotations suggest. This pattern seems
remarkably consistent across the survey categories (incidentally
revealing the fundamental l imitations of such questionnaire
categorizations). Thus, even entries in the ‘Don’t know’ category
suggest a very cautious approach to industrially-based information
and advice. The ‘don’t know’ response certainly cannot be deemed
as equivalent to ignorance or apathy on the part of respondents.

Overall, information from industry will be taken in context. In
particular, the source of that information will inevitably colour
response to the information itself.

What the whole ‘trustworthiness’ issue opens up is the very active
manner in which new sources of information – whether technical or
otherwise – will be received. There is little sense here of public
groups simply soaking up free-floating or value-neutral science.
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Instead, we see a more critical response to science especially since,
for example, it may not fit at all with practical ‘lived’ experience
(e.g., the unrealistic assumptions we saw earlier embedded within
major hazard planning).

Equally, the source of the information is inseparable from the
information itself – in that sense, public assessments of technical
messages seem to show a remarkable convergence with the ‘interests’
model within SSK (as briefly discussed in Chapter 2). The social
position of the disseminator – in this case, industrial bodies which
will inevitably wish to defend their pollution record – is seen to have
a decisive effect on the framing, selection and construction of technical
advice. Technical statements are ‘interested’ – as such they need to be
treated with the same intelligent caution that one would treat the
statements of a politician or neighbour. Nevertheless, arguments based
on a technical legitimation can in such an established situation have
a particular capacity to silence citizen groups from open discussion
or disagreement.

In public fora, this silencing of public doubts could easily be
misinterpreted as acceptance – as when a reassurance from a company
doctor is put forward in response to a diffuse pollution concern. For
unprepared citizens it is very difficult to challenge such authority
directly – but this does not necessarily mean that the concern has
been dissipated. Scientific authority retains an important persuasive
power – but possibly at the cost of the expression of underlying fears
and uncertainties. There are parallels here with Foucault’s analysis of
the dominance of expertise within everyday life.11

In particular, discourses of expertise can engender a form of self-
censorship where objections will not be raised since they will be
predefined as illegitimate. Thus, it was not unusual for public accounts
of open company meetings in one of the areas to include critical
reference to the information being conveyed by industr ia l
representatives. However, to challenge that information in such a
formal situation would only be to invite r idicule. How could a
member of the public possibly engage in a technical dialogue? Silence
in such a context is, however, very different from acquiescence.

Now it might well be objected that, whilst this ‘contextualized’
approach to pollution and the urban environment tells us a great deal
about the local response to industry, it actually tells us very little about
the relationship between science and citizenship. After all, there seems
very little ‘science’ in these encounters – it was neither asked for (since
the focus of a citizen enquiry was typically on practical action) nor
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was it given (citizens generally considered themselves to receive
reassurances and self-justifications rather than technical enlightenment).

Certainly, within interviews with local people, the subject of
‘science’ was difficult to explore. People who could discuss the local
environment and local life with great eloquence would fall silent on
the topic of science and scientists – reinforcing the apparent
remoteness of science from everyday existence. When asked directly,
there was often a feeling that science would be of benefit – but a
note of caution could often be found:
 

‘a letter from a scientist – that would be OK . . . people
would take notice. I’m not saying I’d swallow everything.
I’d listen then make up my own mind. There’s no point in
listening to the company. Better to listen to the scientists.’

 
‘The outside person would tell you it’s dangerous, but the
company might co-opt them. The company might give them
money for the project, it might have got to them.’

 
It seems fair to conclude that ‘science’ as an abstract category is

respected – but that this is considered very different from the more
frequently encountered forms of technical advice. However, once
science is imported into the everyday world it can easily be ‘coopted’.
Of course, implicit in this is the notion that science is unlikely to be
co-opted by local people – but only by more powerful social groups.
The notion that science could work directly for citizens themselves
seems outside the bounds of possibility. Of course, the apparent
remoteness of science from everyday life and citizens’ own sense of
scientific ignorance only reinforces this assessment.

Scientists as a category thus fit into essentially the same social model
as industrial representatives (albeit whilst retaining higher status). They
are a possible source of information and advice but not one which
can be accepted without question. Once again, we see a disparity
between this line of analysis and the ‘dissemination’ model which
simply assumes that the generally high status of science will be
sufficient to win an uncritical audience.

It may also follow from these observations that only a plurality of
information sources can respond adequately to such an active
audience. Whilst the modernist worldview tends to emphasize
simple, authoritative and consensual information, these residents may
be better served by a more open presentation of conflicting positions
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in order to reach their own judgement. In that sense also, the
modernist drive to ‘tidy up’ the risk appraisal process can lead to
failing credibility.

This case-study also leads us to challenge the direct relevance of
science to everyday concerns. Of course, the kind of science
presented in the classroom (at least at the time when many of
these citizens were at school) is unlikely to relate to such pressing
problems. Equally, ‘popular science’ as discussed at the beginning
of this chapter has only marginal application. Thus, whilst science
has the cultural status to legitimize citizen concerns (which is
why a ‘letter from a scientist’ might be valuable) it is not obvious
to residents how its ‘knowledge’ can be of practical worth (at
least to them). Meanwhile, as suggested above, its style of discourse
can serve to exclude and marginalize rather than empower.

To a scientific observer, therefore, science may be central to
issues of risk and environmental threat. From the perspective of
local citizens, however, it tends to ‘disappear’. This is par tly
because it is difficult from the ‘citizen per spective’ even to
identify its presence. Science forms the general backdrop to the
action (or perhaps, provides the terms of engagement) rather than
being a key player. Once again we are reminded of the quotation
at the beginning of this chapter. One constellation of facts, i.e.,
that of a science-centred perspective, may be very different from
that of cit izens (for whom social judgements and previous
exper ience may be far more central). Science also disappears
because ‘information exchanges’ are seen to contain just one
powerful group’s notion of ‘appropriate information’. In such a
situation, ‘information’ seems to reinforce social powerlessness
rather than enable citizen action.

From this perspective, it would seem that science does play a
ma jor  ro le  in  loca l  deba te s  over  r i sk  and  po l lu t ion  but
characteristically in a manner which opposes rather than assists the
citizen assessment of these issues – such that most citizens
struggle even to see its relevance to their pollution concerns.
Industry is seen as the best informed source but the information
it offers serves to legitimize current practices. Residents’ diffuse
concerns over smells, visual pollution, health effects and everyday
dis turbance are under mined ( to the point where i t  seems
purposeless to express them publicly) rather than assisted by
information exchanges. Whilst at the abstract level the ideal of
‘pure academic science’ is respected, this is largely because this
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ideal is defined in sharp contrast to everyday encounters with
enlightenment rationale. Meanwhile, technical authority is drawn
upon by industry officials in order to legitimate current practices
– it is an important, but often backgrounded, element in their
claim to credibility and trustworthiness.

Our account of this case-study has thus opened up a striking
disparity between those enlightenment accounts of science which
claim it to be of major benefit in environmental response and the
views of the citizens considered here who find little use for
scientific information – and indeed are likely to be the receptors
for inappropr iate (at least in terms of their stated needs) and
legitimatory messages. This account is in many ways reminiscent
of Beck’s account of science and citizens in the risk society: ‘A
permanent experiment is being conducted . . . in which people
serving as laboratory animals in a self-help movement have to
collect and report data on their own toxic symptoms against the
experts sitting there with their deeply furrowed brows’.12

Whilst there were indeed ‘self-help movements’ in at least one
of these areas – in the form of residents’ associations and similar
groups – this had only an indirect role in ‘data collection’.
Instead, local people compiled their own ‘symptoms’ generally in
an informal and ad hoc manner – for example, when they identify
night-time factory emissions as a particular problem or make a
widespread connect ion between ches t  a i lment s  and loca l
pollution.

As Beck suggests, people may become their own resource so
that contextually generated understandings are more useful at the
everyday level than the legitimatory messages which originate
from industry. Certainly, such data collection could be quite
systematic – one resident proudly produced the binoculars with
which he scans the nearby industr ial site before he rings to alert
them. We must nevertheless be careful to stress the incomplete
and partial nature of such citizen-generated ‘data’ – as residents
themselves are very aware and will regularly indicate. Equally, we
must be cautious at this stage lest we over-generalize on the basis
of one discussion.

All of these points – and especially the active knowledge
constructions by citizens – will be discussed in the following
chapters. Given what we have argued about the uncertainties and
limitations of scientific accounts in this area, what alternative
forms of knowledge and expertise are available?
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Discussion

This chapter has focused on the dispar ity between ‘top-down’
efforts at dissemination and the expressed views, experiences and
understandings of citizen groups. In the course of this discussion,
the various limitations of the conventional dissemination approach
have been noted – mainly through a consideration of citizen
responses. Above all, it has been argued that the inadequate
model l ing of  c i t i zen under s tandings  (e.g . , the t abu la  ra sa
assumption that the public are ‘information poor’) leads to
init iat ives which are l imited in practical  ter ms. Instead of
attempting to engage with these citizen perspectives, top-down
approaches tend to assume that an authoritative and scientifically
validated (even if heavily simplified) presentation will command
popular attention.

The perspective adopted here has also raised problems for the
‘public understanding of science’. Where scientific information is
not clearly linked to practical action and where it takes little
account of existing assessments of a situation, it is likely to be seen
as at best an irrelevance to everyday concerns. Furthermore, whilst
‘science’ seemed to command the respect of our citizen groups, a
similar scepticism as applied to local industry also applies to
scientists (albeit to a slightly lesser degree) – they are open to being
‘bought’ just like the rest of us (‘well, they would say that, wouldn’t
they?’). The provision of scientific information, therefore, is
accommodated within the same critical context as other facets of
everyday social life.

Contrary to notions of the public as passive and/or apathetic in
the face of information campaigns, this chapter has begun to
identify an alternative model for information reception. Within this
model, the ‘competence’ of the information source will be judged
alongside the perceived credibi l i ty of  that  source and the
possibilities for practical action which are opened up by its
intervention.

This final point is important given the notions of powerlessness
which exist within the communities studied – what is the incentive
to learn more about a chemical works when a resident’s voice is
insignificant (and when one feels hemmed-in by the absence of
alternatives)? In such a situation, greater knowledge of , for
example, chemical hazards simply creates greater frustration and
raises the sense of helplessness. At its most extreme, and as informal



103

MAJOR ACCIDENT HAZARDS

interviews sometimes suggested, the technical nature of the official
discourses can encourage public self-censorship – concerns seep
out within casual conversations rather than being formally
presented to those ‘in control’.

The discussion of ‘technical dissemination’ has thus led into a
discuss ion of the social  context within which ‘real-world’
knowledges are received but also developed. The intention in this
chapter has simply been to draw attention to these voices and to
the ‘constellations’ on which they draw. In Chapter 5, we will
begin to consider the new possibilities which are created by this
perspective. In particular, we will look at the relationship between
the sort of local understandings which have been discussed so far
and the ‘decontextualized’ and formal rationalities of science.
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5
 

FREEING THE VOICES:
A SCIENCE OF THE

PEOPLE?

Communities need to get involved. The other important
thing that people need to remember . . . is that they probably
know as much or maybe even more than some of the experts
drafted in to view certain things. I know I get called into
certain things . . . someone asks me about something they’ve
been researching for a long time and they’ve put a lot of stuff
together and quite often they know far more about it than I
do, yet people will defer to me because I’ve done toxicology
or something else. . . . I am increasingly impressed with what
people can put together.1

 

Whatever skills and forms of knowledge lay people may
lose, they remain skilful and knowledgeable in the contexts
of action in which their activities take place and which, in
some par t, those activities continually reconstitute.
Everyday ski l l  and knowledgeabil i ty thus stands in
dialectical connection to the expropr iating effects of
abstract systems, continually reshaping the very impact of
such systems on day-to-day existence.2

 

In Chapter 4 we took a major step away from the conventional
paradigm of ‘science and citizenship’. Rather than charting the
apparent lack of public understanding, we found a more complex
picture of social and technical interactions as they have operated
within one local context. In this chapter, we need to build on this
specific case in order to see whether it is indicative of a wider
pattern of citizen response. Is it possible – as Beck’s analysis of the
‘risk society’ suggests3 – that new relations of knowledge, science
and citizenship are emerging within late modern society?
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At least partly, we can consider that change is occurring as a
consequence of the problematic application of science within areas
such as environmental threat (and the wider applicability of the
environmental context will be considered in Chapter 7). Citizen
concerns and responses need to be seen against the background of
problems, however, which go beyond matters of ‘application’ and into
the very fabric of science as a knowledge system. To summarize the
previous discussion, these problems include:
 
• structural uncertainties (discussed in Chapter 2) where science is

asked to give simple and unambiguous responses to questions
which are at the very limits of its understanding and competence
– and also where no simple and unambiguous responses may ever
be possible as we enter a world of uncertainty rather than control;

• the unavoidability of scientists operating with underlying social
assumptions and social models (e.g., concerning evacuation procedure
as discussed in Chapter 4). In offering technical advice about a risk
situation, scientists are also offering social judgements about public
response, the credibility of different information sources and the
likelihood that various safety procedures will actually be practised.
Scientific models of risk and the environment must, therefore, draw
upon social models of how things work in the ‘real world’;

• these difficulties relate also to the problem of closed system vs open
system. In areas of citizen concern such as environmental threat,
we are operating not in the carefully contr ived world of the
laboratory but instead in a much more complex and constantly
fluctuating universe. The success of many areas of science stems
directly from the ability of scientists to manipulate and control
extraneous variables – in the area of risk and the environment, such
control is simply impossible.

 
In this context the notion of experiment changes radically –

we are all now living in the ‘environmental laboratory’ or indeed,
as one book on reproductive technology puts it, we are now
‘living laborator ies’.4 Consequently, new relations are generated
between exper imental subjects and the exper imenters: as, for
example, when workers argue that they will no longer be human
‘guinea pigs’ for new chemical substances or when HIV/AIDS
sufferers demand a greater involvement in the development of
new drugs.5

These characteristics of science are all clear in the areas of major
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hazards, mad cow disease and 2,4,5–T where scientists have
struggled to offer a unified and consensual account. This is often
represented as a dilemma for decision-making; how can we make
rational decisions on the basis of such uncertain knowledge?6 At the
same time, this situation is (as Beck argues) at least potentially
liberating for citizens since it opens up the possibility of wider social
debate and of an acceptance of a more pluralistic approach to
decision-making.

Essential to this debate will be an acknowledgement of the
limitations but also strengths of science. Unfortunately at present –
and as the dominant form of the ‘public understanding of science’
discussion seems to reinforce – this kind of constructive reappraisal is
often deemed ‘anti-scientific’. Meanwhile, and despite the above
characteristics, risk debates are regularly presented in a particularly
reductionist form as if the facts somehow spoke for themselves.

Science provides the framework within which all debates must
take place. In the examples so far we have seen the apparent certainty
with which scientific accounts are presented. Nevertheless, as cases
such as 2,4,5–T suggest, we may have reached the stage where that
form of legitimation has worn decidedly thin.

In parallel with these structural aspects of the operation of
science within decision-making, Chapter 4 began to offer a range
of cr itical public responses to technical advice: from ignor ing
official guidance through to a perception of science as invariably
‘interested’ once it enters the public domain. In the kind of
situation presented in the previous chapter, science is considered to
be one source of knowledge among others – and, moreover, one
which is generally allied to powerful social groups. Despite the
regular claim of science to ‘stand above’ everyday social conflict,
credibility judgements about science become inseparable from
judgements about the institutions which actually offer scientific
accounts. Thus, in the previous chapter we found widespread
scepticism about the notion of science as ‘objective knowledge’ –
whilst objectivity may exist in the abstract (suggesting a high status
for science), within loaded social situations science was seen as
above all serving social interests.

However, in any discussion of contemporary science we have to
recognize that science is not homogeneous – either at the level of
its own institutional and cognitive structures or at the level of
social assessment. Thus, it is important for any critical analysis of
science that we recognize both the diverse nature of contemporary
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science and also the range of social meanings and significances
which it has acquired. As Giddens argues:

Lay attitudes towards science, technology and other esoteric
forms of expertise, in the age of high modernity, tend to
express the same mixed attitudes of reverence and reserve,
approval and disquiet, enthusiasm and antipathy, which
philosophers and social scientists (themselves experts of
sorts) express in their writings.7

 
Any ser ious discussion of science and its relationship to

everyday life must, therefore, take full account of the, often
contradictory, meanings that science has assumed within our
society. As was suggested in the previous chapter, within debates
over risk and the environment a number of such meanings can be
identified. Thus, science is portrayed in the following ways amongst
others:
 
• as independent and objective knowledge (for example, when

industry or government attempts to ‘reassure’ public groups);
• as the servant to business and power (when public groups react

with suspicion to science as it is offered);
• as the most rational basis for public and private assessments of

threat (as scientific institutions would argue);
• as the source of hazard (when the products of scientific research

become the focus of hazard debate);
• as an established set of theories and working hypotheses (as

presented to downplay the limitations and uncertainties discussed
here);

• as an everyday irrelevance (for those who cannot ‘make sense’ of
science as it is made available to them);

• as the best route to progress (as the modernistic paradigm
suggests);

• as a spir itual and moral dead-end (as the strongest cr itics of
scientific rationality argue).

 
This list suggests the range of social meanings attr ibuted to

contemporary science – and also their overlap and entanglement.
Science is not just ‘one thing’ but a diverse cultural phenomenon –
and not least because of the variety of institutional locations within
which it is conducted and utilized.
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The key points about this in the cur rent context can be
summarized as follows:
 
• first, it should not be surprising that public groups often hold

these meanings of science simultaneously despite their apparent
contradictions. Science has a number of meanings and these
different meanings seem to coexist. Thus, in interviews of the
kind discussed in Chapter 4, cynicism about ‘company experts’
could rapidly give way to respect for ‘university scientists’ which
could then move into anger about the damage which scientific
development has done to the local environment and then
unhappy memories of schoolroom science. Science is indirectly
encountered in many different ways within everyday life;

• second, that debates about science often revolve around such
differences of meaning and interpretation in such a way as to
render discussion incommensurable (whilst one account stresses
the spiritual vacuum created by science another simply cannot
comprehend a future without the products of science). Equally,
respect for the high ideals of academic science will not necessarily
translate into respect for a university scientist who has been
commissioned by local industry.  This phenomenon is evident, as
Giddens has noted, both within everyday discussions of science
and scientific issues and also within more academic debate over
the same questions. Thus Beck, for example, tends to equate
science with what Lash and Wynne term ‘scientism’:  ��The
culture of scientism has in effect imposed identity upon social
actors by demanding their identification with particular social
institutions and their ideologies, notably in constructions of risk,
but also in definitions of sanity, proper sexual behaviour, and
countless other ‘rational’ frames of modern social control.8  �
Meanwhile, the defenders of contemporary science tend to
por tray science as above al l  open-minded, sceptical  and
independent of institutional constraints;

• third, there is an intriguing congruity between citizen views of
science and those which have emerged, for example, from the
post-Kuhnian sociology of scientific knowledge. Both, for
example, link the outputs of science to the institutional structures
in which science is created. Thus, the regular shop-floor critique
of ‘bosses’ science’ is similar in its conclusions to sociological
critiques of industrial toxicology and its dependence in Britain on
private funding.9
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Within this discussion we also need to recognize the range of
institutional and disciplinary contexts in which science operates: an
industrial consultancy is not the same as a research laboratory, particle
physics is not the same as botany. Science is institutionally and
culturally diverse. Of course, it is easier to offer a one-dimensional
account of science (as ‘rationality’, as ‘legitimation’, as ‘threat’), but
the wider view is (to use Beck’s language) more liberating since it
offers – as the rest of this book will argue – the basis for a constructive
renegotiation between science and the needs of citizens.

This discussion of the diverse social and cultural significances of
science stands in stark contrast to the one-dimensional account
offered by most enlightenment perspectives on science. However, in
discussing these perspectives, it is important to emphasize that it is
not only held by powerful social groups – but also by apparently more
radical social movements. The ‘science for the people’ movement of
the 1970s tended to view the problem as one of schism between
‘science’ and the ‘people’ – if only better technical information could
be made available to ordinary citizens, then they could play an
enhanced role in decision-making. Whilst elements within this
movement called for the ‘demystification of science’ (often in
extremely vague terms), the general analysis was of science as the key
to social progress so that the task of ‘progressive’ scientists was to
disseminate and serve, where necessary, as ‘counter experts’.

In this, the radical science movement of the 1970s may have
represented a step forward from the scientific socialists of the 1930s
who believed in what Werskey calls ‘scientific determinism’.10 As with
the 1970s proposal for a ‘Community Research Council’, the notion
was instead to encourage greater citizen involvement in the activities
of science. Nevertheless, this would not change the fundamentally
uneven relationship between ‘science’ as the source of knowledge and
‘citizens’ as the recipients of that knowledge; a science for (but not
of) the people. As we will see in Chapter 6, such assumptions are still
intr insic to most current attempts at widening citizen access to
science and scientific institutions.

Against these different complexions of enlightenment perspective,
we have the evidence of the last chapter which suggests a very
critical and contextual treatment of scientific advice. Judgements of
credibility and relative scepticism mean that science will not be
accepted by citizen groups without considerable qualification and
reshaping. Science must also ‘make sense’ to citizens within
particular situations – a process which requires the active generation
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of everyday meaning. New information must be accommodated
within an established framework developed often through direct and
practical exper ience of the world – otherwise, it  is  s imply
meaningless.

It follows that it is important to consider more seriously the kinds
of knowledges and understandings developed by citizens in the face
of the truth claims of science. In the remainder of this chapter, we
will address these possibilities for citizen knowledge and even citizen
participation in scientific debate – an area which we can refer to as
‘citizen science’ in the latter sense outlined in the Preface. In what
ways might groups of citizens play an active role in the process of
knowledge dissemination and knowledge development? This will
involve an assessment of the kinds of knowledges developed by citizen
groups rather than by the institutional processes of science. We can
begin by looking once again at the three main examples which have
run through this book.

Citizen science and three stories of our time

2,4,5–T and the farmworkers

As presented in Chapter 1 and Chapter 3, the confrontation between
the farmworkers and the Advisory Committee on Pesticides over
2,4,5–T can be analysed in a number of ways. From the conventional
modernistic perspective, it can be portrayed as the technical experts
desperately ‘holding the line’ against campaigning groups and trade
union activists. Of course, this perspective is very evident in the
advisory committee’s comments on the trade union testimony – and
not least with the apparent suggestion that public groups are
incapable of assessing technical argumentation. As the ACP argued
with regard to miscarriages and birth deformities:
 

it can be relatively easy to select some product (or indeed
some occupation, pastime, social group or locality) and
without enquiring very closely, to assume some connection
with these family misfortunes – especially if alleged
connections are regularly publicised. Moreover there can be
an understandable desire to identify some outside agent as
the cause of what has in practice been an unhappy but not
unnatural fact of life throughout the ages.11
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For the ACP, only an ‘independent’ body such as the ACP (and its
scientific subcommittee) is in a position to sift through evidence in
the necessarily cool and analytical fashion.
 

The Advisory Committee lays no claim to absolute mastery
of everything concerning pesticides. What it can claim is
that its own knowledge and experience is backed up by a
valuable body of medical and scientific expertise within
and beyond the machinery of Government. And, of course,
it draws strength from its independence.12

 
However, the 2,4,5–T case strongly suggests the inadequacy of

portraying such an encounter as being between ‘experts’ and
‘concerned parties’. Instead, we can see the f armworker s as
demonstrating various types of expertise – even if their testimony was
generally not regarded in this fashion. In terms of this chapter and its
concern with ‘new knowledge relationships’, a number of elements
are especially important. In general, these suggest the willingness of
‘lay’ participants to challenge the assumptions and conclusions of
‘experts’. Going further, they indicate the role which lay groups can
play not only in criticizing expert knowledge but also in generating
forms of knowledge and understanding – in serving as ‘living
laboratories’ in an active as well as passive fashion. It can be argued
that in cases such as this, citizen knowledges can be at least as robust
and well-informed as those of experts – despite the steep differential
in status and power.

Thus, a regular theme of this debate (at least from the farmworkers’
perspective) was that the ACP’s stress on ‘recommended way’ and
‘recommended purposes’ revealed extraordinary ignorance of the
realities of pesticide spraying. This reinforces one major difficulty
encountered by the enlightenment perspective – that expert statements
will be met with scepticism – especially if they are seen to be emerging
from institutions with perceived links to interested parties (in this case,
and despite the advisory committee’s regular denials, the committee
was linked by the farmworkers to the agro-business).

Equally, this case suggests the impoverishment of expert accounts
which do not draw upon the knowledges of participants. As one
farmworker is quoted by the farmworkers’ union: ‘They (the
“experts”) may know the risks of 2,4,5–T. They may handle the stuff
properly. They tell us we’ll be alright if we use the spray normally.
But have they any idea what “normally” means in the fields?’13 Or,
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put more bluntly: ‘It’s like working in a laundry and being told to
keep out of the steam!’14

Farmworkers involved in the 2,4,5–T campaign repeatedly
ridiculed the ACP’s notion of ‘recommended’ working conditions –
basing their ridicule on specific cases where such conditions had been
clearly breached. More pointedly, their whole argument was that such
breaches are not just occasional lapses but are inevitable consequences
of ‘risk and the real world’ (to borrow a chapter heading from one
account of the 2,4,5–T story).15

 
Users, too, are often simply unaware of the directions for
use or, if they are aware of them, find that they are working
under so much pressure that it is easier to ignore them. This
is all a long way from the laboratory conditions in which
tests may be conducted.16

 
In particular, the farmworkers could draw upon a knowledge of

possible spraying conditions (through thick undergrowth, in high winds,
at the top of a ladder, in hot weather). The variety of these conditions
seems to suggest that there is no such thing as ‘normal operation’
nor any procedures which can apply in every condition. The
farmworkers could also identify a similar variety in circumstances of
operation (with inadequate equipment, long distances away from toilet
and washing facilities, being uninformed about the actual substances
involved, with pesticide dr ifting onto other fields, with others
inevitably exposed, with possibly inadequate facilities for the cleaning
and disposal of containers). The farmworkers also operated within a
rather different social model of farmworking than the advisory committee.
The farmworkers’ notion of the social organization of the technology
was based on isolated workers with little access to trade union support
and often highly dependent upon one employer for wages and
housing.

The argument for a ban on the pesticide was, therefore,
constructed in terms of an inherently uncontrollable technology and
of a messy and heterogeneous ‘real world’. The advisory committee’s
insistence on ‘recommended’ conditions made little sense within this
social and technical model of pesticide administration. Instead, the
workers’ understanding of pesticide usage was swept aside by the
apparent requirement for scientifically established ‘proof’.

Of course, for the farmworkers, no demarcation could be made
between ‘technical’ argumentation and the conditions of application
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and use – the two were simply inseparable. For the advisory
committee, an intel lectual l ine could be drawn – with the
farmworkers’ insights considered irrelevant. However, critics of the
advisory committee saw this line as a largely ideological device –
reflecting above all the social commitments of the regulatory process.

Technical decisions of this sort are also inevitably caught up with
the required criteria of proof. The advisory committee seemed to
consider that guilt should be established ‘beyond all reasonable
doubt’ before the substance was banned. The farmworkers, however,
tended to employ a ‘balance of probabilities’ approach to the
evidence – given the amount of doubt, isn’t it more cautious to ban?
Here again, we seem to have an area where citizen insights may be as
valuable as those of supposed experts.

Finally, one important theme which runs through this case is that
of ‘popular epidemiology’, i.e., an assessment of the level of risk
which builds from direct experience but also from more systematic
data and external analysis. In this case, the popular epidemiology
drew upon the experience of workers in other countries and upon
international campaigns as well as upon the evidence of British
workers. Interestingly in this case, the workers’ assessment was also
developed in a very specific form through a questionnaire prepared
by the farmworkers’ union. This methodology and its reception by
the ACP goes to the heart of many citizen-science issues.

As noted in Chapter 1, the farmworkers’ union attempted to
organize its own database by requesting information on the health
effects of 2,4,5–T directly from its membership. The responses were
then put together not in statistical form but as a series of casestudies
for submission to the advisory committee. For the farmworkers, this
represented a reasonable attempt to synthesize information in a
suitably persuasive manner. The advisory committee response was
dismissive of such ‘anecdotal’ evidence. However, the farmworkers’
attempts at expropriating knowledge for themselves both permitted
and served as the basis of a wider campaign about pesticide safety
and the regulatory processes involved.

Whilst the experience of dealing with the advisory committee
was obviously frustrating for the farmworkers, a realization of the
knowledges and expertise at their own disposal was also ultimately
empowering. In terms of more effective regulatory structures, we are
left to ask whether it is sensible for the understandings of such
highly involved parties as the workers themselves to be excluded
from decision-making.
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Now at this point it must be noted that the story of 2,4,5–T may
have been as frustrating for the advisory committee as for the
farmworkers. Such a tale of non-communication might also feed
‘deficit’ theor ies and further encourage the orthodox ‘public
understanding of science’ framework. The value of social science in
this context may precisely be to challenge assumptions on both sides
and so facilitate a more informed dialogue.

Equally, our improved sense of the limitations of science in a case
like this should not lead to an uncritical (and perhaps romantic)
espousal of all forms of contextual understanding as necessar ily
superior to more ‘scientific’ accounts. We have already begun to note
that these different forms of knowledge may have different
character istics. For example, we may consider science’s drive to
universalism (statements which apply across contexts) as opposed to
the farmworkers’ concern for the local situations in which they
operate. Which of these perspectives may be more applicable in
specific situations cannot be determined in advance.

The point of discussion here is not to privilege either ‘citizen’ or
‘scientific’ understandings but rather to note the diversity of
knowledges which seem relevant to r isk/environmental issues.
Certainly, it is not my intention to advocate some new form of
reductionism. The very simple hypothesis at this stage is that decision
processes would benefit from an awareness of this plurality rather
than attempting to impose one cognitive framework.

BSE and the consumers

In the case of ‘mad cow disease’, similar patterns of diverse (and
divergent) knowledge, experience and expertise can be identified.
Thus, the ‘official’ claim to authority with its expert legitimation
came under challenge from a range of social groups and individual
scientists. Certainly, it is important to note that scientists and public
groups are not inevitably in opposition to one another. In both the
case of BSE and 2,4,5–T, scientists formed alliances with concerned
public groups. The diversity of scientific opinions can overlap and
inform public assessments – even if, as Chapter 6 will discuss, that
overlap can also be problematic.

Typically however, and in line with the case of 2,4,5–T, the
statements of government and industrial representatives offered an
apparent scientific consensus. Oppositional groups were attempting
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to portray food safety as an area of everyday concern and everyday
experience (hence the naming of organizations such as ‘Parents for
Safe Food’) – whilst government and industry statements tended to
identify appropriate expertise in only one institutional location.

In terms of this chapter’s concern with science and changing
knowledge relationships, choices over food safety represent an area
of considerable significance. Once again, judgements over food
require a range of assessments which move across and beyond the
officially defined ‘expert’ domain. Thus, in a case such as BSE,
groups of citizens enquired about:
 
• the credibility of various authorities – and, particularly, the possibility

that social interests are being served within official statements (in
this case, the possibility of a coalition between government and
the meat industry created much public hostility and scepticism).
Credibility judgements will also inter-connect with previous
experience of food safety messages – especially when apparently
authoritative statements are rapidly contradicted without obvious
explanation or loss of official confidence. Thus, the language of
certainty may not convey strength and authority (as is presumably
intended) but rather arrogance and even ignorance – especially
when judged against the previous history of official health
statements regarding diet (for example, debates over butter vs
margarine in terms of coronary protection);

• the social practices at stake – what, for example, are the likely
conditions in the abattoir? Will various precautions actually be
effectively enforced? Discussion here centred on whether meat
production was seen as a carefully controlled and standardized social
system (as official statements suggested) or a more disorganized and
random environment where ‘mistakes’ would inevitably occur. The
link to the 2,4,5–T debate is quite clear here;

• very importantly, the alternatives which exist and the relative costs
involved – food must be provided and choices must be made but
these choices will inevitably be constrained by budgetary and
lifestyle factors;

• the compatibility of official statements and personal experience –
obviously this is problematic for such a hypothetical yet potentially
devastating disease as BSE. However, more routine episodes of food
poisoning and dietary related health problems will be taken into
account – and also other (often contradictory) health promotion
messages such as the need to cut intake of fatty foods.
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All of this suggests a considerably more complex process of public

response and evaluation than is implied by most official statements
(and also by routine criticisms of public hysteria and over-reaction).
Whilst the kind of consumer response considered here is less organized
than the trade union based strategies discussed above, it nevertheless
suggests – as evidenced by public debate around this topic – the
richness of responses to hazard issues. In such a situation, the language
of the official announcement is unlikely to provide reassurance and
comfort since it typically fails to recognize the legitimacy of consumer
experiences and expertise in the area of food safety.

Major hazards and local communities

The case of community response to major accident hazards was
discussed extensively in Chapter 4 – that discussion suggests a similar
pattern to that presented with regard to 2,4,5–T and BSE. Certainly,
both popular epidemiologies and social judgements of trust, credibility
and choice can be identified in that area.

In particular, public assessments and knowledges tend to draw upon
a detailed experience of specific major hazard sites whereas scientific
assessments (e.g., in the form of probabilistic risk analysis) must operate
with a more general set of assumptions (e.g., about normal working
practices and levels of professional competence). Thus, the well-
established context to popular assessments can lead to a r ich
understanding of persistent areas of organizational weakness, previous
propensity to environmental damage and hence hazard potential.

At present, official inquiry processes seem to down-grade local
understandings due to the latter’s possibly circumscribed, heavily
contextual and non-transferable status.17 In this situation, citizen
understandings generally possess much less influence than those of the
official bodies – as the next section will emphasize. However, this
criticism of ‘popular epidemiology’ (or ‘citizen science’) only has
weight if one accepts that all knowledge must (or must claim to) be
‘universal’ in character – a modernistic assumption which seems
inappropriate to matters of environmental response where situations
may be more than specific instances of some well-developed scientific
framework.

This debate over the intrinsic merits of ‘universalism’ is indeed
very important for any discussion of science and the environment.
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On the one hand, forms of knowledge developed by citizens do not
typically make such a claim. Their very strength is in the observation
of specific areas of everyday reality. On the other hand, the claims for
the superiority of scientific knowledge rest especially on notions of
universalism. Scientific knowledge claims to be replicable (or
falsifiable) in any location and not just in the place of its original
development.

However, the specific contexts offered by our ‘three stories’ seem
remote from the world of scientific experimentation. They are
inherently messy and uncontrollable since so may variables are at flux.
From a scientific perspective, they seem unlikely to generate or falsify
universalistic claims. Accordingly, they are frequently reduced to the
status of ‘sites of implementation’ where science is applied but not
developed. Meanwhile, citizen understandings – which typically see
the local environment not as a ‘special’ case but as the case – fail to
engage with wider scientific debate. In that sense, scientists are denied
access to what might represent a substantial body of socio-technical
data.

At one level, this lack of engagement may be inevitable – the
farmers were not, for example, concerned to attend scientific
conferences nor to publish in journals. The difficulty in such cases,
however, is that scientific accounts can come to be seen not just as
remote but as an obstacle to citizen concerns. At the same time, the
legitimate questions and knowledges of citizens fail to be granted the
significance they may deserve. Once again, this is not to suggest that
such knowledges are inevitably superior to those of science but rather
to advocate a more symmetrical form of analysis and policy debate.

Lay understandings and contextual knowledges

The production and dumping of toxic waste

Further evidence of ‘citizen science’ in action can be taken from
var ious community campaigns around local exposure to toxic
chemicals. Typically, such campaigns have involved opposition either
to waste disposal sites (typically, incinerators or landfill) or to toxic
pollution from the chemical industry. Very often, the beginnings of
such campaigns have been informal public knowledges of health
effects. Thus, for example, in Robert Allen’s account of local
community campaigns against waste disposal18 there are numerous
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examples of local knowledges stimulating oppositional activity. Such
knowledges take many forms:
 
• direct observation of working practice, e.g., of smoke plumes

emanating from disposal sites, of smells and vapours, of the
condition of emission stacks. Local knowledge can also be built
upon crucial information concerning, for example, the kinds of
delivery made to disposal sites. In one case, the claims of a
company were directly countered by the itemizing of the trucks
which arrived at the site displaying certain HazChem signs. It is
also commonly observed that emissions are more severe at night
when formal inspection tends to be l imited – the local
community is well-placed to make such observations;

• evidence that health has been directly affected – as when workers
at a neighbour ing site claimed they were suffer ing from
incinerator emissions or members of a community noted unusual
patterns of illness (typically, problems relating to the eyes, nose
and throat, respiratory system or to nausea, headaches, birth
deformity or miscarriage);

• observations of animal health disorders – either involving family
pets or farm animals;

• understandings of the relative efficiency and management
competence of key organizations – these can be important in
suggesting bad safety or pollution practice (e.g., with regard to
the average temperature of waste incineration);

• comparisons with other sites – generally, those run by the same
company or where similar industrial processes are in operation.
This can involve the establishment of community networks where
groups build upon the experience of others elsewhere;

• the testimony of workers (or former workers) about conditions of
operation and associated hazard. Workers may also be local
citizens and, as such, become an important source of information
about a site’s operation and management;

• systematic data collection – in one case, through a round the
clock ‘toxic watch’ recording activities and pollution levels. This
could also involve the study of published accounts of hazard.

 
Evidence of this active knowledge generation fits well with the

patterns of local knowledge discussed in this and the previous
chapter. In a case-study of one other planned waste disposal site in
North-East England, Hooper observed how the local community in
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question was particularly successful in generating two main forms of
evidence.19

First, direct contact was made between groups living in the area
of the proposed Sunderland site and those living in the area of an
existing facility run in the Midlands by the same company. Residents
in the Midlands gave evidence of smells, noise and disruption, an
explosion at the site and a tanker leak. This severely dented the
company’s claim to pollution-free operation. Second, since the planned
site had been a coal mine, it was possible to draw on local practical
expertise of the rock formation and its characteristics. Thus, a former
mine worker gave evidence that there had been a history of flooding
within the mine – suggesting the strong possibility of toxic leakage
and contamination. Prior to this intervention, the technical assurance
had been that the site was secure.

In all these cases, locally generated testimonies have suffered from
the accusation of being ‘anecdotal’. However, it is also clear that they
have offered well-grounded accounts of hazard which standardized
scientific evaluations have generally failed to draw upon or even
acknowledge. Thus, outside scientists have found it impossible to offer
a historical perspective on previous experience of hazard, to consider
local var iations or to deal with failures of operation and safety
organization. Instead, such ‘decontextualized’ accounts are generally
built on the idealized social models and sets of assumptions which
were seen to operate in cases such as the 2,4,5–T controversy. This
gives rise to two particular points.

First, there is, as noted at the end of the previous section, a general
reluctance from official bodies to accommodate citizen knowledges
within decision-making processes. The common experience of citizen
groups is that their testimony is disregarded despite what has been
suggested here about its possible significance. As Allen quotes one
campaigner:
 

It has been suggested that ordinary mortals keep out of this
debate – let’s leave it to the experts to make the right
decision. This underestimates our intelligence and the
ability of people to research into a subject that affects them
deeply. Moreover, ‘experts’ can sometimes have vested
interests! Our vested interests are our own health and that
of the natural environment.20

 

Second, and linked to this, there is the problematic relationship
between ‘local’ and ‘scientific’ knowledge. Whilst local knowledge
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may form the heart of any campaign, protesters are often wary of
presenting evidence which may be seen as circumstantial and
unconvincing (once again, as suggested in the previous chapter, the
dominant form of discourse can serve to stifle other knowledge and
concerns). However, the inevitable resource imbalance leaves them
weakly placed to offer ‘expert’ testimony – there is also a distinct
shortage of scientists willing to go to the assistance of campaign
groups without payment or technical resources.

Furthermore, for a scientist to ‘mediate’ between oppositional
groups and policy-makers can create real difficulties – the risk is that
the scientist will then be seen to have lost ‘neutrality’. The institutional
and professional pressure is for the scientist not to ‘get involved’. In
this situation, local groups are effectively disenfranchised from the
‘science-centred’ decision-making process.

Down’s syndrome, domestic energy, methane and Sellafield

We can turn now to an academic account – presented by Layton,
Jenkins, Macgill and Davey – which has compiled further evidence
of the complex relationship between science and its publics and, in
particular, of positive citizen responses in this domain. These authors
put their general case in terms broadly sympathetic to the argument
in this book:
 

It is easy to romanticize ‘folk science’ and it often can be
erroneous. Nevertheless, the indigenous knowledge of the
laity can at times represent a valid challenge to the scientific
knowledge offered by ‘experts’. Awareness and identification
of problems is one area where non-expert observations and
judgements may be significant. Similarly, traditional
knowledge, validated by trial and error over long periods of
time, may embody understandings which could enr ich
science.21

 
As an immediate example of this, Layton et al. offer the Himalayan

‘Chipko Audolan’ movement dedicated to a holistic analysis of
deforestation. Whilst ‘scientific’ forestry tends to advocate the
replacement of traditional forests by commercially valuable teak and
pine, this movement stresses the importance of self-reliance (and hence
‘sustainability’) in ‘food, fodder, fuel, fertilizer and fibre’.
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In this specific case, we see the tension between ‘scientific’ and
‘citizen’ perspectives – but also the manner in which citizen knowledges
complement a given lifestyle and cultural appreciation. The latter form
of knowledge would not claim ‘universality’ since this would be to
detract from local ways of living with and understanding the social and
natural world. For these citizens, as in the other cases in this book,
‘knowing’ cannot be disembedded from ‘living’.

The Leeds University-based authors select four case-studies as the
basis for empirical analysis. In the first, concerning the parents of Down’s
children, we witness the incommensurability of medical accounts of
Down’s with the immediate needs of everyday life. In what follows,
particular attention will be paid to this example.

As the Leeds authors relate it, Down’s syndrome is a genetic
condition linked to mental retardation and various physical symptoms
– including certain facial characteristics, poor muscular development
and restricted height. At present, there is no cure. Layton et al.
effectively convey the deep shock often experienced by parents upon
being given a first medical diagnosis after birth. This shock might
be accompanied by fear and uncertainty about the future. As one
father put it:
 

I shut my eyes and I could see a grossly obese mongoloid
woman of twenty. And I could see a little wizened old . . .
(wife) worn to a shadow by this . . . daughter. And I could see
. . . (wife) lugging her upstairs to sit on the lavatory.22

 
Nevertheless, most parents seem to have developed strategies for

dealing with their new family situation. However, of particular
significance here is the relationship between these parents and scientific
understanding. To what extent was scientific knowledge a helpful
resource in such a pressured context?

In the first place, the Leeds authors note the ‘fragility’ of genetic
knowledge regarding the manifestations of Down’s syndrome. The
calculation of recurrence risk (would my next child also have the
syndrome?) is, for example, fraught with uncertainties. In terms of
parents’ reaction to scientific information, a number of responses
seemed to occur. Some parents spoke with bitterness about the
categorical advice being offered. Bleak prognoses were sometimes
provided by the medica l  profes s ion – ‘a  vir tua l  cabbage’ ,
‘incontinent’, ‘unlikely to live long’. Such advice could lead to
temporary rejection of a child.
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In other cases, technical information was provided about the causes
of the syndrome in terms of its chromosomal origins. Such information
was often seen as irrelevant or of limited practical value – especially
since it had little to offer in terms of ‘getting on with things’. However,
for one group of parents this information could be useful in terms of
allaying guilt. Unfortunately, the same information might also be
construed as attributing guilt to one of the parents.

The relationship between the parents and medical expertise is
described as follows:
 

What these parents were reacting to was the offer of ‘insider’s
science’, knowledge generated, validated and standardized by a
community whose prime motivation is curiosity about the natural
world and whose long term goal is generalized understandings.
What the parents were seeking was knowledge which articulated
with their perceptions of what needed to be done, short term,
immediately, within their own particular setting.23

 
Whilst var ious medical experts operated within the familiar

‘downward transmission’ mode of knowledge flow, parents set about
the construction of an expertise of their own. The bleak message
offered by the medical profession (as one parent put it ‘I suppose their
fear is they might give you hope, but hope is all you’ve got’), provoked
the development of more constructive knowledges (at least from the
parents’ perspective). Typically, these knowledges combined ‘technical’
matters (e.g., the design of drinking cups with a curved edge so as to
keep the child’s tongue in place) with emotional and social support.
Typically also, they avoided the generalities of science – often based
on historical experience of children in institutionalized care – and
built around the unique potentialities of each individual child. As a
mother asserted: ‘There’s just as much a difference in Down’s
syndrome children as in the general population. I’m sure there must
be as much a spread of intellect and whatever as there is within the
population as a whole’.24

This claim specifically stresses the diversity of the Down’s population
as opposed to offering a single, standardized account of the syndrome.
It stresses local variation rather than constructing a ‘typical’ case.

This case-study concludes:
 

The body of practical knowledge which parents had
themselves constructed was a powerful alternative to the
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‘high science’ of Down’s syndrome available from medical
and other ‘experts’. Too often, it seemed, parents had
received from such ‘experts’ a message of despair when they
were desperate for one of hope. Knowledge was offered in
the wrong form, reflecting priorities different from those of
practical action; in the wrong way, discounting
understandings which parents had wrought from experience;
and, often, at the wrong time, serving the convenience of
donors, ignoring emotional traumas which parents might be
undergoing, and undiscerning of the moment of need.25

 
Meanwhile, as this Leeds case-study suggests: ‘for most parents their
most important resource was not formal science, the medical
profession, ancillary services, or even voluntary organisations. It was
themselves.’26

A similar pattern of incommensurability in the relationship between
science and groups of citizens emerges in the case study of domestic
energy and the elderly. Here, the ‘scientific’ approach to domestic
energy management is based on such principles as costeffectiveness,
insulation, energy efficiency and careful monitor ing. Thus, the
scientific outlook may clash with the social significance of heating
and also traditional practices such as opening a window to ‘air’ a room
or heating a ‘best’ room before visitors arrive.

In particular, concepts such as ‘heat’ serve as the basis of technical
discussion. By contrast, most citizens rely on the notion of ‘keeping
the cold out’ but also follow everyday practices based on personal
comfort, hygiene and social decorum. One elderly lady having heated
her house would leave a door or two open so that her Yorkshire terrier
could get in and out. Once again – as with the emergency planning
example – we see the artificially limited statements of technical experts
failing to grasp the everyday complexities within which technical
advice is actively understood and reconstructed so as to make sense
in specific social situations.

The management of energy thus involves far more than a
consideration of the nature of energy itself. As one writer is quoted:
 

People may get warmth from their fires (which is what energy
theorists believe fires are for), but in practice they use fires for
other purposes – a feeling of well-being, or security, or a focal
point . . . so fires have a place in a person’s life which is very
different from the heating engineer’s view of a fire.27
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‘Rational’ scientific information may simply not ‘make sense’ within such
contexts.

The final two case-studies provided by Layton and his colleagues deal
with the management of methane gas by a local authority and the local
response to new information about the Sellafield nuclear reprocessing
plant. In the former case we see a division between expert accounts and
those of local people claiming to be affected by the methane problem –
with councillors struggling to achieve some consensus. In such a situation,
issues of trust come to the fore – if councillors stop trusting their advisors
(especially local government officers) then their job would become
virtually impossible. As this case-study concludes:
 

For the experts, persuading councillors of the ‘safety’ of a
proposal for waste disposal involved explicating technical
evidence, derived from a body of tested and self-standing
scientific knowledge in which they had confidence, and which
had meaning and significance for them as professionals. For the
councils and the residents confident of their own concerns and
experiences, risk was assessed not on narrow technical grounds
but by reference to a complex of knowledge that was specific
to the problem that they sought to address and which rejected
the notion that technical information is context-free. It is thus
hardly surprising that an accommodation of these two
perspectives could not be reached.28

 
The Sellafield case-study explores the outcome of one official inquiry

into the incidence of leukaemia among children who live near the site.
In particular, we see the complexities involved in making sense of science
within such long-standing controversies. Professional science struggled
once again to achieve effective communication with local people.

In overall conclusion to their four case-studies, Layton et al. reject the
‘cognitive deficit’ model of the public understanding of science and
outline what they describe as an ‘interactive model’. Within this latter
model, the following characteristics are prominent – as indeed they are
also in the other examples discussed in this chapter:
 
• the boundaries of science are problematic;
• ‘science’ is usually seen by lay persons as inseparable from its social

and institutional connections;
• ‘ignorance’ may be functional and defensible. What is taken as
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‘ignorance’ by outsider s may actual ly represent a robust
understanding. This is very different from the absence of knowledge;

• people ‘engage in the opportunistic construction of syncretic
bodies of practical knowledge’. This fits well with the previous
examples in this book. Contextual knowledges are put together
piecemeal by ‘learning through doing’ (or bricolage);

• ‘“everyday thinking” and “knowledge in action” are more complex
and less well understood than “scientific thinking”’.

 
We are now in a position to pursue further that final point

through the rapid presentation of other examples. Since the point is
to convey the richness of these examples no attempt will be made to
structure or interlink them.

Sheep farmers, health, safe sex and the workplace

Particularly significant support (and also stimulus) for our discussion of
science and citizens has been provided by Brian Wynne’s study of Cumbrian
sheep farmers and their response to official advice regarding radioactive
fall-out following the Chernobyl disaster. The sheep farmers under study
found themselves facing a ban on the movement and slaughter of sheep –
a ban which became extended despite initial assurances that it would last
only a few weeks. In keeping with the discussion in this book, Wynne
presents an account of the hill farmers’ own knowledges and experience
coming into conflict with the ‘official stance’ (sanctioned by scientific
evidence) of Ministry of Agriculture scientists – a conflict which was
regularly exacerbated by the apparent reluctance of the authorities to listen
to the farmers’ assessments of sheep behaviour and local grazing conditions:
 

the farmers felt that their whole identity was under threat
from outside interventions based upon what they saw as
ignorant but arrogant experts who did not recognize what
was the central currency of the farmers’ social identity,
namely their specialist hill farming expertise. This expertise
was not codified anywhere: it was passed down orally and
by apprenticeship from one generation to the next, as a
craft tradition, reinforced in the culture of the area.29

 
According to Wynne’s account, the scientists regularly failed to

draw upon the local knowledge of sheep farming – so that official
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advice was repeatedly found to be mistaken and to be inappropriate
to the local conditions (the initial optimism about the dispersion of
radioactive pollution was based on analysis of the wrong soil type for
the upland areas). The confidence of official assertion also led to
credibility loss since such assertions were so often found to be
incorrect. Meanwhile, the farmers’ own knowledge was implicitly
downgraded: ‘The farmers had expressed valid and useful specialist
knowledge for the conduct and development of science, but this was
ignored’.30

In terms of the farmers’ approach to science, Wynne argues that
two models were in operation – the ‘conspiracy theory’ of science
(‘they knew all along that the high levels would last much longer
than they admitted’) and the ‘arrogance theory’ (which implies
unadmitted ignorance within science). However, these apparently
anomalous social models sprang from the same incommensurability
between the scientists’ perspective and that of the hill farmers and
from the same credibility gap.

Of course, this credibility gap was experienced by both sides. The
farmers’ sense of having their social identity denied was matched by
the scientists’ commitment to their own intellectual and cultural
premises:
 

The scientists were expressing and reproducing their
intellectual-administrative framework of prediction,
standardization and control, in which uncertainties were
‘naturally’ deleted, and contextual objects, such as the
farmers and their farms, were standardized and ‘black-
boxed’ in ways consistent with this cultural idiom.
Whatever private awareness they may or may not have had
of the cultural limits and precommitments of their science,
they successfully suppressed these.31

 
This argument about the ‘certainty’ of official science has of

course already emerged clearly in Chapter 4 (especially in the
discussion of emergency response) and in this chapter regarding
2,4,5–T and BSE. As Wynne suggests, lay knowledges may actually
be more reflexive and self-aware in this respect than scientific
expertises: ‘it is interesting that those who would be regarded as the
representatives of traditional society showed this reflexive capability,
whilst the putative representatives of enlightened modernity, namely
the scientists, did not’.32
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Thus, lay accounts may be more open to changing circumstances
and new information than the accounts offered by official science –
which seems impervious to renegotiation and revision on the basis of
locally generated evidence. Any mismatch is seen as a problem of
application rather than of the knowledge base itself. For Wynne, the
implication of this analysis is that we need to look again at the
institutional structures of science – an argument which will be taken
up later in this book.

The analysis so far of contextually generated knowledges also fits
well with (and once again has been influenced by) current research and
discussion in the area of health and sexuality. In a study of the
‘ethnography of fatalism’, Davison, Frankel and Davey-Smith examine
public responses to the risk of coronary heart disease. Their analysis
stresses the nature of what they term ‘lay epidemiology’ – a notion
which we have already encountered in the case histories of hazard and
environmental threat:
 

where cases of illness and death from personal observation,
histories known through personal and kin networks, media
reports etc. are discussed and analysed. Part of this process is
involved with the collection of ‘evidence’ or ‘data’ which can
be used to support or challenge suspected aetiological
processes.33

 
This study focuses particularly on the relationship between official

advice on ‘looking after your heart’ (with, again, its language of authority
and certainty) and the everyday experience of the patterning of heart
disease (so that some who engage in ‘risky’ activity survive to old age
whilst others with a ‘healthy’ lifestyle nevertheless suffer or die from
coronary ailments). Public responses and conceptualizations of risk
typically offer a well-developed cultural system of accountability and
explanation which deal both with the general misfortune (why does it
happen?) but also with the classic existential issue of ‘why does it happen
to this particular person at this particular time?’ Thus:
 

Accounting for the randomness and scatter that exist around
epidemiological trends is not a central issue for public health
professionals. Rather, they deal with the trends themselves and
concern themselves with taking action directed at amending
a probabilistic future. Popular health culture, on the other hand,
cannot turn its back on any illness or death. Those which
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violate general principles must also be explained. It is within
this context that an ethnography of fatalism is important, as it
seeks to throw light on the cultural structures within which
common, but apparently anomalous, events can be
accommodated.34

 
In this case, we see the development of ‘lay epidemiologies’ which

run parallel to health orthodoxies but which combine ‘technical’
assessments with social judgements of the credibility and utility of
various health care messages. Once again, we find a robust conceptual
model in operation – but one which is considerably broader than that
employed by officially sanctioned experts.

Of course, the existence of such models can also create resistances
to health care messages – especially when official advice can be
undermined by everyday experience of morbidity/mortality and by
personal judgements of the need to alter current lifestyles and practices.
Thus, for example, the popular notion of ‘everything in moderation’
(or ‘a little of what you fancy does you good’) acts as a brake on sudden
lifestyle shifts in order to meet the latest official advice. This links also
to widespread cynicism about those regular shifts in advice – shifts
which, in accordance with the sheep farmer case, are rarely accompanied
by any apology or apparent loss of certainty in expert pronouncements.

As Davison et al. also note, there is loss of credibility in official advice
which focuses constantly on individual and lifestyle changes but says
little about environmental degradation or industrial safety. A similar
argument has been put forward in the context of cancer prevention
where the generally individualistic ideology of medical advice ignores
the existence of industrial and environmental carcinogens.35 Thus, the
narrowly focused and selective nature of official health advice creates
problems of public reception since citizens operate with a wider
conceptual framework of everyday health practice.

This case also stresses that ‘contextual knowledges’ of the kind
developed by citizens do not necessarily reject technical information –
although we have seen considerable evidence in these two chapters of
scepticism, on the one hand, and perceived irrelevance, on the other.
However, such information will be incorporated in specific contexts
in an ad hoc and selective fashion.

We should avoid automatically placing ‘scientific’ and ‘contextual’
knowledges in opposition to each other for at least two reasons. First,
because the latter variety may indeed incorporate elements of the
former as appropriate (although this may be considerably less than
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science communicators might prefer). Second, because science is itself
a form of contextualized knowledge as the SSK literature so strongly
suggests. Put in that form, the problem under discussion is one of
working across different contexts of operation but without a
recognition of the difficulties created by such a move.

These arguments and issues have also been found in the area of
HIV/AIDS and ‘safe sex’ where the official message has often assumed
an ill-informed and ‘tabula rasa’ public (this neatly summarized by the
message ‘don’t die of ignorance’). In sharp contrast, a number of
studies36 have examined the social and cultural context in which, for
example, condom usage is negotiated. There may be other reasons than
ignorance why safe sex is not practised – including a powerlessness
within sexual relationships and also a culture of fatalism due to
diminished life opportunities.

As in the other cases discussed here, differentials of power and
control will form an essential part of everyday knowledges and
understandings. Once again also, externally generated messages which
depend for their authority on generalized notions of individual
behaviour and which fail to recognize the actual context of, in this
case, sexual encounters will be regarded with cynicism and ultimate
dismissal.

As a final illustration of citizen knowledges and popular epidemiology
we should note the activities of workplace-oriented groups and trade
unions. The case of 2,4,5–T suggests one example of this. However,
Watterson, in a discussion of occupational health in the gas industry traces
an earlier example of popular epidemiology which he defines as: ‘the
process by which lay persons gather statistics and other information and
also direct and marshal the knowledge and resources of experts in order to
understand the epidemiology of disease’.37

Watterson’s account describes not only the hazardous working
conditions of the gas industry in the late nineteenth and early
twentieth centuries but also efforts on the part of gas workers to gain
recognition for those hazards. In a detailed chronology of ‘gas workers’
knowledge’ and ‘scientific’ evidence, the identification of hazard by
the workers themselves is highlighted: ‘Recognition of hazards and
potential hazards was not restricted to “expert” researchers in the field
but came much earlier through workers and, in some instances, their
representatives too’.38

As Watterson notes, the emergence of such worker evidence is
hardly special to this case but can be found in numerous areas of
occupational health:
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The story is not unique: similar tales exist for asbestos
workers, plastics workers, textile workers – mule spinners
with cancer and byssinosis, welders and foundry workers
with respiratory diseases, eng ineer ing worker s with
vibrationinduced white finger and shipbuilders with
occupational disease.39

 
These cases suggest the struggle of citizens to have their

knowledges substantiated by expert testimony and then acted upon.
In this, Watterson’s account of the gas workers sounds very similar to
Wynne’s account of the sheep farmers or the other examples offered
in this chapter.

Science and citizenship: freeing the voices

 
The formal language of science, however, was a language of
certainty. The formal language of science was a language of
mastery and domination. The formal language of science
was a language which denied its social or igins and its
human limitations. These basic features of scientific culture
were dangerous . . . because they were exported beyond the
realm of laboratory practice and applied inappropriately in
the attempt to conquer the unique, ever-chang ing,
immeasurably complex and interconnected events of the
everyday world.40

 
All of the examples in this and the previous chapter suggest a
problematic relationship between the formalized knowledges of science
and the local understandings generated within everyday life. Put at its
weakest, the discussion in this and the previous chapters suggests the
inappropriateness of most enlightenment assumptions about the public
understanding of science. These cases suggest not a failure of scientific
dissemination but a more fundamental social gap between different
forms of understanding and expertise.

Put more positively, we can discern the existence of lay knowledges
which might enrich decision-making processes and the general
knowledge of hazard and health issues – but which are currently
excluded due to their supposed ‘irrationality’ and anecdotal nature. From
the perspective of a concerned citizen, this does indeed seem insulting,
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provocative and detrimental to notions of self-identity and citizenship
– it also offers little hope of a socially sustainable process of societal
and technological development (as we will explore in Chapter 7).

The local and contextual knowledges which we have examined are
(by definition) very different from each other in form and focus. The
examples discussed so far also raise many different questions and issues
– to which we will return in the final chapters of this book. At this
stage, and by way of preliminary summary, it is possible to identify
certain general characteristics.

In the first place, we have seen the social and cultural ‘groundedness’
of such knowledges – in that sense, local knowledges typically offer
well-tested models of complex areas of reality. This is not necessarily
to privilege such knowledges or to downgrade science. Such an assertion
would simply replace one dominant knowledge system with another.
The contemporary challenge is to move away from such a rigid
framework – to free the voices.

Nevertheless, as the quotation from Mulkay at the beginning of
this section argues strongly, scientific forms of understanding may
struggle to grasp this contextual knowledge – and, moreover, may
deliberately seek to label it as anecdotal and merely experiential in
order to protect the privileged status of science. Scientific failure at
the local level will generally be diagnosed as a minor matter of
inappropriate application or variance from the norm – rather than as
a major area of cognitive and institutional challenge for the activities
of science.

Equally, the notion that untrained members of the public can offer
valid understandings of technical issues is heretical to science – it
undermines much of the institutional separation of science from other
social activities. This separation has historically been essential to the
activities of science. Such a separation – and the underlying model of
rationality on which it is based – also seems central to ‘modernity’ as
a wider social structure.

Our discussion so far has highlighted the existence of ‘popular
epidemiologies’ – of lay groups and individuals as active as well as passive
participants in the ‘living laboratory’. At one level, the existence of such
knowledges seems unremarkable – as Watterson puts it succinctly: ‘the
gas workers recognized the polluted nature of their environment because
they worked there’.41

What this apparently simple observation omits (and as Watterson
recognizes) is the difficulty for lay groups of gaining recognition for
their highly relevant expertise. As we have seen, official channels of
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advice and decision-making currently exclude public understandings
from the status of ‘expertise’.

One aspect of this difficulty is that such knowledges typically
engage simultaneously with questions which conventional science
tries to keep apart (e.g., knowledge of hazard and judgements of the
credibility of various sources of hazard information). Within this
form of understanding, issues of risk analysis do not separate from
those of evaluation. In that sense, it may be sensible to consider the
existence of popular epistemologies as well as epidemiologies, i.e.,
forms of knowledge which are considerably wider in their focus
than the analyses of scientists and which rest on rather different
premises (although one also needs to be careful lest this should imply
acceptance of the scientists’ own account of their epistemological
framework, e.g., their claims to offer ‘decontextualized knowledge’).
As Layton et al. put this: ‘The relationship between scientific
knowledge and other forms of local and particular knowledges
amounts to a challenge to an epistemology of science that rests on
the belief that the world is separate from the scientific observer’.42

Thus, for the farmworkers it was simply nonsensical to separate
the assessment of pesticide safety from its social conditions of use or
from an evaluation of the trustworthiness of the regulatory authority.
Contextual knowledges also make little claim to definitive status –
they are admittedly constructed by bricolage and, as Wynne argues,43

are open to regular rethinking and alteration.
Typical ly a l so in the cases  we have examined they are

‘knowledges for doing’ – they are highly practical, case-specific and
instrumental in or ientation with no necessary claim to general
theory or application elsewhere. All this contrasts sharply with the
statements of science and is, once again, deeply challenging to
science which depends for its authority on the notion of impartial
judgement and generalized (or ‘universalistic’) objectivity.

Finally, in this chapter we need to link these very empir ical
studies to the analysis of modernity, late modernity and the ‘risk
society’. Certainly, the cases presented here fit very well with a ‘late
modern’ analysis – especially one which portrays such citizen groups
as struggling against the knowledge-author ity structures of
modernity. At the same time, however, there may be a hint of the
‘traditional’ or ‘pre-modern’ in many of these cases – of citizen
groups struggling to express values and understandings which may
have preceded the discourses of science. As Zonabend puts it in an
illuminating study of one French community (at la Hague in
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Normandy) and its complex interaction with the nearby nuclear fuel
reprocessing plant: ‘Modernity has not swept tradition away. The fact
is tradition has a surprising way of re-emerging where we least
expect it’.44

In that sense, discussion of the late modern may also necessitate a
discussion of values and community networks which may be
suggestive of the pre-modern (as cases such as the sheep farmers also
suggest).

So far, these chapters have counterposed the knowledge structures
of ‘citizens’ and ‘scientists’ in rather stark fashion. However, it also
seems important to our discussion that we recognize and consider
the var ious attempts which have been made to br idge these
institutional and cognitive categories. Such cases may be less typical
of science–citizen interactions (and ‘counter expertise’ may well, as
we have already noted, simply recycle science-centred notions in an
apparently ‘alternative’ format). Nevertheless they may both
highlight issues of ‘citizen science’ but also suggest constructive ways
forward for science, citizenship and sustainable development. That at
least is the rationale for Chapter 6.
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6
 

BUILDING SUSTAINABLE
FUTURES: SCIENCE SHOPS

AND SOCIAL EXPERIMENTS

The discuss ion (about socia l  and technolog ical
development) that has begun in the offices of scientific
consultants to government agencies basically has to be
transferred to the broader political forum of the general
public. The same holds for the dialogue now going on
between scientists and politicians about the formulation of
a long-term research policy.

(Habermas)1

How do we combine the benef i t s  o f  spec ia l i zed
knowledge and expertise with life in a sector where no
group is unduly dominant, no group unduly pressed upon
by another? . . . It is a problem which neither Habermas
nor anyone else has even begun to solve, even at the level
of theory. It could indeed be that the problem is an
insoluble one.2

It’s the first time anybody bothered asking us how we felt.
(Native spokesperson at the Mackenzie Valley Pipeline

Inquiry)3

The previous two chapters have stood conventional models of
science–citizen interactions on their head; rather than simply
problematizing public ignorance, we have asked questions about
science and the limits to its application within real-world situations.
As was argued in Chapter 3, however, prevailing approaches to
policymaking have character istically been based on a set of
assumptions which place science at their very core. The public are
seated ringside but certainly not at the centre of the environmental
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action – at least so far as ‘official’ decision-making processes are
concerned.

Of course, important international documents like the Brundtland
Report (or Our Common Future which sought to provide a new international
framework for development and the environment) have already made the
case for greater social democracy in this area:
 

Making the difficult choices involved in sustainable development
will depend on the widespread support and involvement of an
informed public and of non-governmental organizations, the
scientific community and industry. Their rights, roles and
participation in development planning, decision making and
project implementation should be expanded.4

 
This emphasis on social equity and citizen participation is generally swept

away whenever national governments begin to tackle ‘sustainability’ – once
again policy becomes government-led and naturalistic. The environmental
agenda is somehow set by ‘Nature’ (as unproblematically defined by
scientific institutions) and the contribution of citizens is diminished to that
of responding ‘positively’ to that agenda. Whilst recent statements of
government policy build upon the rhetoric of ‘our’ common future, the
suggested citizen actions are generally individualistic in character and show
little concern to attack underlying questions of power and equity:
 

Although the Government has to be in the lead, responsibility
for the environment is shared by all of us; it is not a duty for
Government alone. Businesses, central and local government,
schools and voluntary bodies and individuals must all work
together to take good care of our common inheritance. That is a
job for us all.5

 
Within this ideological framework, the ‘responsibility’ falls to us all but

only once we follow the government’s lead. Equally, and as might be
expected, there is little attempt to build upon the citizen knowledges and
epistemologies discussed in the last two chapters. Characteristically, these
currently marginalized expertises define the ‘environment’ as part of a wider
set of issues and as linked to everyday life and the construction of self-
identity.

Seen from the dominant environmental paradigm, this difference in
epistemology and understanding renders citizen views weak and poorly
articulated. However, it can also be argued that citizen voices provide
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a useful antidote to prevailing notions of scientific and technological
determinism. Typically also they stress the complexity of locally
identified environmental problems rather than regarding these as minor
difficulties. This will in turn have consequences for our understanding
of the causes of environmental harm. As Beck expresses this:
 

From the outset, techno-economic innovations as a motor for
permanent social change have been excluded from the
possibility of democratic consultation, monitor ing and
resistance. Therefore a number of contradictions are built into
the design of the innovation process, and these are opening
up today.6

 
It is possible, therefore, that a constructive dialogue between these

diverse knowledges and epistemologies can ‘install brakes and a steering
wheel into the “non-steer ing” of the racing technoscientific
development’.7 As this whole book suggests, a reappraisal of the
relationship between science and citizenship is essential to such processes.
In particular, it may follow that the necessary level of social and cognitive
change cannot be achieved by governmentled and science-centred
strategies. In such a situation, contextual understandings may be at the
heart of a sustainable pattern of socioeconomic development.

Now, in developing a ‘symmetrical’ analysis of science, citizenship and
social sustainability, it is also essential that we consider those attempts
that have already been made to deal creatively and constructively with
the social dislocations described so far. Certainly, it is important that we
review previous initiatives (or perhaps ‘social experiments’ from the
perspective of Citizen Science8) in this area if we are to offer anything
more than merely programmatic statements.

In so doing, the concept of ‘social learning’ will be especially significant
– defined here in terms of the wider implications for science, citizenship
and sustainability which can be drawn from individual examples or
‘experiments’. On that basis, this chapter’s main objective is to offer a
brief review of attempts since the 1970s aimed at straddling the current
divide between ‘science/technology’ and ‘citizens’. What policy and
analytical lessons can we draw from this important area of experience?

Some notion of the difficulties within current science–citizen relations
can be gauged from what we can term the participatory dilemma; put simply,
should citizen groups participate in sciencecentred decision-making
processes (such as those discussed in Chapter 3) which appear heavily
stacked against them or stay clear and be effectively disenfranchised?
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In one illustration of this dilemma, Smith examined the use of
quantitative risk analysis within British public inquiries (notably at Canvey
Island and Ellesmere Port) and noted its consequence of excluding the
kinds of concern discussed in Chapter 4 and, consequently, downgrading
public involvement in decision-making.9 In such circumstances, and as
we have already suggested, citizen groups appear almost overwhelmingly
disadvantaged in the face of the greater resources of government and
industry. Scientific resources become ammunition for the defence of
certain social positions – is it wise then for citizen groups even to go
into battle? As Nelkin has put the argument with regard to attempts at
enhanced ‘public participation’:
 

Such efforts can serve several objectives; they may increase
direct public influence on the formation of policy, or
merely inform policy makers about public concerns. More
often, they are a means to win acceptance and facilitate the
implementation of decisions already made.10

 
These issues can be readily illustrated with reference to the 1977

Windscale Inquiry in Britain.11 The Inquiry concerned the plans by
Br itish Nuclear Fuels Ltd (BNFL) to build a thermal oxide
reprocessing plant (THORP) in West Cumbria. It was chaired by a
High Court Judge (Mr Justice Parker) and run on a semi-legal and
adversarial basis. Moreover, the burden of proof was placed on the
objectors rather than the proponents (i.e., it was for them to disprove
BNFL’s case rather than for the nuclear industry to prove it). A
number of further characteristics of the Inquiry placed the objectors
at a disadvantage:
 
• the emphasis placed by Mr Justice Parker on ‘the facts of

government policy not its merits’;
• the imbalance in resources between BNFL and its opponents –

no government support was given to the objectors despite the
need for legal counsel and technical witnesses;

• the organization of the Inquiry by a sequence of witnesses rather
than by issues – this caused problems of co-ordination for groups
whose strategy was evolving over the course of the Inquiry;

• uncertainty amongst oppositional groups over the correct tactics
to adopt in the face of such an inquiry process – and also
competition between the groups – led to fragmentation and a
lack of co-ordination. Should they adopt a conventionally
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‘technical’ argument in order to beat BNFL scientists at their own
game or should they simply call for the abolition of nuclear
energy on ethical and explicitly value-oriented grounds?12

 
These characteristics were strongly reinforced by the eventual

conclusion of the Inquiry as presented by Mr Justice Parker in early
1978. The report recommended full-scale development of THORP
and swept aside the arguments of the objectors. Whilst this
conclusion was obviously controversial, it is the rejection of
oppositional evidence which is particularly significant for our
discussion. As Nature noted at the time:
 

Parker was there to decide, not to illuminate controversy. . .
. Once (he) had decided that the decision should go in
BNFL’s favour he went out of his way to find for them on
almost every issue – rather as a judge confronted by a
bunch of witnesses prepared to testify to a man’s innocence,
might dismiss their evidence in toto once satisfied that the
man was guilty.13

 
Certainly, the Parker Report left many oppositional groups convinced

that their testimony had been misunderstood and misportrayed – leaving
them to doubt the value of their own participation. Whilst the Inquiry
was useful for the environmentalist lobby in some ways (e.g., by making
data available which might otherwise have remained secret), as an
exercise in science–citizen interaction (and in citizen–legal interaction)
it seems to have failed. The very structure of the Inquiry – and especially
its legalistic and scientistic base – militated against a wider exchange
of views and understandings. The outcome of the Inquiry left
oppositional groups wondering particularly whether it would be
worthwhile to participate in future nuclear inquiries. Such an approach
to decision-making is very reminiscent of the encounters over BSE,
major hazards or 2,4,5–T.

Of course, and as we will discuss, this brief discussion of the
Windscale Inquiry does not suggest that all forms of public participation
will inevitably fail in the same fashion. Nor, and this point needs full
emphasis, does it suggest that science (whether as an institution or as an
epistemology) is solely to blame for such situations. However, we are
presented with a clear example of how current procedures work against
the expression of a broader range of voices and understandings.
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Certainly, and although the brief account above fits well with
the analysis offered in the previous two chapters, it does not imply
that all science–citizen encounters will follow the same pattern.
In particular, it serves to remind us that mere ‘participation’ is not
enough, since such attempts can be designed to serve a number of
purposes and will necessar ily embody assumptions about the
relative authority to be granted to different social actors and bodies
of expertise. These assumptions have most typically been science-
centred in character. Accordingly, participation may well be
designed to achieve legitimation rather than social dialogue.

In order to deal with these issues, we need to clar ify the kinds
of requirement for ‘science–citizen dialogue’ which have so far
been implicit in the discussion.

In studying the practice of these initiatives, we will have certain
cr iteria of evaluation in mind which follow from our analysis so
far. These can best be represented as a ser ies of questions:
 
• Does the ‘social experiment’ permit the expression and development

of wider social judgements, e.g., concerning the credibility and
trustworthiness of institutions?

• Do practical initiatives offer the possibility for enhancing rather than
downgrading citizen knowledge? In particular, is it possible for public
groups to be seen as knowledge generators as well as receptors?

• What model of science is assumed by such initiatives? In particular,
are they based on the notion of science as consensual, homogeneous
and apart from social and technical controversy?

• Do various forms of public participation and science–citizen
interaction permit real policy change (e.g., at the level of governmental
or industrial practice)? More particularly, can there be identified a
longer-term implication for future research directions and for the
organization of scientific practices? The concept of ‘social learning’
implies that this level of institutional change may be one of the most
valuable outcomes of science–citizen encounters.

 
These  ques t ions  a re  on ly  ind ica t ive  and cer t a in ly  not

comprehensive. However, they do illustrate the kinds of practical
reexamination which are required once a citizen-oriented rather
than enlightenment perspective is adopted. Clearly also, these
questions go beyond the specific focus of policy decisions and
address social and technical progress at a wider level.
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Nevertheless, and very fundamentally, there is an assumption
underlying all of these questions that ‘science’ and ‘citizen needs’ can
indeed prove compatible and mutually beneficial. The very basis of social
experimentation in this area is that citizens can benefit from exposure
to science (and vice versa) – even if current social and institutional
processes (of the kind discussed in Chapter 4, for example) are somehow
obstructing this flow of information and mutual understanding. This
important point provides the major analytical perspective to this chapter.
It will be explicitly developed here through one specific ‘ideal type’ of
science–citizen mediation – the Science Shop.

These lines of enquiry will be considered first of all with regard to
one important document – the 1979 OECD report significantly entitled
Technology on Trial. During the following account, special emphasis will
be placed on initiatives which would appear to offer (or at least have
the capacity to offer) an approach which goes beyond ‘downward’
dissemination.

Technology on Trial: early efforts at participation

The report in question was produced by the Organization for Economic
Co-operation and Development (OECD) as part of a general initiative
aimed at devising ‘effective means of informing the public of the
implications of new technological developments, soliciting their reactions,
and engaging them in decision-making processes’. In many ways, this
publication is quite distinct from the aims and objectives of Citizen Science:
 

This study attempts to address . . . how governments have
responded to the demand for greater participation on the part
of the public in decisions concerning science and technology.
It looks at the process of public participation largely from the
point of view of government, not from the perspective of citizens or
citizen groups.14

 
Despite this, Technology on Trial offers an excellent representation

of the ‘state of the art’ with regard to ‘public participation’ as of the
late 1970s. Moreover, the 1970s were something of a high water-
mark for these issues so that the broad framework established by the
OECD report is still valid today.

The OECD report identifies four main categories of government
response to ‘public pressures for more direct participation in
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decision-making on issues related to science and technology’:
informing the public, informing policy-maker s, reconciling
conflicting interests, collaborative decision-making. In this summary,
the first two will be given special prominence.

Informing the public

This category includes ‘public access to information’ (e.g., the US
Freedom of Information Act) and ‘information on the nature, scope
and timing of decision-making’ (as provided, for example, by the Federal
Register). However, of greatest relevance here is the third item within
this category: ‘government efforts aimed at improving (sic) public
understanding on scientific and technologically-related matters’. The
OECD stresses the range of activities which fit within this category.
This range encompasses both ‘highly centralized’ and ‘decentralized’
initiatives, e.g., government-coordinated vs local and non-governmental
programmes (although government funding does not necessarily lead
to centralization). It also covers a broad scope in terms of topics (from
the US National Aeronautical and Space Administration (NASA)
programme specifically aimed at informing the public about space and
space investigation through to very general campaigns). The activities
vary too in terms of the extent to which ‘they are purposefully aimed
at encouraging broad-scale public discussion and debate’ rather than
‘disseminating the facts’.

In addition, therefore, to the questions posed above, we have the
emergence of other (albeit linked) evaluative criter ia: degree of
centralization, topic coverage, linkage to discussion/debate (as opposed
to simply ‘dissemination’). On this basis, we can now examine the actual
practical efforts in the area of ‘public understanding’ considered by the
OECD. These include:

Study circle mechanisms For example, the Swedish system of small
study groups – largely ad hoc, decentralized and funded by the State –
were established to initiate discussion and understanding of the civil
nuclear power programme. As described by the OECD, the Swedish
government had two central objectives in undertaking its overall ‘energy
public education programme’ – broadening the base of decision-making
and establishing a consensus on energy policy. The study circle
mechanism (which has origins in Sweden going back at least a century)
had the capacity to meet both of these. However, the Swedish
experience can be seen as offering ‘decidedly mixed results’:
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On the one hand, the reports from the study groups suggest
continued and sometimes increased uncertainty and confusion.
Moreover, subsequent surveys on the direct effect of the study
circles on public attitudes, showed only slight differences in
opinion between participants and nonparticipants. On the
other hand, inquiries into the impact on attitudes of the four
public hearings held in late 1974 and early 1975 indicated
some shift in terms of enhanced public sympathy for the
government position.15

 
Thus, initiatives such as the study circles do not necessarily lead to

consensus – but can instead cause polarization. As has been noted in a
separate study of public attitudes to nuclear power: ‘knowledge does
not foster positive attitudes; on the contrary, those with negative attitudes
are motivated to acquire knowledge and to construe it in support of
their case’.16

Public information campaigns The 1979 OECD report examined
the experience of several countries in this area. Austria, Canada,
Denmark, France and Germany had all experimented with such
campaigns. In Germany, for example, the government initiated a
publicity campaign from 1975 onwards aimed largely at explaining
government views with respect to nuclear energy. The campaign covered
public advertisements and the dissemination of technical reports, public
seminars and discussions, the stimulation of seminars and activities aimed
at ‘target population groups’, the preparation of ‘energy information
packages’ for schools and adult education centres, efforts to engage with
political parties and the large employer and trade union organizations.
The OECD estimates that some $6 million were spent on these activities
during the three-year period 1976–8.

The OECD make a number of observations about this German
programme. First of all, that it was largely opposed by anti-nuclear
groups as ‘nuclear propaganda’ – an observation which fits in well with
the previous analysis in this book. Second, that such an information
campaign did little to impede or prevent the growth of a strong nuclear
protest movement. Third, that it is difficult to detect any discernible
effect on public opinion more widely. However, the German initiative
can also be compared with the experience of other countries – in which
case, a series of further points emerge.

First, that initiatives must reflect wider culture and national traditions
– thus the ‘study circle’ mechanism, for example, may not be easily (if
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at all) transportable to other countries. This is clearly an important point
when attempting to draw lessons from international experience.

Second, that national experience of public information campaigns
tends to be rather ad hoc and fragmented so that governments have
typically not taken a long-term role in this area.

Third, and very importantly for our discussion, that the objectives
of, for example, governments in this area may vary substantially (even,
one might add, within a single country over time). However, ‘education’
does not in general appear to have been such an objective:
 

the education of the public, in the narrow classical sense,
does not appear to have been the single or primary aim of
these activities. In many cases, the main motivations behind
decisions to initiate public information campaigns appear
to have been to defuse controversy, gain time and thus
avoid having to take quick decisions that might have
politically divisive repercussions. In some instances, the
purpose of such campaigns has included the legitimising
function of seeking to lend credibility and legitimacy to
governmental decisions, past and pending.17

 
Finally, the OECD report notes that public ‘education’ needs to

go beyond points of technical detail and instead embrace wider
social, economic and political aspects of scientific and technological
developments. Thus, in an argument which again fits with the
analysis offered in previous chapters, it is suggested that national
experiences such as the above indicate that the general public is not
especially interested in the technical detail of, for example, nuclear
energy generation. Instead, broader issues of reactor safety, fuel
reprocessing and waste disposal are seen as much more important to
public groups. The public treatment of these issues will in turn relate
to matters of trust and credibility: ‘Acceptance on the part of the
public of certain risks appears to be heavily dependent both upon its
government’s ability to weigh all of these factors and on public trust
in government institutions, their legitimacy and credibility’.18

Seen in this broader perspective, government initiatives in this
area may have served a most useful purpose:
 

Though they may not have resulted in a higher level of
citizen technical expertise in these matters, they have
contributed toward making a large section of the general
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publ ic more aware of  the broader set  of  f actor s
surrounding, for instance, the nuclear debate; a debate
previously dominated by industr ial interests and by
exclusively scientific and technological considerations,
capacities and expertise.19

 
Science education programmes As defined by the OECD,

init iat ives  in this  area are des igned to promote ‘publ ic
understanding’ in general. The United States and The Netherlands
are singled out by the OECD for their activity in this area.

Within the United States, for example, the National Science
Foundation’s (NSF) efforts in promoting the public understanding of
science are noted. Special attention is paid to decentralized activities
within this prog ramme such as state and local discussions,
conferences and workshops. Within the ‘Science for Citizens’
programme attempts had been made to develop mechanisms which
would provide citizens with the technical information necessary for
effective participation in decision-making. One attempt at this was
through ‘Public Service Science Residencies’ and ‘Internships’
whereby individual scientists and engineers could lend their
expertise to citizen organizations.

However, the OECD also reports that in the US (as elsewhere)
controversy had developed over financial assistance to citizen groups
– just how far should the government go in supporting opposition to
what would often be its own plans and initiatives?

Science, technology and the media Finally, within the
discuss ion of ‘ informing the public’  the OECD noted the
relationship between media reports and public attitudes towards
science.
 

The media have brought government decision-making
processes under closer public scrutiny and have provided
citizens with more timely information on all aspects of
daily life than ever before. . . . However, media coverage of
issues related to science and technology is often uneven,
incomplete and highly selective.20

 
It must also be noted that the mass media have played only a

minor role in the cases discussed in this book. Almost by definition,
such media seem remote from the knowledges and problem
definitions of differentiated publics.
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In overall conclusion to this section, the OECD offers a number of
comments which still remain important – including the significance
of institutional credibility and issues of ‘public ignorance’:
 

Finally, and most importantly, one must place the problem
of public information and understanding (or the alleged lack
thereof) in the proper perspective. . . . Many of those who
oppose certain scientific or technological programmes are
extremely well-informed as to their details and associated
risks. Nor can attitudes of public scepticism be explained by
one reason alone. Often they result from a broad panoply of
public concerns and misgivings about the social goals to be
pursued, the protective measures to be taken, and the way
costs and benefits are to be distributed in society-at-large.21

 
The OECD report also addresses the relationship between

knowledge and action:
 

access to information without effective means for its use is
like possessing a lever without a fulcrum. Public demands
for information are, therefore, closely associated with demands
for broader and more direct opportunities for public
participation in government decision-making.22

Informing policy-makers

In this chapter of Technology on Trial, the relationship between policy-
making and citizen groups is considered. Thus, advisory bodies (a
category which would include the Advisory Committee on Pesticides)
are seen to be very limited in this respect: ‘Advisory mechanisms are.
. . only of limited utility as a mechanism for broadscale public
participation. Most citizens lack the time, expertise or interest
required’.23

Legislative and parliamentary hearings are discussed also. The main
attention, however, is given to ‘commissions of inquiry’. Two examples
of these are considered in some detail – the Windscale Inquiry
(discussed earlier) and the Mackenzie Valley Pipeline Inquiry held in
Canada during the mid-1970s. Since the latter inquiry has been one
of the most discussed examples of attempted ‘public participation’ (and
because it presents a sharp contrast to the conduct of the Windscale
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Inquiry) it is worth a br ief overview here. The OECD report
summarized the difference between the two inquiries in the following
terms:
 

If the Windscale Inquiry can be partially characterized as a
trial between competing facts and competing logics, then
the Mackenzie Val ley Pipel ine Inquiry was a
consciousnessraising teach-in. One was to the other like a
courtroom to a school.24

 
The official purpose of the inquiry concerned the social, economic

and environmental impact of a proposed natural gas pipeline in the
Northwest Territories and the Yukon. Formal hearings began in March
1975 and ended in November 1976. However, one major contrast with
the Windscale Inquiry can be established if we consider the diversity
of hearings which were conducted and the attempt which they suggest
to draw in as wide a range of views (including values and knowledges)
as possible:
 
• preliminary hearings which highlighted the issues and, for example,

expanded the inquiry so as to cover all potential activities relating
to the Mackenzie Valley corridor;

• formal hearings which were organized on the basis of full disclosure
and availability of all relevant information;

• special hear ings which received evidence from potential gas
producers;

• Southern hearings: these were held in large cities across Canada
and had the effect of bringing these issues to the attention of the
larger Canadian population;

• very importantly for our discussion, community hearings: these were
held in twenty-eight cities, towns, villages and settlements in
Northern Canada and were informal in style;

• In particular, witnesses were not cross-examined – they simply (as
the OECD report nicely puts it) ‘spoke what was on their mind’.

 
As the OECD explains this, there were two main consequences of

such public participation and accessibility. First of all, underlying values
could emerge in a manner which would simply be impossible within
the framework of a Windscale Inquiry or advisory committee based
and incremental approach adopted by industry. The disagreement over
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the very notion of ‘land’ symbolized this basic value dispute. As one
spokesperson made the point at a community hearing:
 

The land belongs not only to the people presently living, but it
belongs to past generations and the future generations that are yet
to be born. Past and future generations are as much a part of the
tribal entity as the living generation. Not only that, but the land
belongs not only to human beings but also to other living things;
they too have an interest.25

 
Second, and equally important for the general argument of this book,

different forms of knowledge (and, especially, contextually generated
knowledge) could emerge without fear of expert demolition. As the OECD
puts this very tellingly:
 

Testimony at the community hearings from non-technical persons
also demonstrated the fallibility of the conventional belief that only
people with specialised technical knowledge should make decisions
about technological matters. Time and again it was the so-called
‘non-experts’ who provided important insights and information
concerning such natural phenomena as, for example the
vulnerability of the Beaufort Sea, seabed ice scour, and native
hunting and trapping practices. This ‘non-expert’ testimony
provided the elements of a more comprehensive understanding of
both quantitative and qualitative impacts of the proposed
development project.26

 
Thus, the Mackenzie Valley Pipeline Inquiry and the Windscale Inquiry

appeared to embody very different sets of assumptions about values and the
importance of their expression, about knowledge and expertise and the possession
of this by different social groups, and about citizenship and the intrinsic merits
of achieving a broad base of involvement and participation. The two inquiries
clearly operated on different notions of the very nature of social and technical
development – with the latter seemingly attempting to find the ‘rational’
way forward whilst the former openly embraced a diversity of scenarios and
social assumptions.

Whilst the Mackenzie Valley model has problems of its own – not least
at the levels of cost, time delay and the ultimate necessity of imposing a
decision – it does suggest one approximate model for More particularly,
the Inquiry also suggests that large-scale decisionmaking structures are not
necessarily insensitive to citizen values and understandings.



149

BUILDING SUSTAINABLE FUTURES

Reconciling conflicting interests

This section of the OECD report considers governmental efforts
aimed at responding to ‘new participatory demands’. Such efforts
cover administrative decision-making, regulatory decision-making
and citizen recourse to the legal system through administrative and
judicial appeal. As Jasanoff has since noted, there is considerable
potential for citizen challenge to decision-making through such legal
processes.27

Collaborative decision-making

 
What dis t inguishes more col laborat ive modes of
participation is the inclusion of representatives of the
general public, not just as informants but as partners in
negotiation, with some power to ensure that decisions
taken will reflect public concerns.28

 
As the above quotation makes clear, this important category is
concerned with social experiments aimed at incorporating the
public within the actual decision-making process. The referendum
offers one rather controversial model of this – such national, state
and local referenda have been employed in a small number of
countries with regard to nuclear issues (e.g., in California or, to a
limited degree, in parts of Western Europe).

New initiatives have also been proposed in this area as a means of
resolving technically related disputes in an open and accountable
fashion. One such possibility – which was originally proposed in the
1960s – is the Science Court concept. This can take a number of
forms but has basically been conceived as a forum whereby members
of the public, representatives of government (whether local or
national) and scientists could discuss and confront each other in a
relatively structured fashion. ‘Such a discussion could contribute to
the clarification of the nature of technical disagreements and their
relationship to political concerns and values.’29

In the overall conclusion to Technology on Trial, a number of
further points are made about public participation, information and
understanding.30 One important issue for the OECD study concerns
the timing of information provision – the public needs to be
informed ‘not just after issues have become politicised and opinions
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polarised, but at the stage when policy goals and objectives are being
formulated’.31

This implies, as the quotation from Habermas at the beginning of
this chapter also suggests, that public discussion should not just be an
‘end-point’ activity, i.e., to be initiated after the processes of technology
development have run their course. This seems an important point for
any discussion of ‘sustainable futures’. The report also calls for ‘more
pluralistic sources of information’ – a point made in Chapter 4 with
regard to communities facing hazard issues. However, information and
action must be interlinked:
 

as we have attempted to show in this report, information and
the promotion of a more informed citizenry is but one facet
of public participation. Equally important is the possibility and
oppor tunity for cit izens to express themselves in
decisionmaking processes and forums. Public demand for such
forms of participation pose (sic) a new challenge to
representative government.32

Science and Technology on Trial: discussion and evelopment

As can already be gathered from discussion here and in the previous
chapters, the agenda and framework presented by the OECD in 1979
still has considerable validity today. This, of course, reflects partly the
perspicacious nature of Technology on Trial but also the comparatively
little progress that was made on these issues through the 1980s.
Furthermore, some of the initiatives described above have actually lost
government support and funding. Thus, Layton et al. note the
termination in 1981 of the NSF Science for Citizens Programme –
which was seen as being of lower pr ior ity than basic scientific
research.33 This example, of course, raises many questions about the
relative significance of this whole area within science budgets.

Rather than moving further into this descriptive mode, however,
it is worth pausing to consider some of the questions, issues and points
of tension that have been revealed in the brief account above. Earlier
in this chapter, a list of general evaluative criteria for assessing ‘citizen–
science experiments’ was proposed. The examples relate to these
criteria – and also the underlying questions which must be considered.
These issues and questions relate back in turn to the ‘participatory
dilemma’ raised above.
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If we work through the above questions, we can see first of all that
these experiments vary considerably in the extent to which they ‘permit
the expression and development of social judgements’. Thus, the
Windscale Inquiry with its legalistic and scientistic basis offered only
very limited scope for such expressions – and then reinforced this with
its final report which went even further in terms of excluding ‘irrelevant’
argumentation. Such a situation seems to be a consequence of the
science-centredness of decision-making processes as presented in
Chapter 3. In contrast, the Mackenzie Valley Pipeline Inquiry made real
efforts at ‘listening to the voices’. However, the obvious conclusion is
that the mere existence of ‘public participation’ does not guarantee that
broad discussion will be permitted – nor even when it is allowed that
such discussion will actually have an impact on decision-making
processes. ‘Participation’ without a willingness to broaden the scope of
discussion and to establish appropriate social processes and procedures
for the representation of views will remain reductionist in approach.

This point links closely with the notion of public groups as
knowledge generators as well as receptors – do participatory mechanisms
enhance or downgrade such understandings? There is a clear potential
in the above cases for ‘downgrading’ to occur due to the ‘enlightenment’
model discussed extensively in this book. Certainly, there does seem to
be a general ‘top-down’ assumption embedded within most
participatory mechanisms – at least on the evidence as presented so far.
Enlightenment notions appear strong in most – if not all – these
examples. Thus, the Swedish study centre experience seems to have
disappointed due to its failure to create consensus. However, there is
no guarantee that public debate will lead to consensus even if it does
generate an improved level of understanding and policy legitimation.
Indeed, the analysis in this book suggests that public exposure to
scientific arguments will lead to greater awareness – but that this
awareness may heighten uncertainties and awaken controversial issues
rather than eliminate them. This seems an inevitable characteristic of
contemporary society – the old certainties and possibilities of consensus
may no longer hold sway.

The above evaluative questions also raise issues of the policy
changes and research implications which emerge from these cases. As
the OECD report argues, without the possibility of such change
there will be little motivation for involvement and knowledge-
seeking – a point made also in Chapter 4. The above cases suggest
that many of these initiatives may be designed for legitimatory
purposes rather than attempting to achieve change. Differences in
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the motivat ion for ‘ socia l  exper iments ’  wi l l  have major
consequences in terms of their capacity for social and institutional
learning.

A number of key points therefore emerge from this discussion:
 
• the significance of not just whether such initiatives take place but

also their objectives and underlying assumptions;
• the significance of the link to practical action. As has already been

argued here, citizen participation will not be taken seriously (unless
as part of an institutional attempt at legitimation) unless it has the
potential for achieving change (whether in terms of political and
industrial decisions or the establishment of research priorities).
Change requires considerable sensitivity to the timing of debate –
typically, matters of social consequence are only raised after the
innovation process has run its course.34 This is a severe impediment
to citizen participation;

• the significance of three sets of assumptions within these initiatives:
assumptions about the place of wider values within debate (a
dimension which is typically stressed by citizen groups); assumptions
about knowledge and who possesses that knowledge; assumptions
about citizenship and the role of democratic involvement.

 
These issues can be further illustrated by considering other

initiatives. Thus, for example, a major public debate in The Netherlands
concerned with energy policy began in 1981 and continued until
1985.35 The ‘broad national debate’ (known as ‘BMD’) had a series
of objectives which marked it apart from many other initiatives. In
particular, it was designed to stimulate wide discussion, create a
favourable climate to public participation, and to provide ‘well-
balanced’ (but not ‘objective’ or ‘neutral’) information on energy
issues. Discussion meetings were organized across The Netherlands on
the basis that every Dutch citizen could attend a meeting within 7
km of their home. TV, radio and schools also played a part within the
debate. As a genuine exercise in participation, this initiative seems to
meet a number of important criteria. However, it suffered from a
government reaction to the report which one of BMD’s pr ime
organizers has described as ‘very disappointing’ (a fate which also
befell the Mackenzie Valley Pipeline Inquiry). This in turn ‘deepened
the credibility gap between citizens and politics, people and power’
– suggesting again the significance of practical response if such
initiatives are not to become devalued.
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It is also important to note the relevance of worker participation in
technological decision-making. Of course, trade unions represent one
important manifestation of citizenship – even if, as with environmentalist
groups, they may also operate predominantly within enlightenment
assumptions about science and expertise.

The most discussed example of worker-led action in this context
must be the ‘alternative plans’ of Lucas Aerospace workers in the mid-
1970s. Lucas Aerospace was at that time a major British defence
contractor. In response to management plans for redundancies and
factory closures, the Lucas Aerospace Combine Shop Stewards
Committee launched an ‘alternative corporate plan’ in January 1976.
The ‘plan’ drew on the technical skills of workers in order to put
forward a concrete and practical set of proposals for the redeployment
of the workforce. The plan was considered ‘socially useful’ by the
Combine since it promoted health and safety, the conservation of energy
and the ‘humanization’ of work. Specific proposals included heat pumps,
kidney machines and a road/rail vehicle. Neither management nor the
government supported this venture – illustrating not just the significance
of knowledge but also the need for the organizational power to put
this into practice.36

Nevertheless, as Loet Leydesdorff and Peter van den Besselaar have
noted in a useful review,37 it has stimulated such plans elsewhere –
including some twenty-nine cases in The Netherlands by the mid-1980s.
However, such plans have typically not engaged at the level of R&D,
nor do they seem to have served as an input to scientific research
institutes – suggesting a singular lack of interaction between workers
and scientists.
 

The evaluations reported above stand in sharp contrast to the
increase in the ability of management in knowledgeintensive
industries to direct technological developments in a way which
suits the interests of their company. Even when resources are
made available and R&D personnel in the public service are
willing to do research on labour-oriented questions, the
workers’ point of view does not seem to penetrate to the level
of longer-term scientific and technological development.38

 
Of course, this difficulty for even such a relatively well-organized

public group as trade unionists suggests the greater difficulty for other
citizen groups in gaining influence over the processes of scientific and
technological development.
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The results are even more depressing – from a point of view
of participation of labour in the knowledge society – than
we had expected them to be. They are depressing, because
we cannot think of a science policy of the national states – or
even of the European Community – if there is no basis in
society to counterbalance the economic integration of science
and technology in our system. If the unions . . . have rarely
been successful in that . . . then there is not much room for
hope that other organizations will have access to these types
of decisions. The implications for our Western European mixed
types of economy are immense: we lose political control on
major developments in our societies.39

 
In considering this example, we must also be aware that not every

trade union is committed to change of the kind advocated by
Leydesdorff and Van den Besselaar. In that sense, trade unions may
operate on the boundaries between modernism and a late modern style
of activity. The point as expressed in the above quotation also links very
closely to Beck’s argument that control over the direction of science
and technology is a key factor in shaping the direction of society –
and yet this domain is impervious to democratic intervention.40 The
authors argue that the only way to achieve this wider change is through
greater state intervention and the provision of information on
technological alternatives to the public on a regular basis: ‘Good
information is a first prerequisite for the development of an effective
interface with R&D facilities’.41

However, ‘greater state intervention’ may be a classic strategy of
modernity and, as we have argued, ‘good information’ is a distinctly
problematic category.

One further proposal which has attempted to deal with these
problems of anticipation and intervention is ‘Constructive Technology
Assessment’ as pioneered in The Netherlands.
 

The aim of Constructive Technology Assessment (CTA) is to
tailor technical change to societal needs and objectives, like high
employment and quality of labour, reduction of pollution, safety,
reduction of costs, privacy and other ethical considerations.
Whereas traditional TA focuses more on external effects of
technologies and early warning, CTA shifts attention to the
steering of technical change itself. CTA tries to broaden design,
development and implementation processes. . . . This could also
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work between organizations and social groups. Thus, a societal
learning process can be started up, which anticipates future
impacts, while producing better technologies and practices.42

 
CTA – which is still at a relatively early stage of development –

draws explicitly on recent work in the sociology of technology which
stresses the socially contingent and socially negotiated nature of
technological development. According to this perspective, technologies
emerge from a series of decisions made by human actors. They embody
social as well as technical factors. They possess a certain flexibility, i.e.,
there is ‘room for manoeuvre (or choice)’ in the final form of a
technology. However, they can be extremely inflexible once they have
been introduced. The task of CTA, therefore, is to try to ‘positively
shape’ technology prior to its innovation.43

Accordingly, attention should focus on the design phase of a
technology and on the anticipation of adverse social consequences at a
very early stage. It follows also that these stages of technology
development need the input and participation of a wider group of social
actors – a proposal which takes us back to the central concerns of this
book with citizen science.

However, all of these specific points and examples link back to the
basic question of whether science can meet the needs of citizens within
loaded social situations such as those dealt with in this book. The
implication of the previous two chapters is that this ‘interchange’ is
deeply problematic – we have seen the same tension in all the above
cases (including those which appear most positive and progressive). As
the OECD report repeatedly observes, science has not led to consensus
but instead to greater confusion and doubt. This seems to suggest a ‘gap’
between science and citizens in such cases (always remembering that
there will also be such ‘gaps’ between different citizens) – a gap which
appears structural rather than simply a consequence of insufficient
activity and effort in this area. This issue is indeed fundamental to public
participation and to our whole discussion of science–citizen interactions.
We can begin to address it by considering one ‘ideal type’ of science–
citizen interaction – the ‘Science Shop’.

Science–citizen mediation: the Science Shop example

Within its discussion of ‘new mediation procedures’, the 1979
OECD report makes brief reference to a ‘pilot’ scheme funded by
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the Dutch government at five of its universities. The intention was to
‘mediate’ between university researchers and potential client groups:
 

The aim of these so-called ‘Science Shop’ mechanisms is to
promote socially-relevant Research and Development
(‘action research’) on behalf of under-privileged groups. . . .
This ‘Science Shop’ experiment is, of course, relatively
modest, depending as it does largely upon the voluntary
contr ibution of researcher-sta f f  t ime and energy.
Nevertheless, it has served to encourage the growth of new
communication links between university researchers and
community groups, stimulate researcher awareness of
community problems, and promote closer interactions
between scientific and technical specialists and the general
public.44

 
In fact, Science Shops have become one of the more conspicuously

successful experiments in this whole area (at least in Western Europe)
– although that does not imply that there are not significant problems
and issues which confront Science Shops, as the remainder of this
chapter will discuss. However, Science Shops have now been established
at all Dutch universities (which often have more than one) and related
initiatives have taken place in at least Germany, Belgium, France,
Denmark and the United Kingdom. Put simply, a Science Shop provides
the means whereby members of the public who need information or
technical assistance – but do not have the means to pay for it or collect
it for themselves – can gain access to the necessary resources. As such
it provides a key example of the kind of mediation between citizens
and science with which this book is concerned. Thus, it is precisely
because Science Shops have been relatively effective in operating within
this area that they deserve special discussion here.

The term ‘Science Shop’ is an approximate translation of the Dutch
‘wetenschapswinkel’ and it is in The Netherlands that Science Shops
have become best established. By one estimate, the Dutch Science Shops
had together received some 11,000 information requests by January
1987. In terms of topics, questions received by the Amsterdam Science
Shop (one of the Dutch pioneers in this area) have covered in
descending frequency: environmental matters, health, occupational health
and safety, education and child care, housing, workplace, law, social
services, Third World issues. Client groups are similarly varied, including:
environmental groups, urban organizations, trade unions, welfare
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workers, women’s groups, tenants’ organizations, Third World
organizations. However, it is important to note (especially given the
usual connotation of ‘shop’) that there are three generally held criteria
for Science Shop involvement in any particular project:
 
• that the

client group has no money to pay for research;
• that it has

no commercial motives;
• that it is in a position to implement the results for some practical

purpose.
 

It should also be noted that the term ‘science’ here is potentially
misleading – Science Shops cover social science and humanities issues
as well as ‘scientific’ questions (although Science Shops in The
Netherlands may also specialize in certain questions, e.g., a ‘Chemistry
Shop’ or a ‘History Shop’). Of course, this broad coverage should be
helpful in terms of grasping the wider social significance of specific
technical issues.

Typical examples of Science Shop enquiries include: (from the
Northern Ireland Science Shop) a community group wishing to discover
whether local soil poses any health risk as a consequence of previous
gas storage on the site of a proposed housing development; (from the
Nijmegen Science Shop) a village group concerned about the
consequences of large-scale tourist development in their area and
requesting help and advice; (from the French Science Shop network) a
tenants’ group concerned about the cost of heating in their block of
council flats ask for an independent assessment of an ‘expert report’.

Dealing with such enquiries in a thoughtful and constructive fashion
has provided much of the excitement (and also sheer hard work) for
Science Shop operation. As such, Science Shops offer an important
means of addressing in a highly practical manner many of the issues
raised in this book. Thus, and this point could be supported with
numerous examples, Science Shops are in a position to provide technical
advice but also to serve as an important actor within a ‘self-help
network’ – putting groups in touch with others with similar experiences
and problems, drawing science students and researchers into an awareness
of social problems, influencing research agenda through the suggestion
of important questions for investigation, assisting groups to develop and
enhance their own expertise, enabling various groups to ‘put science
into perspective’ (i.e., getting away from the notion of science as the
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universal problem-solver). At its best, therefore, Science Shop operation
offers the kind of innovative and imaginative treatment of citizen needs
which on the basis of the various examples in this book seems to be
required.

Quite clearly, however, public requests to ‘science’ for advice and
assistance are far from straightforward for the local Science Shop – as
Science Shop workers have generally recognized for themselves, leading
to a highly reflexive and self-aware mode of Science Shop management.
In the following discussion I want to consider the nature of these
complexities and difficulties not in terms of important but immediate
issues (e.g., is there a local Science Shop in existence? Might it adopt
an enlightenment perspective? Can it cope with the level of external
demand?) but in terms of an ideal-typical Science Shop, i.e., one which
has appropriate resources, wide access to appropriate institutions (e.g.,
a local university with a broad disciplinary coverage), enthusiastic staff
and dedication to a citizen-oriented perspective. Even when such
difficult matters as arranging funding and staffing for a Science Shop
have been tackled, what structural difficulties are inherent in the
operation of this example of science–citizen interaction? What follows
is not a critique of Science Shops but instead an attempt to examine
the practicalities of citizen–science interactions through one very
promising example.

Some immediate sense of the complexity and difficulty of making a
Science Shop work can be gathered if (again, ideal-typically) we take
the operation as involving a number of stages:
 
• generating appropriate and useful questions;
• Science Shop mediation;
• linkage to the larger institution;
• linkage to the research base;
• feeding back into the wider community.
 

If we take the first of these stages, then the formulation of
‘appropriate questions’ is obviously not straightforward. As Stewart
puts this in a rather pessimistic account of Science Shops in France:
‘Typically, the clients had no idea what to ask, because they had no
way of knowing what science might or might not have to offer’.45

Based on our discussion in Chapter 4, it follows that many of
these requests for help – rather than taking the form of a specific and
precisely formulated information request – will form part of a wider
call for action and change. Stewart refers to these as ‘problem
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situations’. Examples might include the case of community hazards
discussed in Chapter 4; what is required is not scientific detail but a
wider and more practically-oriented response.

In such a situation, the task of the Science Shop is less to
‘mediate’ between the Science Shop client and the scientific
community than to reformulate the ‘problem situation’ in terms
which a scientist might recognize. Given the point that scientific
information may only represent one small part of a wider call for
practical action (i.e., ‘getting something done’), this reformulation is
likely to prove difficult. More particularly, if groups are committed
to changing a situation then it is highly likely that they will already
have decided that a problem exists. In that sense, a call for the testing
of possibly contaminated ground or for the reassessment of an expert
report will represent a call for scientific authentication of a problem
rather than a ‘curiosity-driven’ information request.

Such ‘problem situations’ will cause difficulties not just for the
Science Shop but also for the wider institution on which it depends.
Thus, scientists may be reluctant to cross disciplinary boundaries or
to delve into issues with a social as well as technical component:
 

I have said that the French Science Shops were quite
successful in recruiting consultant scientists; and this was
true, but with one enormous caveat. Scientists were willing
to collaborate, but on condition that they remained strictly
within the role of providing scientific answers to scientific
questions in their specialty. If we had required them to take
part in dealing with the social/political context from which
the inquiry came (as of course we would have liked to do),
I doubt whether we would have found a single consultant.46

 
In such circumstances, it becomes even harder to imagine how

citizen-generated requests might feed back into the research
direction of scientists. Thus, Leydesdorff and Van den Besselaar in a
study of ‘what we have learned from the Amsterdam Science Shop’
reach fairly negative conclusions about the possibility of trade unions
influencing research direction through their involvement in Science
Shops – largely because the position of trade unions within
corporations does not allow them to gain the necessary overview of
R&D policy.47 However, in a separate paper on the experience of
the Amsterdam Science Shop, Zaal and Leydesdorff do note some
effect on research output:
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Our results indicate that one can transform social problems into
scientific problems through active reformulation of the questions
of under-privileged groups. Such reformulation, with the help
of some creativity and scientific skill, can be done without harm
to the knowledge interests of the science shop clients.48

 
Difficulties, of course, also surround the feeding of scientific research

into the community – not only might the language of such research be
alien and incomprehensible, its narrowness may not be of much
assistance to the client groups when dealing with their ‘problem
situations’. Put simply, such information may simply ‘legitimate’ what
they already knew – and hence be useful albeit unilluminating.
Alternatively, it may contradict or even undermine their public position
– in which case it might be suppressed or otherwise hidden. Neither
way does science contribute conspicuously to ‘improved understanding’.

In presenting his very critical account of French Science Shops,
Stewart notes difficulties at the levels of scientific inflexibility, Science
Shop mediation and public disappointment at what science can provide
– constituting a three-way ‘negative synergy’:
 

The fact that the communication gap between scientists and
the public is even worse than we had imagined could be taken
as actually reinforcing the need for something like Science
Shops if science is ever to become a part of culture in anything
other than a totally alienated sense. But in the event, the
negative synergy between these three difficulties was just too
much.49

 
Of course, demonstration that there is a high public demand for

Science Shops does not negate this point. For Stewart, the demand is
for scientifically-generated solutions to specific ‘problem situations’
which are simply impossible to achieve. As Stewart summarizes this
experience: ‘I came to feel that I was trying to convince all parties
concerned – the public, scientists and institutions – of the credibility
of something that none of them wanted. All in all, not a bad version of
hell’.50

The broad conclusion from this is as follows:
 

To my mind, the major issue is indeed the gap between
‘scientific expertise’ and the needs of people. . . . In other
words, the problem is that ‘scientific knowledge’ as currently



161

BUILDING SUSTAINABLE FUTURES

constituted is not sufficiently relevant to the needs of people.
. . . I think that the Science Shops experience shows that
‘demystifying’ – which we did, by and large, do – is not
enough; people won’t even really accept being ‘demystified’
unless they have something to put in its place. So I feel that
nothing much can happen unless and until we start producing
knowledge which is positively relevant.51

 
From this perspective, science–citizen relations founder not

simply because of the lack of appropr iate mediating structures
bu t  b e c au s e  o f  a  d e epe r  i n cong r u i t y  ( o r  s t r u c t u r a l
i ncompa t ib i l i t y )  be tween  the  need s  o f  c i t i z en s  and  the
cognitive and institutional structure of contemporary science.
Put bluntly, social exper iments to br ing together scientific and
public groups have failed due to the impossibility of achieving
a workable dialogue. Science dismisses externally-generated
i s sue s , que s t i on s  and  unde r s t and ing s  a s  i r re l evance  and
ignorance. Public groups find science inaccessible. However,
when even that barr ier has been crossed such groups are likely
to find science as of only limited assistance within everyday
l i fe and par t icular problem si tuat ions – a point argued in
di f ferent ways in Chapter s  2 and 4. Meanwhile, sc ient i s t s
s truggle to make scienti f ic sense out of the concer ns and
demands expressed by public groups – such involvement can
then appear not only as a distraction from ‘real’ scientific work
but also as counter to the neutral discour se and ostensibly
disinterested nature of science.

Although this scenar io is highly per suasive, at least some
account must also be taken of occasions when ‘dialogue’ has been
achieved (albeit in a limited manner) – for example, in the
Mackenzie Valley Pipeline case or indeed the many positive
examples of Science Shop operation (at least from the perspective
of the citizen groups involved). In such cases, a genuine ‘citizen
science’ seems to have been created – or at least its precursor. The
ex i s tence  o f  a  ‘gap ’  does  not , there fore, mean tha t  i t  i s
in sur mountable. However, i t  doe s  s eem to  nece s s i t a t e  a
willingness to reappraisal and change which extends beyond those
directly involved in social exper imentation. We thus need to
recognize the exist ing bar r ier s but also those constructive
exper iments which have already begun and the importance of
learning from these.
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The Northern Ireland Science Shop

As one illustration of the positive demand which can exist for an
improved science–citizen dialogue, we can consider the example of
the Science Shop in Northern Ireland.52 The Northern Ireland
Science Shop (from here simply the ‘Science Shop’) officially
opened in January 1989. With financial support from the Nuffield
Foundation, the shop was attached to both the universities in
Northern Ireland. The Science Shop as it was operating in 1992 had
two parttime staff and a voluntary working group to co-ordinate its
activities (this included a mix of representatives from the higher
education and voluntary sectors across Northern Ireland).

By the beginning of 1992, over a hundred requests to the Science
Shop had been generated by sixty-seven different organizations. The
majority of these requests (over 60) emanated from community
groups. Significant numbers also emerged from ‘environmental’
groups (15 requests), and groups specifically concerned with issues of
homelessness (12 requests), welfare (7), youth and education (7),
disability (5), arts (4) and women (4). Of course, there is a degree of
overlap in these categories but they do convey a sense of the Science
Shop’s clientele.

It follows from the previous analysis in this book, that client
groups could be expected to display a strong practical motivation for
seeking information from the Science Shop. A classification of the
topics of enquiry produces the following major headings: health/
environment (39), community development (25), welfare (15), work/
training (11), homelessness (9). It is in the nature of Science Shop
work that groups of citizens should be seeking ‘knowledge for
action’s sake’.

If we take client groups’ comments on the Science Shop itself
then these appear overwhelmingly positive – with the only criticism
being of the time-delays involved. What were client groups hoping
to get from the Shop? Responses here formed a standard pattern:
‘access to expertise’, ‘help with research’, ‘advice’, ‘assistance’,
‘technical help’. The sense of ‘instrumental knowledge’ took on a
particular legitimatory orientation in the Northern Ireland setting. As
one community group put this:
 

To a large extent, research often proves what you already
know or have a good idea about. However, if you want to
get funding – or lobby statutory agencies etc., to do
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something about the problem, you must prove, through
research, the nature and the extent of the problem. The
actual value of our information was significant as the results
were taken seriously and we have already attracted funding.

 
The notion that research is expected to ‘prove what you already

know’ follows from the previous discussion in this book about
contextual knowledges. Community requests for research will often
be made against the background of a strong pattern of expectations.
Indeed, the request may only make sense because of those
expectations (why else bother unless you feel there is a problem?).
This will in turn mean that academic involvement will take place
within a ‘loaded’ situation – to the possible discomfort of researchers
familiar with a less pressured environment. Equally, community
interest and involvement could also encourage and facilitate new
research ideas. Unsurprisingly, therefore, one academic respondent
described Science Shop work as ‘high risk’ – with potentially great
pay-offs but also a greater-than-usual degree of responsibility and
pressure.

If we now break these topics down by academic discipline, then
an interesting pattern emerges. In this breakdown, I have taken forty-
nine ‘completed’ requests to the Science Shop (i.e., excluding those
‘withdrawn’ or ‘in mediation’):

 It follows from the table that, despite the ‘science’ title, citizen
groups have an equal or greater demand for social scientific expertise
and assistance (typically in the form of a community survey or
assessment of some area of need). Not surprisingly, the distinction

Table 6.1: Completed requests to the Northern Ireland Science Shop

* incl. Sociology, Social Anthropology, Psychology, European Studies
Source: Author’s original research
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between ‘social’ and ‘natural’ sciences seems less rigidly applied
outside academic institutions than it is within. This seems an
important point for ‘Citizen Science’; internally developed academic
boundar ies may not be relevant to public needs and demands.
Furthermore, if ‘knowledge’ is required for its relevance to particular
social contexts then even the much reinforced science/ social science
divide loses significance.

Of course, two other possibilities should also be considered. First
of all, that social science may be more ‘accessible’ to public groups
(it is easier to incorporate citizen views in the design of a questionnaire
than in the analysis of a soil sample). Second, that the public
expectation of social science (e.g., to ‘survey’ a community) is more
clear than it is of science (what exactly does a mathematician do?).
Both of these possibilities are open to question from an academic
viewpoint (social science often resists the problem definitions of
groups under study and can indeed be as arcane as any area of
mathematics). However, it is also possible that science can learn from
social science in terms of working with community groups in this
area.

As an illustration of these processes of ‘working with’ community
groups, we can take an example from the Science Shop. A group of
women at one community centre were keen to conduct a ‘child care
survey’ – basically to assess the provision of family support in their
area. This formed part of a sustained campaign to bring more public
resources into their community. The survey was conducted with the
assistance of a group of university students. However, rather than
following the usual academic model, the survey contents were very
much the subject of negotiation between community representatives
and the students. We see here the emergence of a new style of
‘scientific’ enquiry – one which attempts to negotiate with the
concerns and problem definitions of the concerned groups.

In particular, lively debate developed over whether it was desirable
to ask smoking-related questions within the survey. The university
group generally felt that smoking patterns were relevant to child care.
The community view tended to see this as irrelevant to their needs
and likely to lead to the community being ‘blamed’ for any health or
child care problems. In the end, the community view prevailed. The
survey itself was then carr ied out by local people with student
assistance.

This style of ‘research partnership’ clearly has potential in terms
of encouraging an open and constructive dialogue between citizen
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groups and those with technical expertise. However, experience
suggests that it has its problems – not least in terms of challenging
traditional notions of academic control and independence. The
question becomes one of how far ‘dialogue’ can be established without
undermining the integrity of expert analysis. Of course, this form of
‘partnership’ is quite familiar in the setting of industr ial and
governmental sponsorship – so that the ‘integrity’ concern should not
be exaggerated. Nevertheless, it seems unavoidable that Science Shop-
type work will involve the transfer of ‘ownership’ of research at least
partly in the direction of nonscientific groups.

As significant as matters of ‘integrity’ for those academics who have
been involved with the Science Shop, is the kind of incentive which
exists for involvement. Whilst conventional academic work leads to
publication and research awards, and industrial consultancy generates
recognition and research income, Science Shop involvement has a
distinctly less glamorous aura. Especially if the research spin-offs from
involvement are unclear, the benefits may not be apparent. To quote
one academic: ‘Apart from altruism, it is difficult to see how individual
members of staff derive any benefits from involvement’.

It seems that greater institutional recognition and support for
citizen-oriented activities is essential in this area. This extends both
to financial support for Science Shops and similar ventures (which
typically struggle to survive) and to recognition of the professional
contribution of those scientists who are active in this area. If issues of
‘science and its publics’ are to be taken at all seriously, then it is not
possible for such initiatives to operate only at the margins of the
academic system.

The Northern Ireland Science Shop illustrates the need which can
exist for a science which is at least partly citizen-oriented. Sometimes
this need reflects a ‘legitimatory’ requirement – official groups take a
‘scientific’ report more ser iously than a community assessment
(suggesting the power of modernist institutions in such local contexts).
At other times, the pattern can be closer to that found in Chapter 4
– groups are seeking an ‘independent’ account in order to compare
views. As one Northern Ireland group put this concerning a dispute
over contaminated land: ‘It is difficult for local people and potential
workers on the site to know if it is safe or not since independent
information is so hard to come by’.53 Or, as the same group also put
it: ‘Official versions may be accurate, but when people are concerned
for their health, the community should be able to monitor
developments for themselves’.54
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Science Shops seem to have the capacity both to of fer
‘independence’ and to enable communities to ‘monitor for
themselves’. As this chapter has suggested, this task is far from easy
but neither does it appear impossible.

Towards a citizen science?

Discussion in this chapter has considered various models and ‘social
exper iments’ intended to produce a more effective and open
relationship between science, technology and citizen concerns. At
times, the excitement of actually making this interaction work has
been very tangible – what Stewart calls the ‘magic’ of Science Shop
work.55 This magic and excitement should not be dismissed – they
suggest at least the possibility of a more positive relationship between
science and citizens (and also provide an important motivation for
even attempting this).

We have stressed the structural problems which bedevil this area –
of which the most fundamental concerns the gap between scientific
and citizen perspectives on social issues and concerns. Of course, this
rather pessimistic conclusion follows closely from the analyses
presented in Chapters 4 and 5 where, for example, locally-generated
understandings of a hazard situation sat uneasily alongside, and were
often confrontational with, ‘official’ and scientifically legitimated
forms of knowledge.

This is not to argue that these different forms of understanding are
necessar ily incommensurable – although this conclusion can be
tempting when considering the failures of past communication. We
have also seen that the ‘Science Shop’ model has at least the potential
to engage constructively with ‘science’ and ‘citizens’. Equally, the
CTA approach has possibilities in this area – although it must
somehow deal with the issues of this book if it is to be ‘constructive’
in the sense advocated here.

As a final note in this chapter, it would be useful to consider the
bare elements of what a ‘citizen science’ might involve. Such a term in
this context implies a ‘meeting point’ between different forms of
knowledge and understanding. It also implies the possibility of cross-
fertilization within a diverse area of different knowledges. Especially
for the institutions of science, it will involve change but also a
reflexivity in the face of social pressures. ‘Citizen science’ thus implies
the recognition of new social and knowledge relations which:
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• are wil l ing to engage with non-scient i f ica l ly generated
understandings and exper tises. As the Science Shop case
suggests, this may involve difficult negotiations about project
design and methodology in order to incorporate the knowledges
but also sensitivities of external groups;

• are heterogeneous in form rather than trying to impose a
unitary consensus. It seems to follow from all the examples in
this book that no single ‘knowledge’ exists regarding risk and
environmental issues but rather a plurality of knowledge forms
which need to be acknowledged and built upon;

• are prepared to engage with the ‘problem situations’ which give
rise to citizen concerns rather than merely attempting to filter
out science from non-science (or ‘science’ from ‘social science’).
Citizen concerns will not fall easily within established academic
categories;

• are reflexive in terms of the uncertainties and limitations but
also the constructive possibilities for science within everyday
life;

• are institutionally flexible and open to change. Progress cannot
be made without the support of powerful institutions – but they
must also be prepared to reconsider their own practices.

 
Quite obviously, the creation of such a ‘citizen science’ is a

major challenge – although it might be argued that some of the
more positive examples of social exper imentation represent an
already developing response. Clearly also, this is a challenge not just
to science but also to wider society. However, the alternatives are
either to argue that the current relationship between science and
ci t i zens  i s  unproblemat ic  and there fore  does  not  require
modification (a conclusion which is disputed by all the evidence in
this book) or to deny that science should have everyday relevance
(which will inevitably lead to an even greater public onslaught on
science).
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7
 

SCIENCE, CITIZENSHIP
AND TROUBLED

MODERNITY

Environmental  problems are  not  problems of our
surroundings, but – in their or igins and through their
consequences – are thoroughly social problems, problems of
people, their history, their living conditions, their relation to
the world and reality, their social, cultural and living
conditions. . . . At the end of the twentieth century nature is
society and society is also ‘nature’.1

 
 

Modernity reaches that new stage . . . when it is able to face
up to the fact that science, for all one knows and can know,
is one story among many. ‘To face up’ means to accept that
certainty is not to be, and yet persevere in the pursuit of
knowledge. . . . ‘To face up’ to this fact means to know that
the journey has no clear destination – and yet persevere in
the travel.2

 
This final chapter intends – as final chapters generally do – to bring
together the underlying themes and issues of Citizen Science. However,
and after several unsuccessful attempts at this, it is quite clear that there
is no easy synthesis on offer which can replace enlightenment/modernist
thinking.

What should also have been immediately obvious to this author is
that such a conclusion follows directly from the whole argument of this
book. The very notion of ‘freeing the voices’ (as suggested in Chapter 5)
implies an openness to diverse understandings and knowledges. It also
suggests the need for reflexivity and the sceptical analysis of knowledge
claims. In that sense, this account has offered ‘one story among many’.
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For it now to claim priority over all alternative stories would be dishonest.
Equally, this book is not designed as an exercise in ventriloquism – the
point is to establish a framework where diverse expertises are given
legitimate status rather than to speak on behalf of those who can speak
more eloquently for themselves.

However, the lack of an easy synthesis and a denial of sociological
ventriloquism does not end – but should rather open – the discussion of
expertise, citizens and sustainability. As Bauman suggests, ‘facing up’ to
the limits and uncertainties of our knowledge systems does not mean
‘giving up’.3 Instead, the evidence and argumentation of this book should
be read as presenting a substantial challenge to scientific institutions and
to citizens.

Thus, the reconstitution and reintegration of science within everyday
life may prove painful for institutions which would prefer a less reflexive
mode of existence – and which have often been sheltered from the more
critical commentaries found in this book. However, it seems vital both
for the practice of science and for sustainable development that this
emerging context should be seen as a challenge and an opportunity. This
book should not be interpreted, therefore, as an assault on science but
rather as an argument for its reformation within the contexts of everyday
life. Equally, as will be suggested, social science must reconsider its own
contribution to these issues of science, citizenship and sustainability.

In this conclusion, therefore, I am going to suggest how we might
now move on in terms of social and technical responses to the specific
matter of environmental threats. The journey may indeed possess no clear
destination – or, perhaps, the route of the journey may only be clear
when we look back.4 However, the loss of such certainties should serve
as a stimulus to that journey. It may well be that – at least in formal
institutional terms – we have been standing still for too long.

This discussion should begin with the knowledges and institutions of
science which have been so important throughout this account. In
particular, Beck and Giddens typically present a very ‘essentialist’ view
of science – as if it was indeed a single enterprise following one set of
goals and practices. By contrast, the Sociology of Scientific Knowledge-
based analysis here has acknowledged that there is a substantial diversity
and difference within contemporary scientific practice. It may, therefore,
be that this heterogeneity offers a more sustainable foundation for
knowledge relations than is assumed by externalist accounts of science.

In particular, the ‘science-centredness’ of decision-making (see Chapter
3) does not necessitate the reductionist form of scientific assessment
encountered in cases such as BSE or 2,4,5–T (where, for example, a very



170

SCIENCE, CITIZENSHIP AND TROUBLED MODERNITY

narrow range of evidence is taken into account). The question, therefore,
becomes not whether science should be applied to environmental (and,
of course, other) questions but rather which form of science is most
appropriate and in what relationship to other forms of knowledge and
understanding.

As we will shortly discuss, a move away from essentialism opens up
more productive possibilities in the relationship between science, citizens
and the environment. As Barnes has expressed this, our focus should not
solely be on a critique of science in itself but also on the current
framework of knowledge relations which gives ascendancy to some
knowledge forms over others: ‘the power to determine which expert is
believed is the important form of power . . . not the power of experts
themselves’.5

In what ways might the institutional frameworks for the development
and selection of expertise be altered so as to accommodate the evidence
of this book?

Science and sustainability

If we now move directly to the discussion of new possibilities for
scientific intervention in environmental questions, then one
immediate point concerns the desirability of a ‘precautionary’
approach. One regular theme of the cases discussed here has been
the struggle of public and environmentalist groups to have r isk
concerns taken seriously. Until ‘sufficient proof’ is offered, existing
pract ice continues. The burden then l ies  with ci t izen and
environmentalist groups – with ‘evidence’ being viewed in a
particularly narrow fashion. Wynne and Mayer have labelled British
policy in this area as indeed reductionist in character:
 

that is, breaking down an area into its smallest components
in the belief that only these directly observable and
measurable paths matter. It often takes the view that factors
have no significance unless they can be traced directly into
a cause-andeffect relationship. The consequence is that
research with a high degree of control over the system
being studied . . . becomes equated with ‘good science’.6

 
Wynne and Mayer, in contrast, stress the uncer tainty and

ignorance within scientific understanding of the environment.
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Current notions of ‘good science’, however, struggle to deal with
such unavoidable characteristics:
 

What is needed is a different, ‘greener’ culture of good
science. As well as giving a greater value to areas of science
such as ecology which consider the environment in its
broader context, i t  would value the usefulness  of
observation and, crucially, embody a wider responsibility
which incorporated the recognition of ignorance.7

 
The ‘greener science’ for which they cal l  would oppose

reductionism with an open acknowledgement of the limitations and
uncertainties of science. It would also permit open debate rather than
allowing the dominance of one definition of ‘good science’. Equally, it
would serve as a check on powerful institutions which currently sponsor
the bulk of ‘relevant’ research. For individual scientists, this would allow
the expression of doubts and legitimate concerns. Thus, a scientistic and
reductionist policy culture could give way to a more mature and all-
encompassing assessment of the relationship between science and the
environment. In that way too, scientific expertise could work towards
sustainability rather than standing as an impediment to change: ‘It is
irresponsible to dismiss this attempt to recognise science in its wider
context as unscientific as it accords science a necessary but redefined
role in a wider challenge it has yet to fully recognize’.8

The call from Wynne and Mayer for a more productive form of
scientific intervention – especially in terms of the shift away from
reductionism – fits well with the analysis in this book. However, it
follows very closely from the previous discussion that this new role must
also recognize a place for citizen knowledges and understandings. A
‘greener’ science may nevertheless be unable to connect with non-
scientific expertises and with socially sustainable ways of life. Funtowicz
and Ravetz have attempted to incorporate this dimension in their
discussion of ‘post-normal’ science:
 

This emerging science fosters a new methodology. . . . In this,
uncertainty is not banished but is managed, and values are not
presupposed but are made explicit. The model for scientific
argument is not a formalized deduction but an interactive
dialogue. The paradigmatic science is no longer one in which
location . . . and process are irrelevant to explanation. The
historical dimension, including reflection on humanity’s past



172

SCIENCE, CITIZENSHIP AND TROUBLED MODERNITY

and future, is becoming an integral part of the scientific
characterisation of Nature.9

 
Particularly important to this discussion is Funtowicz and Ravetz’s

treatment of ‘extended peer communities’. As they express this in terms
redolent of ‘citizen science’ (or, as they prefer, ‘popular epidemiology’):
 

persons directly affected by an environmental problem will
have a keener awareness of its symptoms, and a more pressing
concern with the quality of official reassurances, than those
in any other role. Thus they perform a function analogous to
that of professional colleagues in the peer review or refereeing
process in traditional science, which otherwise might not occur
in these new contexts.10

 
This concept of ‘extended peer review’ works at a complementary

level to Wynne and Mayer’s case for more open debate within the
‘greening of science’. In particular, Funtowicz and Ravetz see the
‘creative conflict’ between ‘popular’ and ‘expert’ epidemiologies as
serving to improve scientific knowledge (and also scientifically informed
decision-making). Thus, in the terms of this book, the current impasse
within the relations of science, citizens and sustainable development
becomes transformed into a source of improved understanding and
sustainable environmental response.
 

When problems lack neat solutions, when environmental and
ethical aspects of the issues are prominent, when the
phenomena themselves are ambiguous, and when all research
techniques are open to methodological criticism, then the
debates on quality are not enhanced by the exclusion of all
but the specialist researchers and official experts. The extension
of the peer community is then not merely an ethical or
political act; it can possibly enrich the processes of scientific
investigation.11

 
One major negative characteristic of orthodox ‘deficit’ theories is

that they operate on precisely the opposite principle. Ultimately,
however, Funtowicz and Ravetz’s argument is for an enhanced quality
of scientific understanding – a quality which is undermined by current
‘enlightenment’ assumptions and the accompanying insulation of
scientific institutions from broader scrutiny and enquiry.
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Let us be quite clear about this; we are not arguing for the
democratization of science on the basis of a generalized wish
for the greatest possible extension of democracy in society.
The epistemological analysis of post-normal science, rooted
in the practical tasks of quality assurance, shows that such an
extension of peer communities, with the corresponding
extension of facts, is necessary for the effectiveness of science
in meeting the new challenges of global environmental
problems.12

 
The task is not to remove science from decision-making nor to erode

its significance. Instead, questions of citizen science and sustainability
present a challenge to integrate scientific expertise with other
assessments, problem definitions and expertises; to acknowledge diversity
as a positive element within sustainable development and to appreciate
the inter-connectedness of ‘social’, ‘environmental’ and ‘technical’ issues
and concerns. Such a challenge once again suggests the new agenda
and new possibilities created by our current stage of social and
technological development. As Beck puts this:
 

The other side of the uncertainty that the risk society brings
upon tormented humanity is the opportunity to find and
activate the increase of equality, freedom and self-expression
promised by modernity, against the limitations, the functional
imperatives and the fatalism of progress in industrial society.13

 
It also follows from our discussion that no single framework or

blueprint will meet this important social and technical challenge. The
call for a reassessment of science’s contribution to environmental
questions, for a wider social debate, and for the acknowledgement of
emerging forms of peer review should all be seen as necessary – but
necessarily partial – elements of a broader sociotechnical response. The
challenge is to achieve a flexible and responsive set of institutional
structures for the development and scrutiny of expert knowledges of
different kinds. As has already been stressed, the point is not to sweep
aside one knowledge form and to replace it with another. Instead, we
need to recognize the contextual and partial nature of all the forms of
understanding discussed in this book.

Simply to state this as an institutional and cognitive challenge may
be the ver y eas ies t  par t  of  the exercise – a l though an
acknowledgement of even this is not currently widespread (as the
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various case-histories in this book strongly suggest). However, and as
an indication of more positive responses which are already
occurring, we can point to certain contemporary initiatives. The
Science Shop may be one such example. As discussed in the previous
chapter, the difficulties of this model do at least clarify the nature of
the challenges involved. There is also some sign for optimism that
scientists and citizen groups can enter into dialogue – although the
leg itimacy of that dialogue may not be accepted by formal
institutions. As a social experiment, however, the Science Shop offers
one focal point for learning and debate.

In this discussion of ‘science and sustainability’, it is possible to
include other initiatives which are attempting not to offer a direct
critique of existing policy (although this may be implied) but to
build new ways of living, knowing and working. Typically, such
initiatives take the form of localized, small-scale and citizen-led
developments which aim to move away from the traditionally
obstructive role of public groups (‘either accept a technology or
block it ’ )  and attempt instead to f aci l i tate new social  and
technological possibilities for living in a broadly sustainable fashion.

These initiatives take a number of forms: they may focus on the
development of a particular technology (windmills, waste recycling,
even the domestic toilet) or, more broadly, on living in a sustainable
manner (ecological villages or the urban ecology movement in
countries such as Denmark). They may also seek to find ways of
redefining the ‘marketplace’ in which technologies are developed
and sold (by, for example, entering into co-operative arrangements
with consumers or by helping to create new forms of demand for
‘green’ products). Rather than accepting governmental notions of
the ‘path to sustainability’, the attempt has been for citizens to
develop their own means of living within the local environment.

Thus, as opposed to accepting externally developed technical
‘solutions’ to urban environmental problems, urban ecology aims to
minimize waste at its household source typically by altering everyday
practice (i.e., changing the ways of living which produce waste in
the first place).14 Efforts are also being made in, for example,
Denmark, Sweden and Germany, to move beyond recycling activities
and to establish ecological neighbourhoods or communities. Once
again, these init iat ives do not separate the ‘ technical ’ , the
‘environmental’ and the ‘social’ but work in a manner compatible
with specific needs and requirements. Such initiatives are not
without their difficulties – and not least at the level of accessing
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external expertise. However, they do offer a means of responding to
citizen demand at an immediate, local and contextually appropriate
level. We see here also an approach to sustainable development which
builds positively upon citizen experiences rather than seeking to
enforce change from above.15

One other characteristic of initiatives such as these is that they do
not represent a wholesale rejection of science (or of Beck’s broad
‘scientific rationality’).16 Instead, the emerging practical experience
is of a much more measured and case-specific evaluation by citizen
groups of different ways of knowing and living. Accusations of ‘anti-
science’ profoundly misrepresent current developments. Only once
the easy comfort of such accusations has been abandoned can the
real institutional challenges be faced.

Thus, from the perspective of certain scientists and scientific
institutions such initiatives and suggestions may evoke scepticism and
even hostility. Attempts at establishing ecological communities, urban
ecology schemes or Science Shops stand – at least in many Western
countr ies  – apar t  f rom the mainstream of sc ience–publ ic
interactions. Their suggestion of a new, and more humble, role for
science fits awkwardly with the rhetoric of groups such as the Royal
Society. Their requirement that scientists should be reflexive in the
face of public demands sits uneasily with the defiant rhetoric of
modernity. Attention to the sites of scientific implementation and
social practice transgresses current scientific norms and procedures.
Recognition of professional service in such areas seems a long way
from current institutional practice.

All of these challenges offer both a threat and an opportunity to
scientific institutions. I would prefer at this stage to stress the
opportunities which are being created within the particular area of
sustainable development – the challenges have been dealt with
sufficiently in the previous chapters.

In the first place, and as Funtowicz and Ravetz have argued, the
opening up of science to a wider set of knowledges and sources of
enquiry can only be beneficial to the growth of knowledge
regarding environmental response.17 This follows from the social and
technical complexity of building sustainable futures. Put simply, we
need to develop and extend our critical antennae if we are to cope
with this order of complexity. The challenge of sustainability offers
new avenues for self-critical and self-aware forms of knowledge and
understanding. Science should play an important role in this
development.
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Going further, the ‘deficit’ notion typically distances such
institutions from their publics and precludes the possibility of more
constructive inter-linkages. Meanwhile, it is quite clear that scientific
assumptions about the publ ic and ever yday behaviour are
unavoidable – as numerous cases within this book have explored (for
example, assumptions about the local public in the event of a
petrochemical accident or about farmworkers operating ‘in the
recommended way’ with pesticides). If everyday l i fe is the
‘laboratory’ in which risk and environmental threat is evaluated,
then assumptions about human as well as ‘natural’ variables must be
made (and indeed it becomes impossible to separate the two).

The bas i s  on which these assumptions are made seems
nevertheless unclear – they are implicit and generally undefended.
We have also seen the apparent inflexibility of such assumptions in
the face of public critique. The prevalent notion of ‘good science’
shields scientific assessments from the contexts of application
including, crucia l ly, the socia l  ar rangements within which
application occurs. The opportunity now – both in analytical and
practical terms – is to open up these constructions of the public to
critical scrutiny – including, of course, that of the public itself. Such
a move implies new possibilities for scientific practice – and also for
the social scientific appraisal of science–public relations.

The suggestion for extended peer review may offer a partial way
forward here. It seems unavoidable, however, that the wider practice
of scientific institutions needs to be made more transparent so that
implicit social models as they function within science can be
considered. Such a move would not be without its difficulties – but
it would also suggest an important development of the relationship
between science, citizens and sustainable development.

There are a number of specific and general forms which this
transparency might take: the greater inclusion of public groups in
scientific pr ior ity-setting (e.g., at the level of science policy-
making); the creation of new fora for discussing the scientific
understanding of the public as this operates within scientific and
technological development (e.g., with regard to the innovation
process); support from scientific and related institutions for public
debate which goes beyond the rigid and defensive parameters of the
‘public understanding of science’; support for local and citizen-
defined initiatives which seek to ‘make sense’ of science within the
conditions of everyday life (e.g., the Science Shop model); the
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education of scientists in the wider dimensions of the relationship
between science and the social structure.

The central point, however, is that questions of the public
understanding of science lead back to the social and technical
processes which produce new sciences and technologies. At the
analytical level, we need to know more about how and at what level
assumptions about ‘the public’ influence the form and direction of
these processes. In more policy terms, the need is to open these up
to wider scrutiny. There seems every possibility that such scrutiny
would benefit scientific institutions – as well as assisting the social
and scientific relations of sustainability.

Whilst the wider challenges of sustainability contain both threats
and opportunities for science, the implications for citizenship must
also be considered. In particular, where does this discussion of
science and susta inabi l i ty take our underlying notions of
‘environmental citizenship’?

Citizenship and sustainability

At one level, the traditional concerns of citizenship have been
central to this account. Thus, many of our cases have touched upon
matters of inequality, relative power (or powerlessness) and social
class. As one of the respondents noted in Chapter 4, high-level
technical skills (in that case, a PhD in Chemistry) are useless without
the capacity to change the local situation. Hazardous environments
and social powerlessness do indeed seem to coexist.

In that sense, Beck’s ‘boomerang effect’ claim that in the ‘risk
society’ even the rich and powerful are not safe may be correct but
also misleading. Whilst it is difficult to buy immunity from the
effects of ozone depletion, not every class in society is equally
exposed to local environmental pollution or workplace hazards.
Money can indeed buy at least partial immunity – it comes as no
surprise that wealth should also have its environmental privileges.
Equally, the worldwide effects of global environmental disaster are
likely to affect the poor of the earth before the rich.

In an important fashion, therefore, environmental citizenship
raises many familiar questions of power and equality in a relatively
new setting. In that sense also, the late modern claim that a
transformation has taken place in the central questions and concerns
of everyday life must surely be mistaken.
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At another level, however, citizenship has indeed taken on new
meanings in the environmental context. Thus, one fundamental
expression of citizenship has been in parliamentary democracy and
political parties – and yet their role here has been marginal. Equally,
the regulatory activities of the State have appeared remote from
citizen demands and typically something to be struggled with rather
than relied upon.

Most impor tantly for this book, traditional treatments of
citizenship have concerned themselves very little with questions of
knowledge and expertise. While such questions overlap with matters
of empowerment and democracy, they also bring a new element into
focus: the linkage between ways of knowing and of acting.
Meanwhile, discussions of science and citizenship (e.g., in the
‘science for the people’ mode) have seen ‘knowledge’ as an obstacle
to citizen demands – but without challenging the enlightenment
assumptions upon which such a problem formulation is based.

More positively, as we saw in Chapter 5, citizens have become
their own resource – including of course the exper tises and
understandings which they can generate. One powerful aspect of
environmental response has been its connection with the actions of
citizens at the most immediate level – involving everyday behaviour
as consumers, workers and residents as well as with self-consciously
global initiatives. Practical action becomes possible at levels removed
from the ‘mainstream’ concerns of what is usually defined as
‘politics’.

Perhaps the key point about this expression of citizenship is that
environmental response functions within the terms and conditions of
citizens themselves rather than being framed by State-led activities.
We can thus (following, for example, Turner) portray environmental
citizenship as representing pressure ‘from below’ rather than
conforming with the framework decided ‘above’ (i.e., the State).18

If sustainability is to build upon evolving patterns of everyday life,
then this point seems essentia l . At least  to some general ly
unacknowledged degree, the social and technological arrangements
upon which sustainability depends are being created far from the
global conferences and international wrangling over that topic.
Indeed, many of the citizen groups may never have heard of the
term ‘sustainable development’. Particular care is needed lest this
naturalistic and inter-governmental discourse becomes a constraint
on local initiative rather than a stimulus. The challenge now is to
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find more positive means to draw upon such local initiative rather
than to see it as an unfortunate distraction from the ‘global agenda’.

The other point about this ‘bottom up’ notion of environmental
citizenship is that it permits the expression of needs and concerns in
a positive fashion. Put differently, it works at the level of demand
rather than as a response to the available supply of centrally co-
ordinated options and possibilities. In that way also, it will stimulate
institutions to respond to the new climate of environmental action.

Drawing also upon Turner’s discussion of citizenship, the form of
citizenship under discussion here deals simultaneously with the
‘public space’ and the ‘private space’. Quite clearly, issues of risk and
the environment involve public matters of regulation and control –
in that sense, the environment is an ‘external’ threat which engages
us at a collective level. However, the issues discussed here are also
deeply private in character. They force us as individuals to reconsider
our view of the world, to challenge the trust we accord to
institutions and key individuals, to assess our personal lifestyle and
consumer decisions.

The environment, therefore, sits in both public and private space;
it challenges us in terms of public policy but also raises personal
questions of a profound and ethical kind. At the same time, and as
the first quotation at the beginning of this chapter reminds us,
‘environmental problems . . . are thoroughly social problems’.
Citizenship issues are therefore central rather than peripheral to
sustainable development.

In this, r isk and environmental questions pose substantial
challenges to prevailing notions of citizenship – which often separate
the public from the private (voting behaviour is then understood at
the society-wide level rather than being seen as the outcome of
personal and ethical choices). This important characteristic again
suggests that conventional top-down political responses are unlikely
to be sufficient.

Crucially also, citizenship in this area has begun to concern itself
with the direction of scientific and technological change. Questions,
for example, of the safety of 2,4,5–T can lead to a fur ther
questioning of chemical pesticides and the possibility of alternative
approaches to weed control. The expression of risk concerns has thus
led (albeit in a limited and indirect way) to a wider scrutiny of the
knowledge forms and institutional processes which produce risk and
environmental threat. This seems an avenue of citizenship which has
long been shielded from discussion and debate. The contemporary
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attack on ‘public irrationality’ then appears as a last desperate effort
at foreclosing this debate. It may already be too late for such a
rearguard action.

Ultimately, the main significance of environmental citizenship is
in providing a meeting point for a number of current dichotomies:
bringing together the ‘social’ and the ‘natural’, the ‘local’ and the
‘global’, the ‘personal’ and the ‘public’, the ‘technical’ and the
‘everyday’. In so doing, we can see the possibility of an approach to
sustainable development which is rooted in the preferred living
practices and social arrangements of citizens rather than in accepted
institutional arrangements and unchallenged relations of knowledge
and power.

It may well be that the ‘environmental citizen’ is not a totally new
phenomenon. The inter-relations and dichotomies opened up by this
notion of environmental citizenship are also and by nature
problematic. Thus, for example, at the level of sloganizing, the ‘local’
and the ‘global’ may be connected. The precise nature of this
connection within everyday life is, however, far from straightforward.
Nevertheless, the issue for policy responses is to facilitate rather than
obstruct these dialectic and creative processes of enquiry.

Science, citizen science and social science

Finally, as I hope to have already made apparent, one of the most
exciting aspects of the developing context for science, citizenship
and sustainability concerns the new possibilities created for a
constructive, challenging and forward-looking relationship between
science, public groups and the social sciences. Issues of citizen
science inevitably draw upon all three as has been extensively
discussed. For social science, this will pose a challenge as great as that
to the other two categories.

The call is for a social scientific analysis which is theoretically and
empir ically sophisticated and, because of this, is able to deal
symmetrically with both scientific and public statements. Notions of
late modernity and the risk society serve an important purpose in
stimulating the sociological imagination – even if they also offer an
overblown por trayal  of radical  transformation and change.
Meanwhile, SSK and its emphasis on the particular conditions of
knowledge generation and transmission serve to stress that the ‘local’
is not simply a validation of the epochal changes identified by social
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theorists. It is instead the context within which change is brought
about.

In that way too, the relationship between the ‘local’ and the
‘global’ is as much a matter for social scientific analysis as it is for
citizen and scientific groups. This book’s attempt has been to portray
the relationship as dialectic in nature. We have indeed been
‘following the actors’19 as methodological situationism directs.
Equally, the critique of modernity as discussed in this book has
consequences for the grand narratives of sociology as well as for
those of science (Beck and Giddens place themselves in an obviously
paradoxical situation in this regard). However, none of this is an
argument for ignor ing the wider inter-connect ions and
consequences of local actions. The sociological imagination is
precisely about the interplay between the local and the global,
between the biographical and the broadly historical.20

Equally, as Mulkay has expressed it:
 

I have come to see sociology’s ultimate task, not as that of
reporting neutrally the facts about an objective social
world, but as that of engaging actively in the world in order
to create the possibilities of alternative forms of social life.21

 
This is clearly a task for the sociologist which is every bit as

fraught as that presented to the scientist. In particular, ‘engaging
actively’ will involve social scientists reappraising their knowledge
structures and relationships to ‘external’ groups in exactly the same
way that this book has suggested for other scientists. Nevertheless,
the goal of a development path which is socially sustainable requires
that this be undertaken and indeed makes the task worthwhile. More
particularly, the need is for a sociological account which is ‘situated’
within the contexts of everyday life rather than seeking to impose
itself from the outside. At the same time, ‘engaging actively’ involves
a willingness to question and challenge rather than simply obey the
acknowledged framework of understanding and interpretation.

It may also be that the collapse of the Society/Nature barrier and
the recognition of ‘citizen science’ have even more radical
implications for the relationship between the social and natural
sciences. Certainly, the enlightenment worldview which created
these categories is, as we have seen, under substantial assault. If
sociology was created through the separation of the ‘social’ and the
‘natura l ’  (and l ikewise for the natura l  sc iences) , then a
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reconsideration is now required. The same is true for the distinction
between ‘citizen’ and ‘technical’ knowledges.

Put in this way, the various case-histories and initiatives described
in this book do indeed become the experimental testing ground for
knowing and living in the future. The challenge is then not just to
find a mode of sustainable development but also of sustainable
knowledge. The challenge to both ‘social’ and ‘natural’ science
should not be underestimated. In particular, it seems essential that we
abandon the prevailing separation of the ‘social’ and the ‘technical’
dimensions of environmental response. If nothing else, this book has
suggested that in the new context of sustainability, the existing
institutional structures of knowledge generation will need to be
revisited and restructured.

It is not simply that environmental concerns will be channelled
through the current relations between science, citizenship and
modernity – those re lat ions a l so shape and construct our
environmental awareness. Equally, environmental threat does not sit
apart from a wider range of threats to our sense of identity and
secur ity. The cr is i s  of the environment is  unavoidably and
simultaneously a wider challenge to our ways of knowing and acting
in the world – including the relationship between various forms of
expert knowledge and understanding. Our ability to cope with the
threats and challenges of the environment will also be a wider test (if
such were needed) of our ability to sustain current relations of
knowledge and social action.
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