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Foreword 

This challenging work, How Things Shape the Mind, qualifies as one of the 

most important contributions of recent years to the study of human 

origins. Since any study of the origins of humankind has to deal with the 

· archaeological record, the book clearly makes a major contribution to the 

emerging field of cognitive archaeology-the archaeology of mind. Yet its 

scope and its consistent application of Material Engagement Theory take 

it much further than the flints and potsherds of the archaeological record, 

permitting it to examine in a deep way how the human mental capacities 

that have their primary location in the brain (within the skull) are not 

separable in any serious consideration from their expression in action. This 

is effected through the body of the individual, and then through artifacts­

the material things we utilize in any action. This expression in action also 

operates through the activities undertaken by other people who are in 

communication with that active individual, or are influenced by the 

things, the external symbols (objects, signs, writing), so created. The insep­

arability of thought, action, and material things is a basic principle of 

Material Engagement Theory. Its development here by Lambros Malafouris 

has significant implications not only for scholars studying human origins 

but for all those seeking to understand the foundations of human action 

and the roots of sociality. 

With How Things Shape the Mind Lambros Malafouris offers a deeper 

understanding of a central question: What is it to be human? Just what is 

it that distinguishes us humans from other animals? He does so not only 

in the restricted sense of describing the evolutionary path followed by our 

species, but with the much broader aim of analyzing just what it was that 

changed as humankind developed from ape-like ancestors. This involves 

formulating a clear view of the nature of mind. The crux, it turns out, is 
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how we interact with the world, and with things in the world. This 
process of human engagement with the material world is the focus of 
Malafouris' analysis. The product of this analysis is Material Engagement 
Theory; 

Jn this remarkable book, Malafouris undertakes a fundamental review 
of the way we seek to understand human prehistory. He demonstrates that 
separating mind and body is unhelpful when we are talking about human 
action. _That dualism, which has been dominant in Western thought since 
the time of Descartes, has been a source of confusion that has proved dif­
ficult to overcome. Malafouris takes up the challenge by developing a 
theory of material engagement that foregrounds the role of things in the 
processes of human cognition. Only by rethinking the very nature of mind 
in this way is it possible to reexamine the process of the emergence of our 
species from our earlier ancestors and the important developments of 
human abilities and of culture as they are increasingly revealed by archaeo­
logical research. 

Much of the evidence for these processes derives from the practice of 
archaeology. The focus is on the process of becoming human. �ut although 
the time span implied by that process extends back a million years and 
more, the outcome is very much in the present. We are all involved today, 
as members of the species Homo sapiens and as inheritors of the generations 
that have preceded us, in the human condition, which we all share. So the 
reassessment offered here of the nature of mind and of the processes of 
cognition, though rooted in the prehistoric past, is directly applicable to 
the present .. It bears directly on what we are today, on the world we have 
together, over the generations, created, and on how each new generation 
accommodates to that world and then proceeds to change it. 

It is a feature of the radical nature of Malafouris' reassessment of the 
development of human cognition that his discussion is as much philo­
sophical as archaeological, certainly in the systematic discussions in parts 
I and II. Only in part Ill, where specific processes are discussed, do archaeo­
logical examples move into the foreground. There Malafouris shows how 
the processes of making things with the hands, exemplified by the produc­
tion of tools in the Stone Age, shaped the processes of human cognition. 
He analyzes the production of marks and of symbols, using examples that 
pre-date the development of writing. And in his discussion of the potter's 
wheel he demonstrates that to separate body from mind in the discussion 
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is fruitless, and that an approach is needed in terms of the potter's material 
engagement with the world he or she is in. 

With the production of the frrst stone tools our ancestors took the first 
steps in the production of material culture. With the frrst engraved or 
painted signs they initiated the processes that led to the external storage 
of information and ultimately to writing. With modeling in clay and sub­
sequently with the potter's wheel they went beyond the limitations of the 
body itself. With the constructions of the architect and the planner they 
began to develop the tectonic environment in which we all live and 
operate. These are the telling examples that Malafouris analyzes in part III, 
having introduced the Material Engagement approach in part 1 and out­
lined its theoretical foundations in part II. In part Ill he develops his cri­
tique of "cognitivism" (the misconception that the mind is simply a 
computer located within the brain) and argues that the mind is to be 
understood as embodied, indeed as extended beyond the body, and beyond 
the individual, and as interacting with the things of the material world. 

All of this has a powerful impact on the freld of cognitive archaeology. 
Cognitive archaeology is no longer seen as the attempt simply to recon­
struct some early and elusive symbolic concepts, seen as situated at almost 
unattainable rungs up some notional ladder of inference. It is understood, 
rather, to be a program of exploration and investigation by which we can 
seek to understand the basic foundations of human society and culture. 
Yet although these issues certainly encompass the freld of cognitive archae­
ology, they go well beyond its confines. They impinge on neuroscience, 
on ethology, and on sociology, and they raise a number of issues in 
philosophy. 

This is a book with many implications for the theory and the practice 
of archaeology. It opens the way to a clearer understanding of the qualities 
and capacities that defrne us and constitute our essential nature, and of 
how they came about. It deals coherently and consistently with the ques­
tion of how we have become what we are today, and indeed with the 
question of what it means to be human. 

C�Jin Renfrew 
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1 Introduction 

Chronesthesia, the prehistory of mind 

Prehistory, in addition to designating a vast span of time, also has a second, 
deeply philosophical sense: It is "the discipline by which we study our­
selves and investigate the way we have come to be as we are" (Renfrew 
2007, viii). The research field we call the archaeology of mind, or cognitive 
archaeology, can be understood along similar lines: It is a prehistory as 
much as it is a chronesthesis. By 1chronesthesia' I mean the form of conM 
sciousness that enables us humans to be aware, in the present1 of our past 
and our possible future (Tulving 2002). Cognitive archaeology provides a 
memory path for reconstructing the autobiography, and thus the identity, 
of our species-who we are and how we got here. In a certain way, then, 
one could see the archaeology of mind as a form of consciousness as much 
as a philosophy, an anthropology, and a prehistory of human becoming. 
Of course, the kind of mental time travel this involves can be realized only 
through .the material remains of the past-it is mental as much as it is 
physical. Individual memories now give way to long-term transformations 
of material signs and complex recursive interactions between people and 
things that lead from earliest human prehistory to the present. I suggest 
that the archaeology of mind, more than anything else, signifies this dis­
tinctively human search for understanding the intimate links between 
being and becoming. These are simple and, I hope, uncontestable state­
ments. But precisely how could the ongoing and multifaceted archaeologi­
cal quest for human identity be transformed into a coherent research 
program focusing on the long-term making and evolution of the human 
mind? A number of challenging questions immediately confront us: What 
might constitute an archaeological trace of human thought? What is the 
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ontology of those material signs and traces? What questions should we 
ask of them? How can we identify, understand, and assess the different 
forms that they take? How are we to follow the cultural trajectories and 
make better use of the long-term biographies of the signs, lines, and traces 
that can be found in different phases of the archaeological record? These 
are important questions for cognitive archaeology. They remain largely 
unanswered. 

In this book, I shall try to meet this challenge by laying the foundations 
of a theory of material epgagement. Material Engagement Theory repre­
sents the effort of many years to build an interdisciplinary analytical 
framework able to recast the boundaries of the mind and redress the 
balance of the cognitive equation by bringing materiality-that is, the 
world of things, artifacts, objects, materials, and material signs-firmly into 
the cognitive fold. Highlighting the cognitive efficacy and the embodied 
dynamics of past and present material culture, I sketch a very different 
picture of the nature of interaction between persons and things. It is an 
open picture with permeable boundaries, and it is so for a very good 
reason: It maps a cognitive landscape in which brains, bodies, and things 
play equal roles in the drama of human cognitive becoming. The Material 
Engagement approach proposes a new way of thinking about minds and 
things that, I hope, will help us answer the question that is central to this 
book: How do things shape the mind? 

Recasting the boundaries of the mind 

I will briefly introduce the differentiating feature of the new theoretical 
framework of material engagement by raising an unexpected but extremely 
important question: Where does the mind stop and the rest of the world 
begin? This question, which hardly received any explicit attention in 
archaeology, recently became popular in the context of philosophical dis­
cussions of the embodied, extended, enacted, and distributed nature of the 
mind. (See, e.g., Clark and Chalmers 1998.) 

Answering the question seems easy enough at first, which explains why 
the question may sound odd to some people: The mind is the sort of thing 
that thinks, and thinking is the sort of activity that takes place inside 
people's brains. We may still be far from reaching a consensus about what 
sort of stuff minds are made off, but mainstream philosophy and cognitive 
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science appear to be in agreement about where we should be looking for 
the mind's stuff: inside the head. 

1 think this well-entrenched view is quite mistaken. As deeply intuitive 
as this assumption about the boundaries of the mind may be, it is largely 
misconceived. 1 will show that what at first seems obvious enough to be taken 
for granted is, on closer inspection, more of an acquired predisposition­
one that continues to reiterate a 1'dualist/1 11internalist," and nowadays 
largely 11neurocentric11 view of mind. Such a view, I argue in this book, 
threatens to obscure much that is of value in the archaeology, the anthro­
pology, and the philosophy of mind and in our understanding of the 
nature of the relationship between cognition and material culture. 

Drawing on recent work on enactive, distributed, and extended cogni­
tion, 1 will suggest that, contrary to what classical cognitive science believes 
and cognitive archaeology often implicitly reiterates, what is outside the 
head may not necessarily be outside the mind. Natural as it may seem 
(especially from the perspectives of other disciplines) to point to the 
human brain as the seat of all that is truly mental, from an archaeological 
viewpoint I see no compelling reason why the study of the mind should 
stop at the skin or at the skull. It would, I suggest, be more productive to 
explore the hypothesis that human intelligence "spreads out" beyond the 
skin into culture and the material world. (See Knappett 2005; Gosden 2008; 

Malafouris and Renfrew 2010.) 

I understand that a brain scan may seem more convincing as evidence 
for the active human mind than a mere assemblage of things from early 
human prehistory. However, I contend that it appears to be so only because 
of our learned convictions about what counts as a thinking process and 
about where one should be looking for constitutive ingredients of such a 
process. It is epistemological contingency, rather than metaphysical neces­
sity, that makes us see, in the various objects, marks, gestures, and lines of 
human prehistory, merely external products of human thought rather than 
integral parts of it. I will argue that these common presumptions of "men­
tality over materiality" are historical conventions rather than a priori meta­
physical truths. What in present-day neuroscience goes by the name 
blood-oxygen-level-dependent (BOLD)1 represents only one among many pos­
sible ways to look for the material traces of human thought. Neuroimaging 
techniques go only halfway toward solving the traditional mind-body 
problem. No measurement of regional brain activity, however accurate it 
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might be, can tell, in itself, the whole story. Although neuroscience indeed 
offers the best guide we have for discerning the intricate pathways and 
wirings of the neural structures and networks that support human cogni­
tive operations, I see no reason why it should be trusted to reveal the 
location and the provenance of the stuff of which human minds and selves 
are made. Where do we look for the mind, then? How can we stop think­
ing about the mind-world relationship in a dualist way? 

In this book, taking advantage of the strong archaeological preoccupa­
tion with long-term processes and the study of material culture, I intend 
to foreground the material basis of the human mind by looking beyond 
the skin and across the scales of time. Not only do I want to explore the 
different ways in which things become cognitive extensions or are incor­
porated by the human body; 1 also want to investigate how those ways 
might have changed since earliest prehistory, and what those changes 
mean for the ways we think. Thus, the reader should expect some serious 
questioning of conventional intuitions about the boundaries and where­
abouts of the human mind-questioning that will lead us to rethink many 
classical archaeological assumptions about the shape of human cognitive 
evolution and the usefulness or validity of notions such as "cognitive 
modernity" and "behavioral modernity." 

My starting point will be the classic example of the blind man's stick 
(Merleau-Ponty 1962; Polanyi 1962; Bateson 1973). 

At the tip of the blind man's stick 

(C]onsider a blind man with a stick. Where does the blind man's self begin? At 
the tip of the stick? At the handle of the stick? Or at some point halfway up the 
stick? 
-Gregory Bateson (1973, 318) 

Where do we draw, and on what basis can we draw, a delimiting line across 
the extended system that determines the blind man's perception and loco­
motion? Does the biological boundary of the skin apply in this case? More 
than four decades after Merleau-Ponty (1962), Polanyi (1962), and Bateson 
(1973) first raised the question of the blind man and his stick, it remains 
as timely as ever. (For a more detailed discussion, see Malafouris 2008b.) 
From an archaeological perspective, one need only replace the stick with 
any of the numerous artifacts and innovations that constitute the diverse 
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archaeological inventory of prehistoric material culture to realize that there 
is much more at issue here than a mere philosophical puzzle. As will be 
explored throughout this book, our answers to some of the most funda­
mental questions about the emergence of human intelligence depend on 
precisely where one decides to draw the line between the mind and the 
material world. 

I use the example of the blind man's stick as my point of departure for 
introducing the differentiating feature of my approach to the archaeology 
of mind mainly for two reasons. First, I believe it provides a refreshing 
analogy for the profound plasticity of the human mind. Using a stick, the 
blind man turns touch into sight. This "unnatural" rerouting of tactile 
processing to occipital visual cortex speaks of the reconfigurable "nature" 
of mind. In the context of archaeological thinking, this analogy serves to 
remind us that what we often see as a fixed human nature is more a flex­
ible process of ongoing human becoming-a process still in progress and 
largely unfinished. Obviously there is more than cross-modal neural plas­
ticity at issue here. The stick has its own interesting role. Tactile sensation 
is somehow projected onto the point of contact between the tip of the 
stick and the outside environment. This extension in the 11body schema11 

also means that the brain treats the stick as part of the body. One could 
see in this emergent coalition between the blind man and the stick, which 
enables the making of vision out of touch, a powerful metaphor for what 
it means to be human. For it is indeed a similar coalition (or ontological 
unity) between cognition and material culture that, I suggest, drives human 
cognitive evolution. Unfortunately, the possibility of such an ontological 
coalition, or, in fact, of a co-extension of the mental with the physical, has 

been largely ignored. In this book I seek to encourage the reader to pay 
attention to the complex "cognitive ecologies" of material engagement 
inside which, as the anthropologist Edwin Hutchins suggests, "all of the 
elements and relations potentially interact with one another and . . .  each 
is part of the environment for all of the others" (2010a, 99). 

With the latter remark in mind, let me turn to the second reason 
why I have chosen the example of the blind man's stick to introduce the 
overarching hypothesis of this book: I believe this example provides one 
of the best diachronic exemplars of what I call the gray zone of material 
engagement, i.e., the zone in which brains, bodies, and things conflate, mutu� 

ally catalyzing and constituting one another (Malafouris 2004). Mind, as the 
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anthropologist Gregory Bateson pointed out, "is not limited by the skin" 
(1973, 318), and that is why Bateson was able to recognize the stick as a 
11pathway11 instead of a boundary. Differentiating between "inside" and 
11outside11 makes no real sense for the blind man. As Bateson notes1 11the 
mental characteristics of the system are immanent, not in some part, but 
in the system as a whole" (ibid., 316). Yet for the external observer the 
question of the ontological status of the stick remains vague. How can a 
thing made of wood, plastic, or metal ever be seen as part of the machinery 
of human thought? On what grounds should we conceive of the stick as 
a component part of the blind man's living body? Are we not conflating 
conscious kinds and material kinds-agents and tools? The problem is 
complicated further if one considers that for the archaeology of mind the 
stick is not simply a "pathway along which differences are transmitted 
under transformation" (ibid., 318) but a difference in itself. Often the stick 
is, to use Marshall McLuhan's (1964) formulation, not the medium but the 
message. 

Some of the difficulty of dealing with questions of the above type stems, 
as I will discuss in the next chapter, from the dominant internalist, repre­
sentational, or computational thinking that characterizes cognitive sci­
ences in general and cognitive archaeology in particular. Fortunately, a 
growing number of insightful and fertile perspectives that have recently 
emerged in cognitive science favor a view of the mind that is embodied, 
extended, and distributed rather than "brain-bound" and limited by the 
skin. The proposal I sketch in this book draws on some of these exciting 
theories. This does not mean, however, that I uncritically succumb to their 
premises as a whole. Few of the new theories take the study of material 
culture seriously. Despite the widely recognized need to expand the ana­
lytical units of human cognition in order to accommodate broader cogni­
tive phenomena enacted through the body and the material world, we 
currently lack any kind of consensus on exactly what the nature of the 
inextricable ties between brains, bodies and things might be. The reason 
for that is not difficult to imagine: Most of the grounding assumptions that 
define what we know about the human mind, but also the ways by which 
we have come to know what we know about the human mind, have been 
premised and nurtured in the absence of materiality. (See Costall and 
Dreier 2006.) Perhaps a look at the history of Western thought can teach 
us that the study of nous always favored the order of Platonic essences and 
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ideas over the messiness and fluidity of pre-Socratic beco1ning. Turning our 
back on the spirit of hylozoism, we became prisoners of our own purified 
categories of thought. Either things are altogether missing from the human 
noetic field or, at best, they are seen as epiphenomena! to the study of 
mind proper. In a way, then, things seem to exist in a state of ontological 
deprivation. This is strange in view of the way materiality conspicuously 
envelops our everyday thinking and sensory experience. The anthropolo­
gist of material culture Daniel Miller refers to this phenomenon as the 
"humility of things" (2010, SO). Beginning in early childhood, we con­
stantly think through things, actively engaging our surrounding material 
environment, but we rarely become explicitly aware of the action potential 
of this engagement in the shaping of our minds and brains. Like the blind 
man, we do not sense the 11stick11; we sense the presence or the absence of 
objects in the outside environment. Although the stick offers the means 
for this exploration, it becomes, through time and practice, incorporated 
and thus transparent. It is itself forgotten. Perhaps things are very good to 
think with, or through, but not so good to think about. The "immediate, 
sensual and assimilable" nature of the materiality that surrounds us (Miller 
1987, 3) makes comprehending its importance extremely difficult. Things, 
like the blind man's stick, work best when in motion and unnoticed. 
However, the prosthetic "phenomenological osmosis" (Leder 1990) that 
characterizes our embodied skills and interactions with things is not a 
reason to abandon them. On the contrary, it is precisely the reason why 
things demand our attention. 

As will be discussed in more detail in the following chapters, this kind 
of epistemic asymmetry in the way we continue to select the chief ingre­
dients of the human cognitive recipe is not without serious implications. 
It is now important to note, however, that, for all the above reasons, 
understanding the relationship between cognition and material culture­
what it is, how it changes, and what role the human body plays in forging 
those links-is of the utmost importance for the study of mind. This can 
be argued to be the case not only for archaeology.and anthropology (dis­
ciplines dedicated largely, by their very nature, to the study of things) but 
also for the broad field of philosophy and the cognitive sciences (disci­
plines traditionally conceived as far removed from the material conditions 
of human life). Mind, as the philosopher Andy Clark notes in his book 
Being There, "is a leaky organ, forever escaping its 'natural' confines and 
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mingling shamelessly with body and with world" (1997, 53). And it is 
precisely this powerful statement that 1 intend to follow in setting the 
foundations for a new archaeology of mind. 

What is the difference that makes a difference? 

What differentiates this book from other works in cognitive archaeology? 
Broadly speaking, this book, like many others, aims to provide a new 
account of the making of the human mind. What sets it apart from other 
similar studies is the way I intend to provide such an account. In particular, 
I seek to understand how human minds came to be what they are by taking 
material culture seriously. By "taking seriously" I mean being systemati­
cally concerned with figuring out the causal efficacy of things in the enact­

ment and the constitution of human cognition. This book sets out to 
investigate the changing nature, and the different aspects, of the relation­
ship between persons and things-that is, how they respond to and par­
ticipate in each other's coming into being. In other words, it asks why we 
humans, more than any other species, make things, and how those things, 
in· return, make us who or what we are. 

One potential problem stemming from such a conception is that things, 
like minds, become very hard to define. 11Thingness11 and "mindness" are 
highly unsettled and ontologically fluid states. They remain formless and 
plastic, waiting to take the shape of our embodied projections, which 
inevitably vary in different times and places. But our inability to define 
what things and minds are does not mean that we cannot recognize them 
if we come across them. A common-sense understanding of these terms is 
sufficient to identify the target of our investigation and to serve our theo­
retical purposes. The problem is that common sense may not be the best 
guide to those issues. Should we then feel obliged to define an essence of 
what minds and things are? Take, for instance, the concept of 'mind'. 
Exactly what is it for a process to be cognitive? Without knowing what we 
mean by cognition, we are left clueless-or so it seems-about where we 
should look for it. Some philosophers argue that such a "cognitive agnosti­
cism is untenable," and that, as a precondition for making 11any progress 
on the Where-question1 '' we 11need a mark of the cognitive, i.e., an answer 
to the What-question" (Walter and Kastner 2012, 17). But do archaeologists 
and anthropologists actually require a definition of 'cognition'? I think 
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not. Let me explain: I am not questioning whether what we call mind can 
be defined; I am questioning whether such a definition, foreclosing what 
1ve think cognition is and does, would be a useful starting point from an 
archaeological or an anthropological perspective. Jn fact, methodologically 
speaking, this lack of analytic precision about necessary and sufficient 
conditions, far from being problematic, can offer a tactical advantage well 
suited to the goal of this book, which is to redefine our conceptual vocabu­
lary by shifting attention away from the sphere of closed categories of 
persons and things and toward the sphere of the fluid and relational trans­
actions between them. There is an obvious link with previous dialectical 
approaches to the study of material culture, but there also are some impor­
tant differences. For instance, a common thread that runs through the 
chapters of this book is that minds and things are continuous and inter­
definable processes rather than isolated and independent entities. I argue 
that by knowing what things are, and how they were made what they are, 
you gain an understanding about what minds are and how they become 
what they are-and vice versa. Of course, simply to speak about relational­
ity is not, nowadays, saying or assuming much. Phenomenology, ecologi­
cal psychology, and anthropology offer a number of different ways of 
articulating the idea that the mind is relational. 

We need a way to penetrate the specific cultural, social, and develop­
mental dynamics through which these connections .are effected and sus­
tained, as well as an efficient way to describe the cognitive properties that 
arise from the co-constitution of people and things. Doing away with 
conventional ideas of mind will require a change of focus and a new con­
ceptual vocabulary. Material Engagement Theory aims to offer such a 
conceptual apparatus. One of the principal objectives of this book is to 
change our understanding of what minds are, and what minds are made 
of, by changing what we know about what things are and about what 
things do for the mind. How is human thought built into and executed 
through things? Indeed, how do things shape the mind? Too much clarity 
and too great an emphasis on definitions could be misleading in a context 
where transgressing the common wisdom about minds and things is often 
a precondition for success. Material engagement, as a methodological 
stance, does not have to commit a priori to a certain ontological description 
about minds and things. In this sense, instead of asking what the concepts 
of minds and things mean, it might be more useful to ask about what kind 
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of concepts they are. (See Walter and Kastner 2012.) This surprisingly dif­
ficult question poses unprecedented challenges to archaeological and 
anthropological research practice. I hope that this book will make some 
important steps toward an answer. 

Setting the scene 

Let us take a closer look at the general research context and the problems 
that motivated the writing of this book. Jn recent years, a number of 
stimulating books have approached the question of the relationship 
between cognition and material culture from various disciplinary angles, 
including archaeology, anthropology, philosophy, and cognitive science. 
Yet it can be argued that those studies lacked a unified theoretical frame­
work able to accommodate the multiplicity of phenomena that character­
ize various levels and temporal scales of human experience. 

Philosophical studies, for instance, reflective of a more general tendency 
in the mainstream cognitive sciences that can be called "epistemic neglect 
of the object," tend to leave material culture outside the cognitive equation 
proper. As a result, most philosophical treatments remain epistemically 
agnostic about material culture's properties and about its active role in 
human life and evolution. Even embodied cognitive science (Anderson 
2003; Wheeler 2005; Chemero 2009; Clark 1997, 2008a), which explicitly 
recognizes the intrinsic relationship between brain/body and environ­
ment, often seems oblivious to the phenomenal properties of the material 
medium that envelops and shapes our lives. Although the material world 
is recognized as a "causal influence" rather than a "mere stimulus/1 it is 
rarely seen as playing a "constitutive" role. On this construal, the cultural 
object may be what triggers or mediates some cognitive process but is not 
seen as having any important role or as being a part of the cognitive 
network responsible for the implementation and realization of this process. 
Despite stretching the mind as far as the body's surface, embodied cogni­
tion remains trapped inside the biological boundaries of the individual. 
Moreover, although embodied and situated cognitive science has drasti­
cally expanded the territory of mind into the material world, it fails to 
move beyond its computational heritage, leaving "a lingering ghost within 
the machine" (Gosden 2010, 39). It seems that, at the present stage of 
research, philosophy of mind remains skeptical and undecided about 
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entering the treacherous territory of the extended mind proper, v,,rhich 
prevents the "missing masses" of materiality that in recent years (thanks 
primarily to the work of Bruno Latour) balanced the fabric of social theory 
from exerting a similar effect on cognitive science. 

By the same token, the majority of studies in human cognitive evolu­
tion have yet to address the question of materiality proper. When one 
surveys the extended literature dedicated to debates over the origin of 
Homo sapiens, including both the literature that looks at the cognitive 
requirements of tool making and the literature that looks at the roles of 
various material innovations in the emergence of "modern" human intelw 
ligence, the absence of any real concern with the semiotic ontology of 
material culture is obvious. Things are treated, in the majority of studies, 
as epiphenomena! reflections of, or proxies for, pre-defined aspects of 
human thought. In other words, things have become passive markers in a 
pre-defined evolutionary journey. Most studies in human cognitive evolu­
tion see material culture as, at best, indirect archaeological evidence from 
which they infer or read, often without making clear how or by what 
method, the presence of a certain cognitive capacity or process (e.g., syn­
tactic language or symbolic thinking). There is rarely any serious consid­
eration of the roles that various forms of material culture might have 
played in bringing about these cognitive capacities and processes or in 
changing them over the long term. As Nicole Boivin .rightly points out, if 
the influence of culture on human genetic and brain evolution has received 
little attention, "the specific capacities of human-created material and 
technological environments and activities to exert an evolutionary effect 
has received even less" (2008, 190). As a result, evolutionary studies in 
archaeology also largely fail to accommodate and account for recent trans­
formations in human cognitive becoming. Moreover, the lack of interdis­
ciplinary expertise and the lack of serious engagement with cognitive 
science mean that the cognitive processes under consideration often are 
very poorly understood. 

Turning to the archaeology and anthropology of material culture, we 
are faced with a different problem. Although material culture now takes 
center stage, there is little concern with the study of human cognition. 
The majority of studies in those fields, although grounded on the assump­
tion "that persons make and use things and that the things make persons" 
(Tilley et al. 2006, 4), have paid scant attention to the study of mind. The 
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"materiality turn" in archaeology (see Hicks 2010) has rightly placed things 
at the core of the human social nexus, but has paid little attention to, or 
has taken a fairly conventional approach to, their cognitive dimensions 
and qualities. The problem that most researchers in the field of material 
culture fail to acknowledge is that in turning their backs on the cognitive 
life of things they blindly validate and implicitly succumb to preconceived 
notions of what the human mind supposedly is and how it works-notions 
that seriously undermine the study of material culture. With a few brilliant 
exceptions (e.g., Knappett 2005, 20ll; Renfrew 2007; Boivin 2008), there 
has been little explicit concern with the archaeology of mind-world inter­
action. Consequently, the "internalist" fallacy still dominates much of 
archaeological and anthropological thinking about what the mind is and 
does. No one can deny, of course, the important contributions of many 
archaeological and anthropological studies to recognizing the animate and 
meaningful character of things and helping us understand why and how 
things matter (Miller 1998, 2009). This book could have never been written 
in the absence of that well-established tradition. Nonetheless, it can be 
argued that the first attempts to reveal the material core of the social uni­
verse have often undermined the active nature of material culture by 
placing the "social" over the "material" and by keeping the "social" and 
the "material" separate from the 11cognitive." For example, Arjun Appadu� 
rai's focus on the intimate linkages between commodities and sociality, 
successful as it may have been in revealing the dynamic and transactional 
character of "things-in-motion" (1986, 5), nonetheless kept that motion a 
prisoner of some "closed" social universe. But surely this "motion" must 
have some effect on, or some leakage to, the human mind. Even Alfred 
Gell's treatment of object-agency and extended selfhood fails to consider 
the huge implications of the proposed "isomorphy of structure" between 
mind or consciousness and the material world for the study of mind. 
Extremely powerful metaphors, such as Gell's description of the Kula 
exchange system as ''a form of cognition" in which "internal" and 11outside11 

transactions have fused (1998, 231-232), are somehow left hanging in a 
parallel anthropological universe. Yet, as far as the study of mind as an 
extended and distributed phenomenon is concerned, the distance between 
Gell's (1998) example of New Zealand Maori meeting houses and Clark 
and Chalmers' (1998) example of Otto's notebook is smaller than one 
might think. As long as we fail to pay proper attention to this important 
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domain of human phenomenology (that is, the relationship or interface 
between cognition and material culture), the much�advocated ·"return to 
things" will remain only partially realized. Material culture will remain one 
"of the most resistant forms of cultural expression in terms of our attempts 
to comprehend it" (Miller 1987, 3), and the human mind will continue to 
be perceived as a disembodied information-processing ghost captured in 
the laboratories of neuroscience. 

Perhaps what cognitive scientists are doing in their laboratories, or how 
philosophers go on to resolve the mind-body problem, may not seem to 
be of much concern for most archaeologists. The same can be said, I am 
sure, in respect to Miller1s claim about material culture; certainly this is 
also something that very few cognitive scientists and philosophers might 
be willing to bother with. It is this attitude that needs to change. In fact, 
it is already clrnnging. What is needed is to fully embrace and accept the 
consequences of the fact that the science of mind and the science of mate­
rial culture are two sides of the same coin.2 This is precisely the blind spot 
that this book aims to overcome by showing that understanding material 
culture leads to an understanding the human mind and vice versa. I per­
ceive in the above a unique opportunity for active interdisciplinary dia­
logue that will forever transform not only our understanding of the 
boundaries between minds and things but also our understanding of the 
boundaries between the disciplines involved in the study of mind. Two 
questions remain: How can this transformation be achieved? Which disci­
pline would carry the main burden of this task? 

So far as the second question is concerned, the position of this book is 
pretty clear. It is inevitable, and it may also be advisable, that archaeology, 
in view of its natural preoccupation with the material medium and the 
long term, should carry the principal burden of such a transformation. 
Cognitive archaeology, probably more than any other field of cognitive 
research, has the ability, and the epistemic obligation, to develop a system­
atic understanding of the relationship between cognition and material 
culture from its own unique perspective. The temporal depth and historical 
diversity of the archaeological object, coupled with a genuine systematic 
examination of the interaction between mind and matter in the course of 
human cognitive evolution, may well yield some insights into the current 
questions and debates over human embodiment and the boundaries of 
mind. Although questions of this sort have only quite recently received 
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explicit attention in philosophical discourse, they remain well rooted in 
the history of archaeological thought and practice. As a characteristic 
example, consider the work of Andre Leroi-Gourhan, who pointed out 
decades ago "the uniquely human phenomenon of exteriorization of the 
organs involved in the carrying out of technics" (1993 [1964], 258). For 
Leroi-Gourhan, human evolution has been oriented toward placing outside 

what in the rest of the animal world is achieved inside (ibid., 235). His early 
insights into the "freeing" of tools and the operational synergy of tool and 
"gesture" can certainly be seen as having anticipated many subsequent 
philosophical arguments about the extended, enactive, and distributed 
character of human cognition. In some sense, for the archaeologist, human 
cognition was never entirely in the head. Unfortunately, this genuine 
though vague intuition about the whereabouts of the human mind was 
never transformed into a systematic theory about exactly what cognition 
is and what it does. 

Now let us return to the first question: How can we achieve this trans­
formative integration of the way we think about mind and matter? There 
are many different routes that one could follow in order to achieve that. 
As I will discuss in the following chapters, each of these different method­
ological paths has its own merits and presents its own unique problems, 
challenges, and opportunities. What may be simpler or more useful to 
point out in the context of this brief introduction is the way not to achieve 
this transformation. And the way not to achieve this transformation is by 
shifting the focus of attention away from the cognitive domain and focus­
ing solely on the social domain of human material existence, as many 
proponents of social archaeology and of material-culture studies seem to 
suggest. This tendency should be avoided because it often turns things into 
a mere passive substratum for society to imprint itself upon. (See, e.g., 
Olsen 2003, 2010; Webmoor and Witmore 2008; Webmoor 2007; Shanks 
2007.) It should be made clear, then, that the transformation we are after 
can be achieved only by recognizing that all these different domains 
(social, bodily, cultural, or material) are essentially inseparable parts of the 
ontological compound we call the human mind. Choosing to speak about 
the cognitive rather than the social life of things, or about the cognitive 
rather than the social aspects of human evolution, does not mean in any 
way that I wish to demarcate one domain of phenomena from the other, 
or to differentiate between two distinctive realms of experience, one 



Introduction 15 

psychological and one social. It is instead a methodological, or perhaps 
an analytical, strategy for approaching and viewing these two inseparable 
aspects of human life. This brings us to the realm of material engagement. 

The realm of material engagement 

Strangely enough, the realm of material engagement can be thought of as 

one of the most familiar existential territories that we humans come to 

know and, at the same time, as an unknown existential territory. For 

example, it is familiar when the hand grasps a stone and makes it a tool, 
yet it remains terra incognita in that, despite a long genealogy of analytic 

efforts, just what this grasping implies for humans remains elusive and 

refuses to be reduced and read in the form of a linear evolutionary 

narrative. 

There are many reasons why this blind spot exists. I have already 

pointed out some of them, and I shall point to others in the chapters that 

follow. But there is one general point that nicely encapsulates them all. It 

concerns the way in which the artificial line between persons and things, 

or between mind and the material world, has kept our deeply rooted Car­

tesian visions and modes of thinking at a safe distance from our long­

evolved "cyborg" character (Clark 2003). Much of current thinking about 
human cognition seems to have neglected that the way we think is the 

property of a hybrid assemblage of brains, bodies, and things. This has a 

number of negative implications. As I have already said, it has blinded 

philosophy and the cognitive sciences to the pervasive, diachronic influ­

ence, and the transformative potential, of things in human life and cogni­

tive evolution, leaving the study of mind ontologically oblivious of and 

epistemically agnostic about the properties and the active nature of mate­

rial culture. In addition, this ongoing "tyranny of the dichotomy between 

humans and nonhumans" (Latour 1994, 795), characteristic.of what Latour 

(1999) calls the "modern predicament, ,, has for decades provided assump­

tions and preconceptions that still color our perceptions of the human past 

and the prehistoric mind. As a consequence, even if a big part of present­

day archaeological theory adopts a relational viewpoint, more often than 

not archaeology is unwilling to follow the consequences of such a convic­

tion or remains in a state of confusion about what this might imply in 
practice. The general call for non-dichotomous thinking in archaeology 
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(e.g., Hodder 1999; Tilley 1994; Gosden 1994; Thomas 1996) seems analo­
gous to the Muller-Lyer illusion (figure 1 .1). Knowing that the lines between 
the arrows are equal, we still perceive them as different. Similarly, knowing 
that mind and matter are relational entities, we continue to approach them 
through the distortive lenses of representation. It seems that the purifica­
tion project of modernity (Latour 1993) that habituated our minds to think 
and talk in terms of clean divisions and fixed categories makes it very dif­
ficult to shift the focus away from the isolated internal mind and the 
demarcated external material world and toward their mutual constitution 
as an inseparable analytic unit. 

Apparently, this common attitude and implicit approach to the world 
of things ought to change. In fact it has been changing, especially in recent 
decades, most recognizably in the domains of material-culture studies and 
embodied cognitive science. But although philosophers, anthropologists, 
and archaeologists have now come to recognize that uwho we are is in 
large part a function of the webs of surrounding structure" (Clark 2003, 
174), escaping from our Cartesian prison requires more than a change 
in our academic /(language games." It often demands a willingness to 
transgress the ontological tidiness of modernity, just as conceptual art 
transgressed the aesthetic tidiness of the Renaissance. Such a thorough 
recalibration of the archaeology's perceptual field is not an easy task; it will 
involve a great deal of cognitive dissonance. In this sense, the principal 
objective of this book is to provide the conceptual means for reducing the 
dissonance by furnishing a novel way to understand the ontological con-

Figure 1 . 1  

The Mi.iller-Lyer illusion. 
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figurations and interconnections between cognition and material culture. 
Material engagement is the synergistic process by which, our of brains, 
bodies, and things, mind emerges. 

A synopsis of the book 

How have we gotten to where we are in our conceptions of what hun1an 
mind is and does? Why does it matter, for archaeology, where the boundar­
ies of mind are drawn? Precisely how does this relate to the study of mate­
rial culture? In part I of the book (chapters 2 and 3) I provide a historical 
review and critique of cognitive archaeology and offer some preliminary 
remarks on the implications of the approach taken in this book for the 
study of cognition and material culture. In particular, chapter 2 briefly 
explores the ways in which archaeological and anthropological concep­
tions of the relationship between cognition and material culture have 
changed in the last 30 years or so. I explore the reasons why the majority 
of these conceptions continue to replicate the largely Cartesian predica­
ment of modernity, and I try to identify the problems this causes for the 
archaeology of mind. In chapter 3, against this background, I summarize 
the Material Engagement approach and explain how that new theoretical 
framework could help us to overcome the problems. I discuss the episte­
mological foundation of and the metatheoretical assumptions behind this 
new way of looking at the intersection between cognition and material 
culture. 

In part II (chapters 4-6), I set out Material Engagement Theory, focusing 
on the detailed exposition of the three main working hypotheses that 
make up.the material-engagement approach: the extended mind, the enac­
tive sign, and material agency. 

In chapter 4, I explore the hypothesis of the extended mind. At issue 
here is a radical critique of the mind's location. I challenge the prevailing 
computational view of mind as an internal representational engine. Focus­
ing on the example of the Mycenaean Linear B tablets, I attempt to clarify 
what the Extended Mind Hypothesis is and how precisely it relates to the 
perspectives of embodied, enactive, and distributed cognition. Against this 
philosophical background, I proceed to spell out my own hypothesis of 
the constitutive intertwining of cognition with material culture. The 
chapter ends with a series of archaeological and anthropological examples 
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exploring the implications of these ideas for the archaeology of mind and 
for the study of material culture. 

In chapter 5, I explore the semiotic basis of material engagement, focus­
ing on the semiotic dimension of material engagement and the nature of 
the material sign. I shift my focus from the traditional question of what a 
material sign means and place it upon the question of how it means. I start 
with what I call the fallacy of the linguistic sign, differentiating the material 
sign from the linguistic sign. The principal underlying assumption of my 
analysis is that, from a semiotic perspective, language and material culture 
differ substantially in the cognitive mechanisms that support their semi­
otic functions. More specifically, my suggestion is that the material sign 
does not primarily embody a communicative or representational logic but 
an enactive one. For material semiosis meaning is not a product of represen­
tation; it is a product of a process of conceptual integration between mate­
rial and conceptual domains. I use a case study of the emergence of 
symbolic numerical thinking in the Neolithic of the Near East to explore 
that idea. 

In chapter 6, I pursue the question of agency and rethink the dualism 
between agents and things. Critically reviewing the use of agency in 
current sociological, anthropological, and archaeological theory, I chal­
lenge the deeply entrenched anthropocentric understanding of this notion 
as an attribute of the human individual. This challenge is followed by a 
suggestion for an alternative symmetric conceptualization that foregrounds 
the possibility of material agency in equal terms. From anon-anthropocentric 
perspective, I discuss methodological fetishism as a conceptual apparatus for 
studying the agency of things. I conclude the chapter by advancing the 
argument for material agency. My argument is that in the human engage­
ment with the material world there are no fixed attributes of agent entiHes 
and patient entities and no clean ontological separations between them; 
rather, there is a constitutive intertwining between intentionality and 
affordance. Agency and intentionality may not be properties of things; 
they are not properties of humans either; they are the properties of mate­
rial engagement. 

As I have said, part II of the book sets out and develops Material Engage­
ment Theory. The central thesis that unites all the different levels is that 
the relationship between cognition and material culture is not one of 
abstract representation, or some other form of action at a distance, but one 
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of ontological inseparability. This means that the understanding of human 

cognition is essentially interlocked with the study of the technical media­

tions that constitute the central nodes of a materially extended and dis­

tributed human mind. 

But how, in practice, can we answer the question about whether "exter­

nal" material resources can really function as literal extensions of some­

one's mind? Can we do so by appealing to evidence found in archaeology 

and anthropology? In part lII of the book (chapters 7-9), aiming to put 

the proposed theoretical scheme to the test, I shift my attention to a multi­

scale analysis of the process of material engagement, using a number of 
characteristic archaeological and anthropological case studies ranging from 

earliest prehistory to the present. 

In chapter 7, I focus on the tools of the Stone Age and the process of 

knapping (that is, striking flakes off a core). I examine, in particular, the 

prototypical stone tool: the Acheulean handaxe. How are we to understand 

the cognitive life of this object? What can it tell us about the traditional 

way we draw the line between cognition and material culture? Following 

the lines of Material Engagement Theory, I approach knapping as an act 

of thought-that is, a cognitive process that criss-crosses the boundaries of 

skin and skull, since its effective implementation involves elements that 

extend beyond the purely "mental" or "neural." With such an ontological 

foundation, my suggestion is that the stone held in the knapper's hand 

did rriuch more than simply and passively offer the necessary "conditions 

of satisfaction" to the knapper's intention. Instead, I propose, the flaking 

intehtion is constituted, at least partially, by the stone and the marks left 
on its surface. In later periods, these marks, produced by different tech­

niques, at different times, in different cultural settings, would become 

memory, symbol, number, and literacy-they would become us. I discuss 
these marks in chapter 8. How could an engraved ochre-or any other form 

of prehistoric marking, from incised bones to cave art-help us to under­

stand the making of human mind? To answer this question, I attempt a 
comparative prehistory of mark making, aiming, on the one hand, to 

examine what connects or separates different assemblies of prehistoric 

marks (e.g., abstract geometric patterns, iconic depictions, or symbolic 

representations) and, on the other, to understand what, if anything, they 

tell us about the changing relationship between cognition and material 

culture. I show how those different kinds of material traces are more than 
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mere indexes of human intelligence; they are, instead, the true marks of 

the mental, albeit of a mental that is truly indistinguishable from the 
physical. 

In chapter 9, I attempt to situate the various aspects of my thesis in an 

ethnographic context that could better highlight the phenomenological 

requirements of the principal assertions of Material Engagement Theory. 

Striving to construct a cognitive ethnography by pursuing these issues, and 

placing special emphasis on the problem of agency and human creativity, 

I focus on the example of the potter's wheel. I show how the being of the 

potter is co-dependent and interweaved with the becoming of the clay. 

Jn the epilogue (chapter 10), I attempt to pull the main findings of the 

preceding chapters together into a coherent argument about the relation­

ship between cognition and material culture, the nature of extended cogni­

tion, and the cognitive life of things. How do things shape the mind? What 

implications follow from the seemingly unique human predisposition to 

reconfigure our bodies and extend our senses by using tools and material 

culture? A major methodological implication that Material Engagement 

Theory carries with it is that the observed changes in the material archaeo­

logical record should also be seen as indicative of possible plastic transfor­
mations and reorganizations in human cognitive architecture, rather than 

simply reflective of preexisting cognitive capacities or genetic changes. My 

aim in the epilogue is to stimulate critical discussion about how different 

forms of material culture (materials, artifacts, techniques, tools) may have 

provided, from prehistory to the present, a powerful mechanism of defin­

ing not only what we are but also what we want to become. This, I hope, 

will help us to achieve a better understanding of the meaning of stability 

and change in human beings. It will also transform the perceived role of 

cognitive archaeology and its future prospects in the study of mind. 



I Cognition and Material Culture 





2 Rethinking the Archaeology of Mind 

In  search of the ancient mind 

Broadly defined as the "study of past ways of thought as inferred from mate­

rial remains" (Renfrew 1994, 3, emphasis added) and analytically situated 

in the middle ground between functional processual and post-processual 

approaches, cognitive archaeology has launched a challenging research 

project in search of the mind behind the artifact. The overall goal, expressed 
in the words of James Bell, was 11to incorporate mental, ideational, sym­

bolic and other such elements into theories about prehistoric peoples" 

(1992, 48). This general objective has been pursued from various perspec­

tives. With time, the initial skepticism about "paleopsychological" inves­

tigations (e.g., Binford 1965) gave way to a systematic research endeavor, 

overcoming many methodological problems and opening new fruitful 
avenues of archaeological research. 

What we now call cognitive archaeology or the archaeology of mind 
fuses different schools of thought and research strands together in a 

highly interdisciplinary and rapidly growing research field with two broad 

foci of interest. The first focus is mainly concerned with.human cognitive 

evolution-that is, with what might be called human speciation (e.g., 

Stout et al. 2008; Stout and Chaminade 2007, 2009; Bruner 2003, 2004, 

2007; Mellars et al. 2007; Mellars and Gibson 1996; de Beaune et al. 2009; 

D'Errico 1995, 1998, 2001; D'Errico et al. 2003; Gibson 1993; Wynn and 

Coolidge 2003, 2004; Coolidge and Wynn 2004, 2005, 2009; Wynn 2002; 

Deacon 1997; Read and van der Leeuw 2008; Humphrey 1998; Henshil­

wood and Dubreuil 2009, 2011; Hodgson and Helvenston 2006; Holloway 

1999; Mithen 1996; Davidson and Noble 1989, 1993; Noble and Davidson 

1996; Malafouris 2007, 2008b, 2009, 2010a,b; Malafouris and Renfrew 
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2008). The second major focus of research is on more recent develop­

ments of our species, J-lorno sapiens, ranging from the transit.ion to agricul­

ture and the development of literacy and complex societies to the study 

of technology, art, religion, selfhood, and, in general, the interaction 

between cognition and material culture (e.g., Renfrew and Zubrow 1994; 

Renfrew and Scarre 1998; Renfrew et al. 2008, 2009; Renfrew 2001a,b, 

2004, 2006, 2007, 2008; Knappett 2002, 2004, 2005, 2006; Gosden 2008; 

Gamble 2007; Hodder 1993, 1999; Mithen and Parsons 2008; Malafouris 

2004, 2008a,c, 2010a,c; Malafouris and Renfrew 2010b; Boivin 2008; Stout 

2002). 

The success of cognitive archaeology in its quest for disciplinary identity 

is undeniable. The same, I am afraid, cannot be said of another epistemic 

domain. At the basis of cognitive archaeology one can still detect a serious, 

and rather paradoxical, methodological drawback. It relates to a simple yet 

extremely important question: Where in the archaeological record do we 

find cognition? 

Where ls the mind? 

There are things that archaeologists can dig up and things that they 

cannot. Most people ":'ould agree that minds are of the latter kind. Mental 
states and processes are supposedly made up of a different sort of stuff and 

take place in a different sort of realm. In view of this prevalent tendency 

to equate mind with brain, and the concomitant assumptions about the 

spatial boundaries of the human cognitive realm that this tendency carries 

with it, it was natural that cognitive archaeology could only aspire to use 

the "external" material residues that can be detected in the archaeological 

record for producing indirect inferences about the "internal" mental 

aspects of the prehistoric cognitive realm. On this construal, what we 

archaeologists excavate is not the ancient mind itself but the material 

consequences of non-material thinking-that is, the behavioral residues 

left by the ways in which human thought was imposed on or reflected in 

the material culture visible in the archaeological record. Then why ask an 

archaeolo9ist about the mind? The archaeologist Carl Knappett captures 

this critical point succinctly in his book Thinking Through Material Culture 

(2005, 168): "Aspiring to mentalism, but condemned to materialism, it is 

hardly surprising that many archaeologists have given up to the former 
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altogether. " Indeed, what is then left for archaeology to say about the mind 
tbat might be of any true interest? 

It appears, then, tbat the archaeology of mind, largely preoccupied with 

developing the necessary means for ascending Christopher Hawkes' ladder 
of inference (1954), has failed to realize that the metaphor of the ladder 

itself was grounded upon a mistake of a very special kind: a category 

mistake. What this category mistake essentially implies is a dualistic con­

ception of the relationship between mind and matter. Or, if I may elaborate 
on Gilbert Ryle's (1949) formulation of the fallacy involved, the archaeolo­

gist who is searching for the ancient mind behind the artifact is committing 

the same "category mistake" as the foreign visitor to Cambridge or Oxford 

who, having seen the colleges, the libraries, and the departments, asks to 

be shown the university. 

As a consequence, the theoretical basis of cognitive archaeology, trapped 

in a Cartesian universe that separates the mental realm from the realm of 

materiality and practice, remained constrained by the premises of two prob­

lematic assumptions: the dictates of methodological individualism (Bell 

1992) (that is, the foregrounding of the human individual as the appropri­

ate analytic unit and ontological locus of human cognition) and the equa­

tion of the "cognitive" with the "symbolic" (see, e.g., Renfrew 1993, 1994) 
according to the principles of an essentially representational view of mind. 

(For a concise critique of these problems, see chapter 1 of Knappett 2005.) 

Thus, the archaeology of mind has some serious methodological hurdles 

to overcome. Before proceeding, however1 we need to understand how we 

have gotten to where we are in our conceptions of the mind, why these 

conceptions continue to replicate the largely Cartesian predicament of 

modern thought, and how Material Engagement Theory could help us 

change these conceptions. 

Cognitivism 

Once the famous Cartesian dichotomy between the "thinking thing" and 

the "extended thing" was drawn, a mechanism was needed to account for 

how those independent components or substances interact. To account for 

the so-called mind-body problem (see, e.g., Ryle 1949), the notion of sym­
bolic representation was gradually introduced in philosophy of mind to 

bridge this huge ontological gap. The idea of representation furnished a 
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simple mechanism by which we could feed our cognitive apparatus with 

facts and inforrnation from the 1'external world"; it also suggested how we 

materialize and externalize our mental contents by way of behavioral 

output to the world. The image of mind that gradually emerged could be 

seen metaphorically as a bucket filled with knowledge and information 

(Popper 1979). Cognitive processing happens in the head somewhere 

between perception and action. The philosopher Susan Hurley dubbed 

this the "sandwich model of cognition" (1998). That is to say, mind was 

viewed as a storehouse of passive internal representational structures and 

procedures-a "filing cabinet" capable of receiving and manipulating inter­

nally the sensory information received from the "outside" world. (For 

reviews, see Clark 1997 and Clark 200la.) 

Grounded on the premises of this broad representational thesis, cogni­

tivism, 1 or the so-called computational view of mind, emerged during the 

1960s as an attempt to redefine human conceptual architecture in the 

image of the digital computer, which was developing rapidly at that time 

(Gardner 1985; Dupuy 2000). A new powerful metaphor was spreading 

rapidly: that the mind is to the brain as a computer program is to the 

hardware of the computer on which it runs. This, to a large extent, remains 

the dominant paradigm in present-day cognitive science, as well as the 

implicit model behind most archaeological accounts of prehistoric cogni­

tion that conceptualize the human mind primarily through the idioms of 

representation and information processing. (For a concise discussion of 

this trend, see Mithen 1998, 8-10.) 

What makes something a representation? Why is representation an 

important concept? 

Re-presentation: Looking at the other side of the engram 

Generally speaking, representation can be understood in a double sense: 

as an object that stands for, refers to, or denotes something, but also as 

the relationship between a thing and that which stands for or denotes it. 

More important for our current purposes, we can distinguish between two 

major types of representations: "External" representations are those mate­

rial signs or sign systems that are publicly available in the world. Mental 

or "internal" representations can be understood as referring to the repre­

sentational content of a certain intention or belief about the world. 
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BODY 11���� 
MIND/brain \ 

behavioral
1
output 

internal cognitive processing 

X & Y ""  things in the world 
X' & Y' = representations of the real things (X & Y) inside the mind/brain 
E = behavioral output 
Figure 2.1 

The internalist or representational view of mind. 

WORLD 

Mental representations, in other words, provide an internal intracranial 

structure that makes it possible for the objects of thought and perception 

to be present inside the cognitive system, which is localized inside the head 

(figure 2.1). Their functional role is, in a way, closely associated with the 

physical neural vehicles that carry and code information about some states 

of affairs realized in the external world. More precisely, representation is 

conceived as the principal disembodied mechanism by which we feed our 

brains with information from the world, process that information, then 

externalize our mental contents into the world. On that construal, when 

we perceive, classify, remember, or simply think about an object X, we 

don't think about the 11real11 object; rather, we think about its internalized 

representational substitute or replicator, X1• 
External representations have been studied for a long time and raise no 

real concerns from an archaeological or an anthropological perspective. 

However, no general consensus has been established about what "internal" 

representations are, what they do, and what neural structures realize them. 
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In my own view, "neurons" do not represent anything; neurons simply 

form plastic networks, which produce activation patterns that are structurM 

ally coupled with the rest of the human body and the material world. Still, 

representations are, according to the dominant computational theory of 

mind, the stuff of which our mental engines are made. This claim is 

"general enough to encompass the current range of thinking in cognitive 

science, including connectionist theories" (Thagard 1996, 10; see also 

Fodor 1981). 

It was only natural that most archaeologists, given this strong "compu­

tationalist" or "internalist" tradition in philosophy and cognitive science, 

would see in this representational or "symbolic function" the defining 

feature of what it means to be a modern human cognizer. The thing to 

note, however, is that behind the undeniable advances in the study of the 

human mind that this paradigm has brought about one can easily find 

some very important shortcomings. For example, in implementing com­

putational theory in the laboratories of artificial intelligence, it soon 

became manifest that, although simulations based on computational logic 

proved extremely effective in performing complex analytic tasks (such as 

running a program capable of winning a chess game), they were extremely 

ineffective in performing tasks as simple as instructing a robot to find its 

way out of a room without running into walls. In fact, when the first such 

autonomous devices were constructed by Grey Walter (1953), they had 

nothing to do with complex algorithms and representational inputs. Their 

kinship was with W. Ross Ashby's homeostat (1952) and Norbert Wiener's 

cybernetic feedback (1948) rather than with the complex representational 

structure of the by-that-time-famous Turing machine (Turing 1950). With 

simple electromechanical circuitry, Walter's "turtles" were capable of pro­

ducing emergent properties and behavior patterns that could not be deter­

mined by any of their system components, effecting in practice a cybernetic 

transgression of the mind-body divide and materially exemplifying a model 

of human cognition the implications of which have yet to be realized and 

properly digested in cognitive science. (See Brooks 1991; Steels 2007.) 

What the above implies for the computational model in question wlll 

not be pursued here in detail. (For details, see Dupuy 2000; Boden 1990; 

Clark ZOOla,b.) However, to make a long story short and easier to compre­

hend, it is safe to argue that the major shortcoming of this paradigm was, 

and remains, that it provides a view of human cognition so purified and 
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so detached from the world that in the end it resembles a "brain in a vat" 
(Putnam 1982)-that is, a disembodied input-output device characterized 
by abstract, higher-level logical operations. Using computational simula­
tions as a method for gaining information about the human mind, you 
might learn a few things about the representational structures that support 
inferential logic and problem solving, but you will certainly also end up 
with a distorted picture of how those structures relate to the environment, 
and probably with no picture at all of how those structures are enacted in 
real-life situations and in different cultural settings. As the anthropologist 
Tim Ingold (1993, 431) remarks, "it makes no more sense to speak of cog­
nition as the functioning of such a [computational] device than it does to 
speak of locomotion as the product of an internal motor mechanism 
analogous to the engine of a car. Like locomotion, cognition is the accom­
plishment of the whole animal, it is not accomplished by a mechanism 
·interior to the animal and for which it serves as a vehicle." In other words, 
in most cases computationalism failed the test of ecological validity. As 
Andy Clark notes in his book Being There, evidence concerning the intimate 
role of the environment in thought processes implies that classical artificial 
intelligence "bundles into the machine a set of operational capacities which 
in real life emerge only from the interactions between machine (brain) and 
world" (1997, 64). Turing's algorithms and Chomskian grammars, however 
effective in mapping off-line analytical procedures of disembodied intel­
lects, scored very low on cognitive tasks that involved embodied on-line 
engaging with the material world in real-life settings. 

From the perspective of archaeology, I believe, it makes good sense to 
assume that the ancient mind whose operations we want to pursue and 
reconstruct in and through the material remains of the past is of the latter 
kind. It is a mind absorbed in, rather than detached from, the world, and 
principally preoccupied with doing "what computers can't do" (Dreyfus 
1979). Consequently, to ground the challenging task of cognitive archaeol­
ogy upon a model that conspicuously mistakes "the properties of the 
socio-cultural system for \he properties of the person" (Hutchins 1995, 
366), and for which material culture has a place in the mind only as a 
disembodied digit of information written somehow on the neural tissue, 
is not simply to undermine the whole project from the very start, but to 
deprive it of the possibility of making any significant contribution to the 
understanding of the human mind. 
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This is why l am extremely skeptical of the influence that notions like 
"symbolism," "symbolic storage," or 11representational" capacities have in 
shaping, and in many cases defining, many archaeological and anthropo­
logical debates over the nature and the development of what is usually 
referred as "modern human cognition" or "behavioral modernity." Con­
trary to what a big part of present-day philosophy and cognitive science 
thinks a mind primarily does, I will argue in this book that we need to 
move beyond the limits of computation and free our minds from the legacy 
of representation. Approaching the engagement of mind with the material 
world on such a representational basis not only reiterates the myth of the 
"naked" brain, which reduces the cognitive life of things to an abstract 
internalized code of some sort; it also leads to an inherently dualistic con­
ception of the complex co-evolutionary brain-culture spiral that character­
izes hominin evolution. This "internalist" and 11neurocentric11 attitude 
threatens to obscure much that is of value in the archaeology of mind­
especially our understanding of the nature of the relationship between 
cognition and material culture. I suggest, and I shall be discussing exten­
sively in the following chapters, that representational phenomena and 
properties of the above sort are only the shadows of "the cognitive life of 
things." (Also see Malafouris and Renfrew 2010.) 

Although I consider representationalism to be misleading in many 
important ways, I do not commit to a strictly non-representational stance. 
Though Material Engagement Theory can be certainly Characterized, owing 
to its strong enactive basis, as an anti-representational framework (at least 
in relation to the two main premises of representationalism in classical 
cognitive science, namely an internalist view of human cognition and a 
computational understanding of what counts as a cognitive process proper), 
it does not deny representation altogether. Rather, it aims to ground rep­
resentation on a more appropriate enactiv:ist foundation. I understand that 
for some philosophers blending enactivism with representation, or what I 
call "enactive signiftcation11 (see chapter 5), may seem a contradiction in 
terms, but I hope that the concept will present no serious problems for 
archaeologists familiar with the semiotic qualities of material culture. No 
doubt material culture often represents, and thus the human mind can be 
seen as able to construct "external" representations. I want to argue, 
however, that this representational dimension of material culture doesn't 
exhaust its semiotic abilities (see also Boivin 2008, chapter 2; Knappett 
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ZOOS, chapter S), and that the fact that we are capable of constructing 

material representations doesn't necessarily imply that a simiiar represen­

tational function can be used to characterize the internal operations of our 
brains. In fact, insofar as "a signaling neuron uses as much energy as a leg 

muscle cell while running a marathon" (Allen 2009, 181), such an energeti­

cally expensive strategy makes little sense. What does this mean? To some 
extent, what I want to argue is similar to the proposal, recently put forth 

by the philosopher Pierre Steiner, that "the only representations that make 

up cognition are external (extracranial) representations" (2010, 237). Thus, 
for Material Engagement Theory, in contrast to what appears to be a 

common assumption in cognitive science, the only representations with 

any substantial or real implications for human cognition are to be found 

outside the head. Internal representations are simply a misleading attempt 

to explaining the unfamiliar intricate workings of the human mind and 
brain by way of a more familiar model: that of the external material 

symbol. In the context of Material Engagement Theory, the notion of 

11internal'1 representations can be retained only if it is used in the neural 

constructivist sense-that is, to refer some broadly defined "neural activa­

tion patterns in the brain that contribute to adaptive behaviour in the 

environment" (Westerman et al. 2007, 75). I shall be clarifying that in 

chapter 3. For present purposes, what should be emphasized about the 
relationship between the material-engagement approach and representa­

tion is that in mainstream cognitive science inner (within-the-skin) repre­
sentations are often used as the criterion for what counts as cognitive in 

a way that would leave most external (beyond-the-skin) elements outside 

the cognitive equation. In contrast, for Material Engagement Theory the 

argument from representation works the other way around, for the only 

representations that count and that may have any true significance in the 

study of mind are those to be found, beyond skin and skull, in the outside 

world. For all these reasons, it would be fair to say that Material Engage­

ment Theory requires us to rethink the idea of representation radically, but 

not necessarily to abandon it altogether. 

Dismantling Hawkes' ladder 

How, then, should we proceed? If the human mind is not the clearly demar­
cated information-processing representational device so neatly objectified 
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in the familiar exemplar of the computer, what is it? And, indeed, where 

is it? Where do we draw a line between cognition and material culture? 

flow can the cognitive properties that arise from the interaction of the 

person with the social and material world best be approached and described? 

In this book I seek to outline a fundamentally new outlook that I hope 

will help us to find answers to those questions. But whether or not we 

eventually come up with some good answers, one thing should be made 

clear: As long as cognition and material culture remain separated by the 

ontological gulf of representation, our efforts to understand the nature of 

either are doomed to failure. 

All these problems with the use and abuse of representation in cognitive 

archaeology will become clearer as our discussion progresses. What is more 

useful to emphasize for now is that their gradual recognition resulted in 

several critiques within archaeology aiming at dismantling Hawkes' ladder 

of inference and recasting the narrow disembodied conception of human 

mind. 

A major contribution in this direction has been made by the so-called 

interpretive or post-processual school of thought in archaeology-notably 

by Ian Hodder, who was one of the first to explicitly recognize the "active 

nature" of material culture and to foreground its meaningful social char­

acter. (See Hodder 1982, 1986, 1991.) We have also seen the development 

of conceptually new ways to approach some of the cognitive dimensions 

of material culture-for example, Daniel Miller's notion of objectification, 

defined as "the inevitable process by which all expression, conscious or 

unconscious, social or individual, takes specific forin" (1987, 80). More­

over, Chris Tilley's work on material metaphors (1999) offered a new 

stance for examining the systematic linkages between material and con­

ceptual domains. According to Tilley, material things, 11unlike words/' are 

"not just communicating meaning but actively doing something in the 
world as mediators of activity" (1999, 265). And we should not forget that 

it was the archaeologists Christopher Gosden (1994, 2008, 2010), Julian 

Thomas (1996), and Chris Tilley (1994) that first introduced phenomenol­

ogy to archaeological thinking, or that the concept of material engage­

ment obviously embodies such a phenomenological view of human 

existence. Thus, we may need a "temporal ethnography of the artefact" 

(ibid., 4) in order to understand the active, constructive character of things 

in human life. 
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More specifically from the perspective of cognitive archaeology, Colin 

Renfrew (2001a,b) was the first to attempt a significant methodological 

shift. Breaking the narrow equation between cognition and symbolism, he 
redefined the scope of cognitive archaeology, shifting the focus away from 

the abstract realm of the "symbolic1' and toward the realm of 11materiality" 

and /{material engagement." There is an entire ontology implicit in the 

above suggestion, as well as accumulated experience and positive feedback 

from a variety of theoretical frameworks both within and outside the field 

of archaeology. The work of Carl Knappett further advanced the field of 

cognitive archaeology by offering a brilliant account on how "objects are 

bound up in humans in their guises as biological, psychological and social 

beings, as bio-psycho-social totalities" (2005, 169). Renfrew's discussion of 
the notion of weight may be useful in making this point explicit: 

Weight has first to be perceived as a physical reality-in hands and arms, not fust 
in the brain within the skull-before it can be conceptualized and measured. The 
mind works through the body. To localise it exclusively within the brain is not 
strictly correct. Moreover, we often think not only through the body, but. beyond 
it. (Renfrew 2007, 119) 

My aim is to build on the above ideas and make their philosophical and 

epistemological grounding more explicit. This book draws and extends on 

Renfrew's original proposal in order to construct a new cross-disciplinary 

foundation toward a theory of material engagement (Renfrew 2004; Mala­

fouris 2004). 

Material Engagement Theory can be seen as having much in common 

with many aspects of post-processual thinking and with the recent empha­
sis in archaeology on the "dialectical and recursive relationship between 

persons and things" (Tilley, Keane, Kuchler, Rowlands, and Spyer 2006, 4). 

It also differs in many important respects, especially in its explicit emphasis 

on the cognitive life of things and the nature of the relationship between 

cognition and material culture. Hodder's recent theory of human-thing 

entanglement (201 la,b) is a good example. Entanglement Theory shares a 

great deal with Material Engagement Theory both in its "archaeological 
sensitivity to the complexities and practical interlacings of material things" 

(20lla, 175) and in its focus on the inter-connectedness and the practical 

temporalities of things. But whereas Entanglement Theory remains con­

cerned with building "a particularly archaeological understanding of the 

social process" (201 la, 176), Material Engagement Theory focuses mainly 
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on the process and the making of the human mind. Nonetheless, the two 

approaches are clearly complementary when it comes to answering the 

question of how humans and things have become entangled. What changes 

with Material Engagement Theory is our way of looking at things and the 

conceptual vocabulary we use to express the distinctively human ability 

to think through, with, and about the material world. 

Where does all this leave us? I will quote Carl Knappett: 

[W]ith our leitn1otif of "thinking through material culture" the archaeologist need 
not be reduced to the unhappy state of being a frustrated mentalist condemned to 
materialism. If we accept that mind and matter achieve a codependency through 
the medium of bodily action, then it follows that ideas and attitudes, rather than 
occupying a separate domain from the material, actually find themselves inscribed 
"in" the object. (2005, 169) 

In other words (and returning to Ryle's category mistake), there is no mind 

behind the artifact, just as there is no university apart from the labs, stu­

dents, professors, libraries, and departments. The analogy may be crude, 

and the same can be said for the school of behaviorism from which it 

emanates, but it anticipates a basic point that is worth repeating again and 

again: that "the mental characteristics of the system are immanent, not in 

some part, but in the system as a whole" (Bateson 1973, 316). 



3 The Material-Engagement Approach: A Summary of the 

Argument 

The search for method becomes one of the most important problems of the entire 
enterprise of understanding the uniquely human forms of cognitive activity. In this 
case, the method is simultaneously prerequisite and product, the tool and the result 
of the study. 

-Lev Vygotsky (1978, 65) 

Exactly what does Material Engagement Theory (MET) aim to explain? How 

does it relate to standard ways of thinking in cognitive science and archaeol­

ogy? (More important, how does it depart from them?) What, specifically, 

can MET bring to the study of mind? How can it help us to redefine material 

culture's place in and effect on the human cognitive system? The explana­

tory success of MET depends upon further clarification of these issues. 

l should start by saying that MET seeks to provide an integrated archaeo­

logical perspective concerned with the interactions through time between 

cognition and material culture and with the consequences of these interac­

tions for understanding the making of present and past ways of thinking. 

To that end, MET takes a comparative long-term view of human cognitive 

development and thus tends to be at variance with other established research 

frameworks in embodied cognitive science that remain largely individual­

istic and synchronic. More than that, it brings a fresh material culture perspec­

tive to the way human cognitive changes can be studied and understood. 

The material-engagement approach is based on a number of mutually 

supporting concepts, postulates, and working hypotheses. Before I discuss 

them, it may be useful to acknowledge a basic theoretical commitment 

and aspiration: The aim of MET is to restate the problem of the interaction 

between cognition and material culture in a more productive manner by 

placing it upon a new relational ontological foundation. 
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How to carve mind at its joints 

As I mentioned briefly in my introductory chapter, the anthropologist 

Edwin Hutchins uses the term cognitive ecology to describe a similar kind 

of relatedness. The study of mind in context, Hutchins argues, should be, 

first and above all, an attempt to uncover connectivity, that is, "the web 

of mutual dependence among the elements of a cognitive ecosystem" 

(2010b, 705). But how is that possible? If everything is (potentially) "con­

nected to everything else," how do we choose where to draw the right 

boundaries for our analytical units? Fortunately, as Hutchins suggests, the 

density of connectivity varies within time and space, but also from one 

ecological assembly to another. Perhaps, then, we could follow Plato's 

advice and carefully "carve nature at its joints," placing the boundaries of 

our analytical units "where connectivity is relatively low" (Phaedrus, 265d-

266a). An obvious problem arises: Connectivity is not a priori. Instead, it 

is based on assumptions that might emphasize some kinds of connections 

over others. This has the consequence of bringing certain phenomena to 

the center of attention while leaving some others unexplained or even 

rendering them invisible. Hutchins is, of course, fully aware of this problem: 

"Plato's advice is, alas, easier to state than to follow . . . .  What looks like 

low connectivity under one theory may look like a region of high con­

nectivity to another theory." (ibid., 706) At best, we can hope not to put 

delimiting lines where connectivity is high and dense but isn't of the sort 

that our current ontologies might be able to recognize. 

It appears, then, that we have returned to where we started. Is there any 

way out of this circle? I suggest a possibility that might keep us from 

putting boundaries in the wrong place or assuming there is one center 

where in fact there are many. That is to abandon the logic of "boundaries" 

and "delimiting lines." (See Ingold 2006, 2008, 2010.) The purity of delim­

iting lines or of any concomitant neat analytical or metaphysical distinc­

tion cannot accommodate many of the phenomena I seek to investigate 

in this book. 

Boundaries, paths, and analytical units 

The foregoing remarks are meant to provide some hints about the logic 

behind the unit of analysis that the material-engagement approach takes 
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as the focus of its study. To illustrate that better, it might be worthwhile 

to consider the question "What is hu1nan cognition, and where should we 

look for it?" If we accept the classical computational view that "cognition 
begins with an input to the brain and ends with an output from the brain," 

we should be looking to processes within the head (Shapiro 2011, 27). On 

this construal, what archaeologists can be said to excavate are the residues 

of past intelligent behavior and assemblages of material signs. Those cogni­

tive traces, in other words, embody the possibility, and thus reiterate the 

archaeological aspiration, that if properly analyzed and interpreted they 

might give us a glimpse of what went on inside the head of the prehistoric 

individual. But notice the assumption here about where true cognitive 

states and processes are supposedly instantiated. ls such an assumption 

unavoidable? 

MET rejects this classical computational ideal. As I mentioned in chapter 

1, our deeply entrenched assumptions about the intracranial ontological 

boundaries of human cognition should be resisted. From an archaeological 

or an anthropological perspective, these common presumptions of mental­

ity defined on the basis of brain-bound cognitive processes and genuine 

"non-derived representations" (see Adams and Aizawa 2008) should be 

treated as historical conventions rather than natural kinds. For one thing, 
most of our evidence about the evolution of human intelligence comes in 

the form of material culture rather than abstract ideas and brain tissue. For 

another, the more we come to learn and understand about things, the more 

they look like a genuine element of what it means to be a human cognizer. 

An important postulate of MET is that the sort of stuff that makes up the 

mind can be equally found located within and outside the skin. As far as 

the topology of human cognition is concerned, MET remains locationally 

uncommitted-as the computer scientist William Clancey put it (2009, 28), 

MET is committed to "antilocalization." Andy Clark, in his book Supersizing 

the Mind, also speaks of a similar indifference to the location of mental 

resources, which he calls "the Hypothesis of Cognitive Impartiality" (2008a, 

121-123). Nonetheless, Clark's critique of the "brain-bound" mind seems 

to go only halfway. "In rejecting the vision of human cognitive processing 

as organism bound,1' he proposes, 11we should not feel forced to deny that 

it is (in most, perhaps all, real-world cases) organism centered." (ibid., 123) 
For MET, the latter of Clark's statements cannot always be sustained. I will 

explore this decentralized view of mind and agency in part JI of this book. 
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For present purposes, suffice it to say that, in the context of material 

engagement, boundaries are open and centers are shifting along the con� 

tinuum of mediated action. 1�he basic idea entertained here is very similar 
to the distributed-cognition approach and is nicely expressed by Hutchins: 

A good deal of contemporary thinking, and probably an even greater proportion of 
ancient thinking, happens in interaction of brain and body with the world. This 
seems innocent enough and many people take it to mean simply that thinking is 
something that happens in the brain as a consequence of interaction with the world. 
That is not the claim being made here. The claim here is that, first and foremost, 
thinking is interactions of brain and body with the world. Those interactions are 
not evidence of, or reflections of, underlying thought processes. They are instead 
the thinking processes themselves. (2008, 2112) 

The theoretical power of MET lies precisely in providing a new means for 

studying the complex nature of the interactions between the internal and 

the external resources of human cognition as well as the role of cultural 
practices in the orchestration of human cognitive processes. The focus is 

on understanding the material world as a constitutive and efficacious part 

of the human cognitive system both from an ontogenetic and a phyloge­

netic perspective. Keeping this last point in mind, I will now try to situate 

MET in the context of other evolutionary and developmental frameworks 

of thinking. 

Understanding evolvability: The developmental challenge 

Material Engagement Theory, as an archaeological theory, seeks to describe 

and explain long-term change, particularly the processes by which human 

cognitive abilities grow, transform, and change. However, in contrast with 

more traditional approaches in cognitive archaeology, the material­

engagement approach is not concerned with the task of associating specific 

human abilities with specific time periods and pre-fixed evolutionary 

stages. Specifically, whereas the majority of studies in cognitive and evo­

lutionary archaeology seem to be primarily preoccupied with questions 

about when and where (e.g., where and when symbolic thinking and lan­

guage first appeared in the archaeological record), MET asks primarily 

about the what, the why, and the how-for example: What is symbolic 

thinking? Why and how did symbolism emerge? What forms of significa­

tion count as symbolic meta-representational thinking? Knowing when 
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and where things are happening in cognitive evolution is important and 

interesting but does not explain much in itself. What v\re need is an inteM 

grative comparative perspective able to identify the different ingredients 

of cognitive change (evolutionary or developmental) and the causal mech­
anisms that underlie them in different contexts of human cognitive 

becoming from the Early Stone Age to the present. 

It follows from what I have said so far that the concern of MET with 

the cognitive development of our species might, to an important extent, 

be seen as a new form of evolutionary epistemology. Even though the 

general outlook of MET may seem to resemble that of evolutionary psy­

chology (Cosmides and Tooby 1987; Barkow et aL 1992) or that of evolu­

tionary archaeology (O'Brien and Lyman 2002; Shennan 2002), in fact it 

shares very few basic theoretical presuppositions with them. The material­

engagement approach also differs from the prevalent cultural-evolution 

approach (Mesoudi 2011; Mesoudi et aL 2006; Durham 1990; Boyd and 

Richerson 1985). In particular, whereas MET sees cultural and biological 

evolution as an inseparable synergetic process, proponents of cultural 

evolution treat culture as a second, separate evolutionary system that acts 

in parallel to biological or genetic evolution. An advantage of the cultural­

evolution approach is that properties of biological evolution can be directly 

applied to describe cultural phenomena. But I want to argue that the meta­

phoric logic behind the above premise is seriously problematic. Suffice it 

to say that for MET human intelligence is not situated simply in a basic 

interactive sense but in a deeper intra-active and temporally structured 

sense. This means that interaction elicited by our surroundings (human or 

nonhuman) not only influences our cognitive abilities and affective 

responses from the very beginning but also shapes the form and the con­

stitutive mechanisms of interaction. 

From the perspective of MET, understanding the co-evolution of brains, 

bodies, and things does not stop at the possible causal correlations that · 

the changes observed in one of them might produce in the others. Another 

challenge is to discern the possible ways in which the actual nature of the 

relationship between them might have changed in the course of human 

evolution. Naturally, exploring the long-term effects of culture on the brain 

(and vice versa) is far more difficult. Despite years of research in many 

disciplines (for a good summary see Tomasello et al. 2005), the precise 

links between ontogeny and phylogeny remain far from obvious or 
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straightforward. At present, learning and practice-related developmental 

plasticity appear to be the most promising avenues for building some 

analytical bridges between the short-term and the long-term aspects of 

hu!I)an cognitive becoming. (See, e.g., Dupre 2008.) 

For all the reasons cited above, if we want to situate the perspective of 

MET in the context of other current evolutionary and developmental 

frameworks of thinking, the intellectual kinship of our approach lies with 

more radical and interactive frameworks, such as developmental systems 

theory (Oyama 1985, 2000; Oyama et al. 2001; Griffiths and Gray 1994, 

2001, 2004; Griffiths and Stotz 2000), niche-construction theory (Odling­

Smee et al. 2003), and neuroconstructivism (Mareschal et al. 2007a,b; 

Quartz and Sejnowski 1997). Developmental systems theory (Griffiths 

et al. 2010; Griffiths and Stotz 2000; Oyama et al. 2001; Griffiths and Gray 

2004), for instance, has long recognized that the developmental trajectory 

of an organism is not a fixed genetic program but a matrix of internal and 

external resources. Evolution is not just change in gene frequencies; it is 

change in the entire spectrum of available developmental resources, and 

in the many causal pathways by which resources come to be deployed in 

development. All elements of.the developmental matrix matter by way of 

an 11interactive construction11 whereby the effect of each resource depends 

on its interaction with many others. Neuroconstructivism has been espe� 

cially helpful in this connection, offering a developmental account of the 

neural system as heavily constrained by multiple interacting factors, some 

intrinsic to the developing organism and some extrinsic to it. Similarly to 

developmental systems theory, these flexible and interacting constraints 

span multiple levels of analysis, from genes and the individual cell to the 

physical and social environment. Therefore, cognitive development is 

explained as the emergent product of the interplay of these constraints. In 

this context, the view of brain and cognitive development known as proba­

bilistic epigenesis (Gottlieb 2002, 2003), which emphasizes the interactions 

between experience and gene expression (Gottlieb 2007), is of special inter­

est. The unidirectional formula (prevalent in molecular biology) by which 

genes drive and determine behavior is replaced with a new scheme that 

explicitly recognizes the bidirectionality of influences between the genetic, 

behavioral, environmental, and socio-cultural levels of analysis. (The 

formula is illustrated in figure 3.1.) Genetic causality gives way to what has 

been termed "developmental-relational causality" (Gottlieb and Halpern 
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New theoretical frameworks such as that of "neuroconstructivism" and "probabilis­
tic epigenesis" provide us with a new nonlinear and interactive model for under­
standing the relationship among genes, the brain, and behavior that characterizes 
human cognitive becoming (b). Cognitive development is no longer seen as the 
progressive unfolding of information that is laid out in the genome (a). The tradi­
tional view of a one-directional flow of cause and effect froin genes (DNA) to RNA 
to the structure of proteins they encode gives way to a subtler picture in which 
physical, social, and cultural aspects of environment a behavior play fundamental 
roles in triggering the expression of genes. 

2002). As summarized by Gottlieb (2007, 1), probabilistic epigenesis 
"emphasizes the reciprocity of influences within and between levels of an 
organism's developmental manifold (genetic activity, neural activity, 
behavior, and the physical, social, and cultural influences of the external 
environment) and the ubiquity of gene-environment interaction in the 
realization of all phenotypes." Put simply, this means that, owing to socially, 
environmentally, and culturally caused differences and variations in life 
and learning experiences, individuals of the same genotype can have dif­
ferent neural, cognitive, and behavioral outcomes. It also implies that one 
cannot correlate a particular genotype and a certain neural or behavioral 
outcome without taking 11external11 mediational properties and experiential 
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factors into consideration. This unpredictability of the phenotypes of 

similar genotypes when confronted with novel or different developmental 

trajectories and circumstances indicates that epigenetic outcomes are prob� 

abilistic rather than predetermined. 

This emerging "post-genomic view" of behavioral biology (for a recent 

review see Charney forthcoming) showing that even gene expression can 

be influenced in very specific ways by environmental and experiential 

factors stands in clear contrast to many ideas that are well established 

in evolutionary psychology. (For examples of the latter, see Barkow et al. 

1992 or Pinker 1997.) The brain, far from a hard-wired modular organ 

adapted to a specific ancestral lifestyle, emerges as a dynamic product of 

a co-evolutionary process that is still ongoing. A consequence of this co­

evolutionary process is that culture can no longer be seen as a mere epi­

phenomena] influence on a biologically predetermined and universally 

shared set of capacities or features of human cognition. Perhaps, then, as 

Griffiths and Stotz suggest, we should recognize that "what individuals 

inherit from their ancestors is not a mind, but the ability to develop a 

mind" (2000, 31). (See also Karmiloff-Smith 1992; Chiao and Ambady 

2007; Jordan 2008.) I will argue in this book that Material Engagement 

Theory may provide a useful framework in which to understand the long­

term dynamics behind this "ability" and the ways it becomes realized. As 

the theory of "niche construction" points out, the defining feature of this 

ability to grow our minds may be found by looking at the systematic 

changes in the developmental niche brought about by humans as they 

alter their social and technological environments (Sterelny 2004; Laland 

and Sterelny 2006). This constructive process often results in unusual evo­

lutionary dynamics (Day et al. 2003). Of course, such alterations in humans 

go well beyond what we observe when spiders make webs, when birds build 

nests, or when beavers construct dams. Archaeology may well testify that 

significant parts and episodes of the long developmental trajectory of the 

human mind appear relatively recently and can certainly be seen as the 

emergent products of various culturally instantiated social and technologi­

cal processes rather than of innate biological capacities. 

In approaching the questions set forth above, it is important that we 

try to incorporate in our explanations the inherently plastic and changing 

nature of the human brain. Nonetheless, the brain is only a part of the 

story. And that part of the story can easily mislead us to a sterile "neuro-
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centric" attitude that has no place in cognitive archaeology, and that in 

fact stands in contrast to the grounding principles of MET. Thus, it is 

important to note that this empirical opening into the neural substrates 

of the human mind does not aim to reduce change, difference1 and vari­
ability to some innate biological universals. The aim is1 rather, to under­

stand the nature and the meaning of cognitive difference and variation 

across the different levels and temporal scales of human experience, and 

to explain how the one level affects, interacts with, and helps explain the 

other. MET aims to accomplish that by framing research questions that 
focus on dynamic relationships or linkages that remain relatively under­

theorized from the viewpoint of cognitive and brain sciences-that is, on 

the interactions among brains, bodies, and things. 

The last point brings us to a final major differentiating feature of MET: 
The quest for establishing culturally sensitive and philosophically informed 

links between the brain's functional structure and material culture calls for 

a methodology that, among other things, is able to integrate different 
temporalities. Unlike other archaeological theories, MET is concerned to 

provide a framework that establishes some clear connections between 

micro-scale cognitive and neuroscientific theories and macro-scale material 

realities of the archaeological record. The notion of metaplasticity nicely 

exemplifies the above synergy, signifying the point of intersection between 

cognition and material culture. (See also Malafouris 2010a.) It also offers 

a widely applicable analytic unit that is especially useful for doing away 

with some deeply misconceived assumptions about the mind's function, 

ontology, and location. 

"Vital materiality": How to take material culture seriously 

As Bj0rnar Olsen says in his book In Defense of Things, archaeology is "first 

and foremost a concern" with everyday things (2010, 2; see also Olsen et al. 

2012). Those things, nonetheless, are inextricably bound with humans. 

This ongoing dialectic of our creating things which in turn create us has 

long been recognized in archaeology and in studies of material culture. 

Beyond archaeology and anthropology, the sociologists Bruno Latour and 

John Law were among the first influential voices to recognize that "there 

is no sense in which the notion of a human can be disentangled from the 

nonhumans into whose fate it has woven more and more intimately over 
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the ages" (Latour 1994, 794). But precisely what do we mean when we say 

that things make us just as much as we make things? (See, e.g., Miller 

1998.) Although in recent years it has become commonplace to say that 

archaeologists, anthropologists, and sociologists "take things seriously" 

(see, e.g., Hodder 20lla; Webmoor 2007; Webmoor and Witmore 2008), 

the precise meaning and the implications of this phrase remain rather 

unclear. 

In the context of MET, the phrase "take things seriously" can be under­

stood in two different ways. It can be understood as referring to the impor­

tance of understanding how to take material culture seriously. (For instance, 

what are the precise theoretical, methodological, and empirical commit­

ments of such a conviction?) It also can be understood as referring to MET's 

contention that to understand human cognition we must take material 

culture seriously (more specifically, that without taking material culture seri­

ously we cannot understand what makes a process cognitive). These two 

projects and senses of taking material culture seriously, although inti­

mately related, are not identical and will unfold in a parallel fashion in 

the course of the following chapters. I should also point out that in both 

cases the word 'seriously' refers to a systematic concern with figuring out 

the causal and the affective efficacy of things in the enactment and the 

constitution of a cognitive system or operation. In Malafouris and Renfrew 

2010, I dubbed this "the cognitive life of things." MET takes the transfor­

mational power of things to a new level that goes beyond the descriptive 

biographical dimension of their life histories. The cognitive life of things 

is not exhausted by their possible causal role in shaping some aspect of 

human intelligent behavior; the cognitive life of things also embodies a 

crucial enactive and constitutive role. 

It must be obvious from the preceding discussion that for MET material 

culture is not merely the backdrop against which human cognition takes 

shape. Things mediate, actively shape, and constitute our ways of being in 

the world and of making sense of the world. Things also bring people 

together and provide channels of interaction. Things envelop our minds; 

they become us. As Timothy Webmoor and Christopher Witmore (2008) 

put it, "Things are us!" Following Michael Wheeler (2010b), I call this the 

element of 11vital materiality." But, as I have already mentioned, in spite 

of our deep immersion in this material medium (Schiffer and Miller 1999, 

4), or perhaps because of it, the cognitive life of things remains poorly 
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understood. Thus, in one sense it can be argued that things are to human 

intelligence as the eye is to sight: constitutive and yet invisible. ls there a 

way we could proceed to explore and visualize this hidden aspect of our 
cognitive universe in concrete philosophical and ernpirical terms? 

Metaplasticity 

The image of the brain as an inherently plastic and environmentally con­

textualized adaptive organ is not new in developmental neuroscience. (See, 

e.g., Wexler 2006.) What has changed drastically in the past 20 years, 

however, is our understanding of the different types of plastic changes 

(functional, structural, and anatomical) and of what those changes imply 

for human development. Moreover, the rapid development of new imaging 

technologies offered new means of exploring the effects of culture on the 

human brain and of understanding the mechanisms of activity-dependent 

plasticity (Poldrack 2000; Kelly and Garavan 2005; Quartz and Sejnowski 

1997) and "environmental enrichment" (Nithianantharajah and Hannan 

2006). Social and developmental neuroscience can now confirm that our 

minds and brains are potentially subject to constant change and alteration 

throughout the human life span (Blakemore 2008; Blakemore and Choud­

hury 2006; Sowell et al. 2003)-change and alteration caused by our ordi­

nary engagement with cultural practices and the material world. 

There is little doubt, then, that the human brain is as much a cultural 

artifact as a biological entity, or that it is "both an artefact of culture and 

a cultural artefact" (Mithen and Parsons 2008). Like a piece of clay thrown 

on the wheel of culture, the human brain is subject to continuous reshap­

ing, rewifing, and remodeling. On this view, the brain, far from a hard­
wired modular organ, emerges as a dynamic co-evolutionary process of 

deep enculturation and material engagement. The traditional neo-evolutionary 

view (also prevalent in archaeology) that takes the brain as a biological 

constant after the appearance of Homo sapiens needs to be revised. (See, 

e.g., Evans et al. 2005.) The possibility of ongoing evolution, with signifi­

cant human genetic changes happening during historic time, continues to 

gain support. (See, e.g., Cochran and Harpending 2010.) It is precisely for 

these reasons that the focus of this book is not restricted to early prehistory 

but extends into more recent periods of human development. Grounded 

on a neural-constructivist (e.g., Westerman et al. 2007) developmental 
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framework, MET recognizes that the hallmark of human brain evolution 

is not to be found in the ever�increasing sophistication or specialization 

of a modular mind, but in an ever-increasing projective flexibility that 

allows for environmentally and culturally derived changes in the structure 

and the functional architecture of the brain's circuitry. 

The mind's extraordinary plasticity and its reciprocal openness to cul­

tural influence and variation through active engagement with the mate­

rial world are, according to MET, the keys to understanding the distinctive 

features of human cognition and how it changes. Of course, neural plas­

ticity, as a property we obviously share with other species, may not con­

stitute, in itself, a signature of human uniqueness. Nonetheless, what I 

call rnetaplasticity-the fact that we have a plastic mind which is embed­

ded and inextricably enfolded with a plastic culture-might well be the 

locus of human uniqueness par excellence. Indeed, I propose that meta­

plasticity may be what makes change and alterability the natural state 

of a human intelligence that is unlike anything we see in other animals. 

This truly distinctive feature of the human cognitive system, I suggest, 

more than anything else, should be the focus of research in cognitive 

archaeology. 

The term 1metaplasticity1 was coined in neuroscience to refer to the 

emergent higher-order properties of synaptic plasticity and to their modi­

fication (Zhang and Linden 2003, 896). In the context of MET, the term is 

used, much more broadly, to characterize the emergent properties of the 

enactive constitutive intertwining between brain and culture (Malafouris 
2009, 2010; Malafouris and Renfrew 2008). 

The emergent higher-order properties of synaptic plasticity provide the 

substrate for experience-dependent brain development, learning, and memory 

(Abraham and Bear 1996; Abraham 2008; Zhang and Linden 2003, 896). 

In this context, 'metaplasticity' refers to plasticity at a higher level. It is a 

higher-order form of synaptic plasticity (Abraham and Bear 1996), or the 

plasticity of synaptic plasticity-including long-term potentiation and 

long-term depression. Essentially, 'metaplasticity' describes an activity­

dependent change in the plastic state of neurons and the development of 

neural circuits. In other words, it refers to a change in the capability of 

neurons to generate plastic changes-that is, to modify the effectiveness 

or "strength" of synaptic transmission-and the level of changes that can 

be expressed. In particular, it describes the ways in which the activity-
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dependent synaptic plasticity that underlies learning and memory is 
affected by previous patterns of pre-synaptic and post-synaptic activity 

(Sheng-zhi and Huizhong 2009; Mockett and Hulme 2008). Professional 

musicians provide a good example (Ragert et al. 2004). Several studies 

comparing musicians with non-musicians clearly indicate important struc­

tural and functional changes in the brains of the former as a result of 

intense sensory and motor training associated with musical expertise 

(Elbert et al. 1995; Schlaug et al. 1995; Jancke et al. 2000; Munte et al. 
2002; Haslinger et al. 2004; Ragert et al. 2004; Bengtsson et al. 2005). 
Characteristic examples can be seen in the study of Gaser and Schlaug 

(2003), which offers evidence for an increase in gray-matter volume in the 
sensorimotor cortex in musicians, and in the magneto-encephalographic 

study by Elbert et al. (1995), which provides evidence for enlarged cortical 

somatosensory representations of fingers for musicians. More relevant to 

the present discussion of metaplasticity is the finding that, depending on 

the age at which instrumental playing commenced and on the intensity 
of practicing, over the long term musical practicing seems to enhance 

excitability and plasticity in the motor system. For instance, tactile dis­

crimination skills are more improved in musicians than in non-musicians 

(Ragert et al. 2004), whereas musicians who started musical training early 

in life (before the age of 7 years) learn a motor performance sequence task 

much better than musicians who started later and much better than non­

musicians (Watanabe et al. 2007). It appears, then, not only that musicians 

have extraordinary motor and sensory skills, and better somatosensory 

discrimination abilities, but also that, relative to non-musicians, they have 

an increased ability to learn new tasks, and they show enhanced motor 

and sens6ry learning capabilities. For instance, Rosenkranz et al., using 

transcranial magnetic stimulation, were able to show that "basic neuro­

physiological measures of motor cortex excitability and synaptic plasticity 

in musicians are changed in such a way as to contribute to their enhanced 

motor skills and learning abilities" (2007, 5200). The musicians in that 

study showed increased susceptibility for synaptic plasticity (potentiation/ 

depotentiation) and higher-than-normal sensitivity to changes of excit­

ability. These changes can be seen as consequences of, or adaptations to, 

the learning demands of long-term musical practicing. 

But how can all these findings be linked with MET? How can the notion 
of metaplasticity be understood at the level of human cultural practice, 
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change, and situated cognition? At the micro scale of brain processes, it 

has been suggested, in order to understand how the brain is changed by 

practice, we need to integrate "analysis of changes in activity within spe­

cific regions and patterns of connectivity between regions" (Kelly and 

Garavan 2005). A preliminary conclusion that can easily be drawn from 

current findings in the context of practice-related neuroimaging would be 

that changes in the neural context of activity (that is, the interactivity 

between brain regions) may be far more significant than changes in regional 

activity when one is looking for plastic effects: "The important factor is 

not that a particular event occurred at a particular site, but rather under 

what neural context did that event occur-in other words, what was the 

rest of the brain doing?" (Mcintosh 1998, 533) But in the case of macro­

scale processes of material engagement, I argue, simply to know what the 

rest of the brain was doing when a particular activation event occurred­

that is, the "neural context" of activity (ibid.)-is not enough. Our concern 

here is to describe and understand the nature of plastic changes, not at the 

level of the individual, but in the broader systemic context of culture, 

social action, and "profound embodiment" (Clark 2007a, 2008b). At this 

higher level of human-nonhuman interaction, which underlies the con­

stant and dynamic reorganization of human cognitive architecture, mate­

rial culture competes, equally with any other brain region, for a place in 

the human cognitive system. There are, at present, no a priori reasons to 

believe that the mechanisms at play during cross-modal plasticity (i.e., the 

partial takeover of lost function by neighboring systems) differ from those 

involved in intra-modal plasticity (Bavelier and Neville 2002). From the 

perspective of archaeology and material-culture studies, it makes good 

sense to extend this point further and look at cultural change as a form of 

extra-neural or extra-modal plasticity. When that is done, the meaning and 

the scope of interactivity become more significant. Any decrease or increase 

of neural activation within any given brain region may then be also an 

effect of the engagement of that area with another extra-neural resource 

(bodily or artifactual) that, although located outside the brain, can be seen 

as complementary and continuous with the brain. In other words, the 

major difference can be expressed as follows: For neuroscience, interactiv­

ity is a process that happens between activity regions inside the individual 

brain as a consequence of practice or other interaction with the world. For 

MET, on the other hand, interactivity is not an 11internal11 consequence of 
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practice or interaction with the material world but is continuous and 
co-extensive wi.th it. 

In the famous study of navigation-related changes in the hippocampi 

of London taxi drivers (Maguire et al. 2000), comparison of the structural 
MRI scans obtained from the taxi drivers and the control subjects showed 

two interesting findings: that the posterior hippocampi of taxi drivers were 

significantly larger and that hippocampal volume correlated with the 

amount of time spent as a taxi driver (positively in the posterior and nega­

tively in the anterior hippocampus). Maguire's interpretation was that this 
structural change was clearly due to taxi drivers' extensive training and 

experience in navigating the streets of London.' How can we discern the 

basis, and account for the precise causes, of the changes recorded in taxi 

drivers? Note that hippocampus activation was observed both in taxi 

drivers and in control subjects. In addition, taxi drivers are, obviously, not 

the only successful navigators, and thus navigation accuracy cannot be the 

difference that made the difference in their case. Maguire et al. propose 

that, although our hippocampi are probably able to cope with our typical 

navigational needs without recourse to structural change, "there may be a 

threshold (either in terms of detail or duration of use) beyond which 

storage and elaboration of a large scale spatial representation induces hip­

pocampal plasticity" (2003, 216). Although much remains to be under­
stood about the developmental dynamics of neural plasticity, it becomes 

increasingly clear that it is these mediational thresholds, and the possible 
links between behavioral innovation, cultural practice, and brain architec­

ture, that delineate the main "regions of interest" for a cognitive archaeol­

ogy of the human mindscape. Of course, from the theoretical angle of MET, 

simply tci ask how and why a London cab driver's "gray matter" enlarges 

to enable him or her to store a detailed mental map of London is not 

enough. It is necessary to ask how we should compare the plastic effects 
of different navigational practices, and how we should account for the 

transformative effects of the various mediational technologies and artifacts 
on these cultural practices (and, by extension, on the human brain). Since 

the introduction of GPS devices, a London taxi driver no longer has to 

expand his or her hippocampus in order to succeed in complex navigation 

tasks. The cognitive objective (navigating from one point to another) 

remains the same, but the process has changed. From a "systems view" 

(Norman 1991), no potential increase in 1'gray matter" is necessary. Not 
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only have GPS devices amplified the drivers' biological memories; like 

many other cognitive artifacts and innovations, they have drastically 

reshaped or changed the nature of the cognitive operations involved in 

the navigation task and, as a consequence, the selective pressures placed 

on the hippocampus. MET is particularly concerned with the mechanisms 

that mediate those plastic changes, not at the level of the individual, but 

at the systemic level of enculturation and social practice. 

Material engagement: The analytical nexus 

Broadening our understanding of mind in the above manner suggests a 

much more radical rethinking of its character than that we can find in 

embodied and situated cognitive science. MET extends the properties of 

embodiment still further, drawing upon a nexus of radical ideas developed 

in particular under the rubric of extended and distributed cognition. There 

is also a clear parallel here between the material-engagement approach and 

the enactive approach. Enactivism sees cognition "as an embodied engage­

ment in which the world is brought forth by the coherent activity of a 

cogniser in its environment" (Di Paolo 2009, 12). Moreover, thinking is 

something that we do rather than something that simply happen to us, or 

in us. (See, e.g., Noe 2004, 2009.) As was discussed in the preceding section, 

neurons and their intricate patterns of activation do not think and make 

sense; people do. For MET, as for the enactive approach, what goes on 

strictly inside the head (e.g., a brain state or representation) cannot be 

considered a cognitive process proper. Internal (that is, intra-cranial) pro­

cesses can only count as constituents or participants in a broader cognitive 

process that exist as a relationship among brains, bodies, and things 

(Thompson and Stapleton 2008). Cognition belongs to, and occurs in, a 

"relational domain" (Maturana and Varela 1980; Varela et al. 1991; Thomp­

son 2007; Di Paolo 2009). The challenge for MET, as was stated at the 

beginning of this chapter, then becomes one of penetrating the ontology 

of this "relational domain" from its own distinctive long-term archaeologi­

cal perspective. To achieve this objective, MET incorporates three major 

working hypotheses, which can be summarized as follows: 

the hypothesis of the extended mind (chapter 4), which explores the constitu­

tive intertwining of cognition with material culture 
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the extended mind 

I 
Material Engagement Theory / (MET) 

the enactive sign � 
material agency 

Figure 3.2 
The nexus of Material Engagement Theory. 

the hypothesis of enactive signification (chapter 5), which explores the nature 
of the material sign not as a representational mechanism but as a semiotic 
conflation and co-habitation through matter that enacts and brings forth 
the world 

the hypothesis of material agency (chapter 6), which explores agency not as 
a human property but as the emergent product of situated activity asking 
not 11What is an agent?11 but "When is an agent?11 

These three working hypotheses, although targeting different aspects of 
the process of material engagement-Le., cognition, signification, and 
agency-are complementary and overlap as different facets of a common 
phenomenon. Taken together, the aim of these hypotheses is, in the words 
of Merleau-Ponty (1958), to get a "maximum grip" on the human condi­
tion. They are advanced in order to develop a fuller grasp of the phenom­
enon of mind as I search for the optimum point from which to perceive 
what at a shorter .or greater distance, if not entirely invisible, is blurred 
through excess or deficiency. It is my hope that by advancing these three 
hypotheses this book will provide a new way of looking into the gray zone 
of material engagement. 

An ontological recommendation 

I end this chapter with a brief but necessary epistemological note: MET as 
a theoretical edifice should not be confused with positivistic scientific 
theories. It is not a theory of such a kind. Proof and support for MET will 
come primarily from the explanatory insights that this new perspective 
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yields for the study of cognition and material culture. I do not mean to 

say that MET is not amenable to experimental research, or that it could 

not motivate rigorous empirical testing research of its major working 

hypothesis-far from it. I simply mean that, at its present stage and in its 

present formulation, MET is less a predictive theory than what we might, 

following Imre Lakatos (1980), call a "research program" based on a set of 

interdependent and largely exploratory postulates. In other words, MET is 

essentially an explanatory path-a path nonetheless, constructed for 

approaching phenomena and linking time scales beyond the conventional 

analytical units and constructs of behavioral and cognitive sciences. 

Specifically from an archaeological perspective, to understand the epis­

temological position of MET it is necessary to draw an inductive lesson 

from the epistemic negotiations that recently took place in our field in the 

course of the 11post-processual11 debate between the extremes of objectivism 

and relativism. A careful look at this epistemic debate makes it possible to 

recognize immediately that archaeological thinking has gradually settled 

down to the medium position of what Ian Hodder (1991, 10) called 

"guarded objectivity," that is, the recognition that archaeological 11d_ata11 

are formed within a dialectical relationship. (See also Shanks and McGuire 

1996.) This move, however, is not to be interpreted as an admission from 

both sides in this debate of failure to attain their original epistemic com­

mitments. It should, rather, be perceived as a sign of accumulated experi­

ence and reflexive assessment on the basis of present-day archaeological 

reality and practice. Indeed, the point is not always to secure objectivity, 

but primarily to understand what objectivity means in the context of a 

specific scientific community. In this sense, it might well be suggested that 

archaeology, passing through this major epistemic negotiation, gradually 

came to recognize that the nature of archaeological knowledge is, was, and 

will be a dialectic historical symbiosis of the objective, the subjective, and 

the material. 

From the standpoint of MET, objectivity is not seen as a single fixed 

position that gives you the best and true vision of things. Rather, it is seen 

as a constant search for the specific viewpoint that best enables you to 

perceive and understand the particularities of the phenomenon you inves­

tigate. Thus, for MET, objectivity involves recognition of the following 

paradox: When the phenomenon you seek to understand relates to the 

subjective character of human experience, it might well be that "any shift 
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to greater objectivity-that is, less attachment to a specific viewpoint­

does not take us nearer to the real nature of the phenomenon:· it takes us 

further away from it" (Nagel 1979, 174). 
Apparently, the principal aim of MET is not to compete for scientific 

"purity," but to articulate and bring into focus the intersection of people 

and things. To this end, MET subscribes to what might be called a hunter­

gatherer analytic orientation. Like a hunter-gatherer, it enters into a rela­

tionship with the world with no intention to achieve mastery and control 

by slicing a continuous and hybrid reality into several distinct analytic 

domains. The aim is not to break things apart into a series of easily manipu­

lated isolated entities, comprehensible in themselves yet incommensurable 

as a whole, but rather to understand how things are enmeshed and related, 

and to understand through what mechanisms those linkages are effected. 

MET aims to articulate the path to such an understanding, and to furnish 

the conceptual means for such an understanding, by replacing the cate­
gorical divisions of modernity with symbiotic relationships. In this sense, 

MET provides a new ontology of relatedness more than it provides a new 

way of demarcating between the inner domain and the outer domain. 

More than as an ontological commitment about how things are, it should 
be seen as an ontological recommendation that points to a new way of doing 

cognitive archaeology and a new way of thinking about the past, the 

present, and the future of human cognitive becoming. 





I I  Outline of a Theory of Material Engagement 





4 The Extended Mind 

Beyond cognitivism: Thinking outside the brain 

What is the stuff of which thoughts are made? On what general picture of 

the mind should the archaeology of mind rest? What are the meaning and 
the value of the concept of ''mind!/ or "cognition,, in archaeology anyway? 

Despite the many research breakthroughs in cognitive science and archae­
ology, we are still far from providing a coherent answer, let alone a unani­

mously accepted one. As a consequence, the Cartesian metaphysics of the 

discontinuity between what is "in11 the mind and what is 11outside of" the 

mind inevitably color perceptions of our species' distant past. Some archae­

ologists have gone so far as to suggest that we should eliminate the concept 
of mind altogether, replacing it with a more holistic conception that 

"stresses variable aspects of intelligence" (Gosden 2010, 39). I am very 

sympathetic, of course, with the essence of Gosden's critique, and with his 

suggestion for developing a notion of "social ontology" as a way of looking 

"at how human capabilities of mind and body are brought about through 

an interaction with the material world" (2008, 2003). However, I think the 

concept of mind is too important to throw out. 

Notwithstanding these remarks, I believe that we are in a position to 
restate the question of how we can specify the "mark of the cognitive" in 

a more productive manner by focusing on some important questions that 

may have been marginalized and obscured in the process of thinking about 

the what and the where of human thinking. A number of new theoretical 

frameworks-including those of extended cognition (Clark 1997, 200lb, 

2008a; Wheeler 2005; Rowlands 2009, 2010; Menary 2006, 2010; Manzotti 

2006), distributed cognition (Kirsh 1995; Sutton 2008, 2010), embodied 

cognition (Shapiro 2010; Chemero 2009; Rowlands 1999; Anderson 2003; 
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Chiel and Beer 1997; Lakoff and Johnson 1980; Johnson 1987), embedded 

cognition (Rupert 2009), mediated cognition (Vygotsky 1978, 1986; 

Wertsch 1991, 1998; Cole 1985, 1996; Lave 1988), enactive cognition 

(Varela et al. 1991; Maturana and Varela 1980; Thompson and Stapelton 

2009; Thompson 2007; Stewart et al. 2010; Noe 2009; Di Paolo 2009), 

dynamical (Beer 2003; Van Gelder 1995, 1999; Van Gelder and Port 1995a,b; 

Thelen and Smith 1994), and situated cognition (Clancey 1997, 2009; 

Wilson and Clark 2009; Suchman 1987)-emanate from such an aware­

ness. As figure 4.1  illustrates, this conceptual network comprises a number 

of correlated yet in many cases independently developed and subtly dif­

ferent theoretical approaches to the study of mind. In a nutshell, the basic 

idea that unites all these new strands in moving the study of mind forward 

is that they break away from the mold of cognitivism and render problem-

� Mind is more than a � 

Figure 4.1 
Mind beyond cognitivism. There are important differences among the above terms 
and their theoretical commitments especially relevant to the hard problems of 
mental extension, location, and representation (in the head or in the world). Still, 
underlying these differences, one can trace the emergence of a relatively stable set 
of postulates or tenets able to focus and reorient the study of human cognition 
setting important new research directions for a unified non-Cartesian cognitive 
science. (The drawing of a human figure was inspired by Antony Gormley's sculpture 
LIFT.) 
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atic any research procedure that artificially divorces thought from embod­

ied action�taking and thus from its surrounding environment. Taken 

together, these closely related but not necessarily unified or homogeneous 

theoretical schemes collapse the conventional mind/brain tautology and 
mind-body dichotomy and challenge the representational "all in the head" 

view of human cognition. In that sense they can offer a firm conceptual 

foundation for my hypothesis of the constitutive intertwining of cognition 

with material culture. In fact, the proposed material-engagement approach 

would be of limited cross-disciplinary value and applicability were it not 

for the philosophical background of current theorizing and ongoing debate 

about human cognitive extension, or what, for convenience, I will call "the 

Extended Mind Hypothesis" or "the hypothesis of extended cognition." 

Exactly what, then, is the Extended Mind Hypothesis, and how precisely 

does it relate to archaeology, material culture, and the perspective of Mate­

rial Engagement Theory? 

The embodied mind 

Since the time of Descartes the study of the human mind has involved an 

implicit choice between the two predetermined alternatives of the so-called 
mind-body problem. That is, either you adopt the dualism between an 

immaterial mind and a material body or you reject the dualism and reduce 

your two substances to one according to your ontological standing-body 

for materialists, mind or spirit for idealists. If you choose to reject the 
dualism, you end up either with a disembodied mind or with no mind at 

all. If yo� affirm the "official Cartesian doctrine," in the end you concep­

tualize the human person as a union of an inner mental entity (the mind) 

and a material external entity (the body). 

It is hard to say whether what came to be known as the embodied­
cognition paradigm has managed to solve this long-standing philosophical 

problem of human cognition. Yet it is safe to suggest that it has successfully 

resolved the mind-body question by placing it on a new foundation which 

recognizes that bodily features play a significant role in how or what an 

organism thinks and in how it makes sense of the world. Nevertheless, the 

exact status of the body in relation to human cognition remains a hotly 

debated topic. (See Shapiro 2004, 2010; Rowlands 1999; Chemero 2009; 

Wheeler 2005.) 
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The general idea of the embodied mind is quite simple: The body is not, 

as is conventionally held, a passive external container of the human mind; 

it is an integral component of the way we think. In other words, the mind 

does not inhabit the body; rather, the body inhabits the mind. The task is 

not to understand how the body contains the mind, but to understand 

how the body shapes the mind (Gallagher 2005; Goldin-Meadow 2003; 

Goldin-Meadow and Wagner 2005; Streeck 2009). A good example to con­

sider in this respect is gesture. Recent studies don't simply show that 

gesture is tightly intertwined with speech in timing, meaning, and func­

tion; they suggest that gesturing reduces cognitive load and thus frees 

speakers' cognitive resources to perform other tasks (e.g., memory tasks) 

(Goldin-Meadow and Wagner 2005, 238; Goldin-Meadow 2003). Moreover, 

Michael Corballis (2003, 2009) has made a strong case for the evolution 

of language as a gestural system evolving from the so-called mirror system 

in the primate brain. According to Frank Wilson (1998, 7), the interdepen­

dence of hand and mind appears to be so strong that any theory of human 

intelligence that ignores "the historic origins of that relationship, or the 

impact of that history on developmental dynamics in modern humans" is 

"grossly misleading and sterile." (On the importance of manual concepts, 

see Cushing 1892.) Wilson's claim goes well beyond what Wilder Penfield 

probably had in mind when he developed the famous "motor homuncu­

lus" map showing the proportions of the human brain dedicated to various 

parts of the body (Penfield and Rasmussen 1950). Looking at Penfield's 

map, one is immediately struck by the enormous size of the part of the 

brain associated with the hand, which clearly shows the intimate linkage 

between hand and mind. Yet for the embodied-cognition paradigm the 

development of the five-fingered precision grip and the opposable thumb 

imply much more than simple evolutionary curiosities. Jn particular, the 

hand is not simply an instrument for manipulating an externally given 

objective world by carrying out the orders issued to it by the brain; it is 

instead one of the main perturbatory channels through which the world 

touches us, and it has a great deal to do with how this world is perceived 

and classified. Indeed, for embodied cognition, human conceptual catego­

ries, far from corresponding to inherent objective properties of an external 

reality, are to a large extent dependent on "the bodily nature of the people 

doing the categorizing" (Lakoff 1987, 371). In short, "the very structures 

on which reason is based emerge from our bodily sensorimotor experi-
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ences" (ibid., 386). The implications of such a position are far-reaching, 
shaking the objectivist foundation of traditional cognitive scie.nce, which 
is now replaced with a new ontological and epistemological basis that is 
named "experiential realism. "  And from the stance of " experiential realism" 
embodiment is the condition for meaningfulness (Lakoff and Johnson 
1999). That is crucial for present purposes, and for that reason I will raise 
two further questions. 

The first question concerns the exact nature of the pre-conceptual 
bodily experiences that define the way humans make sense of the world. 
The second concerns how abstract or higher-level cognitive operations can 
be explained in terms of this pre-conceptual bodily experiential structure. 
For example, we can easily see how an embodied account of human cogni­
tion can help us understand Colin Renfrew's (2001a) argument about 
weight as a meaningful experience that, in its substantive reality, precedes 
any notion of quantification and standardization, but what about other, 
more abstract notions and categories? 

The embodied perspective suggests that the pre-conceptual structure 
consists mainly of directly meaningful universal schemata that exist prior 
to and independent of any conceptual categories and can, in Lakoff and 
Johnson's terminology, be divided in two major kinds: basic-level structure 

(which arises from our capacities for gestalt perception, mental imagery, 
and motor movement) and image-schematic structure (which comprises 
recurring patterns in our sensorimotor experiences and perceptual interac­
tions, such as source-path-goal, center-periphery, experience of bounded 
interiors, the gravity vector, balance and equilibrium, and force dynamics). 

In regard to the relationship between pre-conceptual structure and 
"higher-ievel" cognitive processing, the embodied perspective suggests that, 
in domains where no pre-conceptual structure is directly available on the 
basis of experience, we import such structure by way of metaphoric and 
integrative conceptual mappings: 

Our brains are structured so as to project activation patterns from sensorimotor areas 
to higher cortical areas . . . .  Projection of this kind allow us to conceptualize abstract 
concepts on the basis of inferential patterns used in sensorimotor proCesses that are 
directly tied to the body. (Lakoff and Johnson 1999, 77; also see Fauconnier 1997; 
Johnson 1987; Lakoff 1987; chapter 5 below) 

In particular, as various experimental studies have revealed, an exten­
sive system of metaphorical mappings underlies our thought processes, 
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structuring some of the most basic categorizations we conventionally 

employ in conceptualizing the world. (For a neuroscientific view, see 
Gallese and Lakoff 2005.) On the basis of these observations, and in an 
attempt to demystify the deficient prevailing understanding of metapho­

ricity as a marginal instrument of poetic language, the proponents of 

embodied mind situate metaphor at the very center of the human cogni­

tive landscape. In doing so, they differentiate-and in fact prioritize-the 

ontological nature of metaphor as a fundamentally cognitive phenomenon 

from its various surface linguistic or other manifestations, using the word 

'metaphor' to refer to a cross-domain mapping in the conceptual system 

that constitutes the basis of understanding and meaning construction 
(Johnson 1987; Turner 1996). 

A more specific example may help to illustrate the matter. 

"Time events are things in space" 

Consider the commonplace expressions "the day before yesterday," "in the 

preceding session," "the days ahead of us," "back in time/' 11in the distant 

future," "in the remote past,'' "the end is near," and "Christmas is gone." 

Each of these is in our ordinary vocabulary for speaking about time, and 

"they all serve to express ideas about time in terms of objects, positions 

and movements in space" (Nunez 1999, 42). More interesting, people seem 
to use these expressions in a natural and effortless manner. People never 

seem puzzled or confused about the meaning of "Christmas is gone.11 From 

a cognitive perspective, the following question can be raised: How is it that 

people can effortlessly and unconsciously make inferences about time 

while talking about space? Nunez puts it this way: "What does it mean to 

say that 'Christmas is gone'? . . .  It does not move anywhere. So, gone 

where? In what space did it move? From where to where? Going through 

what locations?" (ibid., 44). A common-sense answer to these questions 

would be that we are merely dealing with figures of speech-ordinary 

features of our linguistic abilities and of conventional language use. But 

from the perspective of embodied cognition things appear rather different. 
Obviously, I am discussing metaphoric expressions here. However, as I have 

already pointed out, for embodied cognition a metaphor is not simply a 
figure of speech; it is a cognitive cross-domain mapping. It is such a con­

ceptual mapping that enables us, in the examples cited above, to under­

stand time in terms of motion in space. Thus, this mapping "does not 
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The main structure of the cross-domain mapping 1'Time events are things in space." 

belong to the realm of words but to the realm of thought" (ibid., 45). 
NUfiez uses the phrase 11Time events are things in space'1 to refer to this 
general conceptual mapping, which enables us to understand "time" in 

. . 

terms of "things in a sequence" and "motion in space.11 The main structure 
of this cross-domain mapping is selectively illustrated in figure 4.2. Two 
particular points demand our attention in respect to this mapping. 

The first point concerns the almost universal use of unidimensional 
space as a source domain of the mapping: As Nunez observes, although 
minor variations in the structure and form of the mapping have been 
observed in different languages and cultures, in every case that has been 
studied so far "time events" are mapped onto 11space11-more specifically, 
onto "things in space.'' This indicates that such a conceptual mapping 
cannot be understood as merely a social or cultural convention. If it were 
merely such a convention, those studying it probably would have found 
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additional experiential modalities (other than that of space) being used as 
source domains for generating inferences about time. But, Nl1fiez notes, 

We simply don't observe the conceptual structure of time flow based on domains 
of human experience such as tastes, tlavours, or colours. Given this, the future can't 
taste purple . . . .  Human beings, no matter the culture, organize chronological experience 
and its conceptual structure in terms of a very specific family of experiences: the experience 
of things in space. (ibid., 52) 

The second point relates to the primacy of the inherent bodily orienta­

tion in the mapping. Jn every manifestation of the time-space mapping, 
the domain "objects in space being in front of the observer" is always 

mapped onto the domain 11future/1 whereas the domain "objects in space 

being behind the observer" is always mapped onto the domain "past." 

More simply, "there is one bodily orientation that is predominant in a wide 

range of human cultures, namely, the future as being ahead of us and the 

past as being behind" (ibid., 53). If, as mainstream computational psychol­

ogy has postulated for decades, cognition operates as an inherently abstract 

symbolic processing mechanism, why does the mind need a bodily orienta­

tion in order to make sense of time? More precisely, why does it need a 

particular bodily orientation (front/back) in order to do so? If human 

thought and reason is a matter of internal arbitrary representations with 

no direct bodily and experiential grounding, why does the future make no 

real sense as being above or below us, in our left or right, or indeed in our 

lower left rear? Strange as it might seem, when it comes to disembodied 

representations, any kind of bodily orientation could have served this 

function equally well. In fact, from a representational stance, there should 

have been no need to use bodily orientation or space to make sense of 

time. We should have been able to conceptualize time directly. From a 

representational stance, besides arbitrary convention1 there is nothing else 

left to account for our preference to conceptualize the future as something 

that is ahead of us rather than as something that tastes purple. For the 

embodied-cognition paradigm, however, there are many other good 

reasons, and all of them are grounded upon a central observation: the 

primacy of bodily experience in the structuring of human conceptual 

processes. 

Embodied cognition and material culture 

Viewed from the perspective of Material Engagement Theory that I am 

developing here, the case of embodied mind, though promising as a model 
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for the study of human cognition, has certain limitations. No doubt by 
grounding cognition in bodily experience we have taken a step toward 
resolving the traditional mind-body dichotomy. Nevertheless, as I have 
argued elsewhere in more detail (Malafouris 2008a), what this step essen­
tially implies for the proponents of embodied-cognition approach is simply 
an expansion of the ontological boundaries of the res cogitans rather than 
the dissolution of those boundaries altogether. Transposing the conven­
tional demarcation line of human conceptual architecture outside the 
brain but still inside the skin, the embodied-mind approach may have 
resolved the traditional "ghost in the machine" paradox by way of what 
Anderson (2003) calls the "physical grounding project," but it also has 
created a sort of embodied cognitivism in which the material reality 
remains external and epiphenomena! to the cognitive structure. Conse­
quently, the traditional drawback of cognitivism remains, albeit in an 
embodied fashion. For example, it is a central premise of conceptual meta­
phor theory that metaphoric mappings present uniform properties. This 
means that "there is no formal difference between metaphor as revealed 
by linguistic expressions and metaphor as revealed by other forms of 
human action, including the production and use of material culture" 
(Ortman 2000, 616). I consider this premise mistaken in two major and 
related respects. First, such a claim fails to take into account the active role 
of material mediation in the enaction of metaphoric projection. Second 
(and correlated), such a claim homogenizes mediational means-language, 
artifact, gesture, ritual, and so on-that in reality present quite different 
properties and possibilities for metaphoric and integrative projections. 

For example, materially enacted metaphors, unlike their linguistic 
expressions, present no text-like propositionality. They do not simply com­
municate meaning; rather, they communicate actively doing something. 
More specifically, material metaphors objectify sets of ontological corre­
spondences, making possible the construction of powerful associative links 
among material things, bodies, and brains. If one accepts this logic of 
substantive participation, the most interesting questions have to do with 
how human cognition "becomes articulated to produce particular kinds of 
metaphorical links within historically determinant and determined social 
circumstances" (Tilley 1999, 35). Indeed, if metaphor is "as much a part 
of our functioning as our sense of touch" (Lakoff and Johnson 1980, 239), 
and if pre-conceptual structure is to be accepted as the experiential founda­
tion of an embodied human mind, both metaphor and pre-conceptual 
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structure have to be placed upon the concrete foundation of material 
culture. In fact, it can be argued that none of the kinesthetic image sche­
mata discussed above can be experienced outside some context of material 
engagement. In such contexts of situated action, however, the boundaries 
of the embodied mind are determined not solely by the physiology of the 
body, but also by the constraints and affordances of the material reality 
with which it is constitutively intertwined. 

The anthropologist Jean-Pierre Warnier asks 

Is not material the indispensable and unavoidable mediation or correlate of all our 
motions and motor habits? Are not all our actions, without any exception whatso� 
ever, propped up by or inscribed in a given materiality? (2001, 6) 

The framework of distributed cognition has successfully shed new light on 
some of these matters. 

The distributed-cognition approach 

The distributed-cognition approach to the study of mind is a theoretical 
framework developed initially by Edwin Hutchins (1995, 2005, 2008, 
2010a-c). Work by other anthropologists, including Charles Goodwin 
(1994, 2002, 2010), and by cognitive scientists, including David Kirsh 
(1995, 1996, 2010), has also been influential. What distinguishes this 
approach from other approaches to the study of human cognition can be 
nicely expressed by way of two basic theoretical commitments, which also 
characterize the Extended Mind Hypothesis. 

What is outside the brain is not necessarily outside the mind 

The first theoretical commitment pertains to the boundaries of the unit of 
analysis for the study of human cognition. It relates, in other words, to 
the crucial methodological question "Where do we look for the mind?" As 
has already been discussed, the standard reply to this question according 
to the traditional "all in the head" view of human cognition is, basically, 
"What is outside the head is outside the mind." As I noted earlier, this 
conviction was partially challenged when the embodied-cognition para­
digm brought the body into the cognitive fold. 

However, a final demarcation line remains to be crossed, and this is 
precisely the task that the distributed-cognition approach has set out to 
accomplish. To start with, the distributed-cognition approach recognizes 



The Extended Mind 67 

that there can never be a full account of human cognitive operations based 
solely on internal states of the brain. A cognitive process is hot simply 
what happens inside a brain; a cognitive process can be what happens in 
the interaction between a brain and a thing. The traditional boundaries of 
the unit of analysis for cognition must be extended beyond the individual 
in order to accommodate broader cognitive events that include interac­
tions among people, artifacts, space, and time. 

Another important feature of interactions between human and material 
agents is that they take place in real space and time. In having a body, 
humans are spatially located creatures. Embodied cognitive science has 
made a strong case for the fundamental role of bodily sensorimotor experi­
ences in the structure of our thinking. Thus, for distributed cognition, 
space is not simply the passive background against which the activity 
unfolds; it is something that can be used as a cognitive artifact. 

Cognition is not simply a matter of internal representation 

This drastic expansion of the unit of analysis for the study of cognitive 
phenomena, now pursued "in the wild" (Hutchins 1995), leads directly to 
the second and correlated theoretical commitment of the distributed­
cognition approach, which now pertains to the range of processes that can 
be assumed to participate in and characterize the nature of our mental 
machinery. Obviously the traditional computational image of the mind as 
a storehouse of internal representational structures and computational 
procedures is no longer sufficient once you expand the territory of the 
human mind beyond the skin and skull of the individual. From the per­
spective of distributed cognition, our mental machinery is essentially an 
extendea functional system that does not simply involve internal repre­
sentational states but also involves the transformation and propagation of 
such states across external media. This means that, although mental states 
can be 11internal" in the traditional sense of inter-cranial representation, 
they can also be outside the individual (e.g:, maps, charts, tools) and thus 
"external" to the biological confines of the individual. In other words, for 
distributed cognition "a cognitive process is delimited by the functional 
relationships among the elements that participate in it, rather than by the 
spatial co-location of the elements" (Hollan et al. 2000, 176). No proper 
understanding of our mental machinery can be achieved either by leaving 
those "external" cognitive events outside the cognitive equation proper or 
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by reducing them to some 11internal" neuronal activity or brain process. 
For example, rather than asking who is responsible for steering a ship into 
a harbor, one should ask how the necessary knowledge is enacted and 
propagated across people, artifacts, and time (Hutchins 1995). 

Let us explore that issue using as an example one of the earliest writing 
systems: the Mycenaean Linear B script. My argument is that if we seek to 
understand the Linear B system as a technique of memory, focusing only 
on what is written on the surface of the Mycenaean clay tablets (that is, 
the representational content) or on the internal structure of the script, we 
will see only part of the picture. Instead of using the Linear B tablets as a 
medium for getting inside the Mycenaean head, I will show that a great 
deal of Mycenaean cognition lies out there in the world and it is enacted 
through, rather than written upon, the Mycenaean tablets. 

Remembering through, or how a Linear B tablet helps you forget 

By way of basic background, I will begin with a few broad remarks concern­
ing the archaeology of the tablets. The system of writing we call the Myce­
naean Linear B script originated around the fifteenth century BC to serve 
the administrative (record keeping and accounting) demands of the gradu­
ally emerging Mycenaean palatial system (Chadwick 1987; Palaima 1988; 
Shelmerdine 1997). The script, which comprised 89 syllabic signs and more 
than 100 ideograms, was adal'.ted from the earlier Linear A Minoan writing 
system. Two major textual forms have been recovered; they come exclu­
sively from the major palatial centers of the Greek mainland and Minoan 
Crete. The first, the dominant one, consists of tablets of unbaked clay. The 
second consists of painted inscriptions on large stirrup jars. It is important 
to note that the use of the Mycenaean script was strictly confined to record 
keeping in the context of palatial administration. In contrast with the situ­
ation in the Near East, there are no historical documents (annals, diplo­
matic correspondence, treaties, or religious texts). As john Chadwick 
correctly observes (1976, 27), "It cannot be too strongly emphasized that 
what mattered most to the users of these documents was the numerals. 
The numbers and quantities are important details which cannot be con­
fided to the memory; the remainder of the text is simply a brief note of 
what the numerals refer to, heading to enable the reader to identify the 
person or place associated With the quantity recorded.'' 
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One obvious way to look at this corpus of artifacts, and to study the 
Mycenaean Linear B tablets from the perspective of cognitive archaeology, 
would be, very simply, to try and read the messages inscribed on clay. 
Indeed, thanks to the efforts of Michael Ventris and John Chadwick (1973), 
who managed to break the code of the Mycenaean script, a great deal of 
information about the Mycenaean society and the Mycenaean economy 
has been deduced in recent decades through the systematic efforts of 
scholars specializing in the study of Mycenaean documents. (See, e.g., 
Chadwick 1976; Palaima 1988; Shelmerdine 1997; Bendall 2007.) However, 
for the purposes of this chapter I propose that we resist the temptation to 
read something of the content of Mycenaean thought as it may have been 
encoded on the tablets, and that instead we look at the process of Myce­
naean thought and at the role Linear B might have played in shaping that 
process. In other words, I want to use the example of Linear B tablets to 
raise the question of how, rather than what, the Mycenaeans were think­
ing. To that end, it is necessary first to understand the Linear B system as 
a cognitive resource and artifact. How we do that? Let us consider how a 
distributed-cognition (Dcog) approach to the study of the Linear B system 
can help. 

The intelligent use of clay 

In physical morphology, Linear B tablets can be divided into two major 
types: small, elongated "leaf-shaped" tablets and large "page-shaped" 
tablets (figure 4.3). A "leaf-shaped" tablet usually is one part of a larger set; 
a "page-shaped" tablet usually is a complete document in itself. This func­
tional differentiation, far from trivial, embodies the solution to a very 
important problem imposed on the writing process and the memory of 
the Mycenaean scribe by the very materiality of the tablets: once some­
thing was written on the surface of the wet clay, it dried rapidly (in a few 
hours, or perhaps a day at most). No additions or corrections could be 
made after the clay dried. As an implication, if a tablet were to contain a 
large number of entries, all the relevant information about those entries 
should have been available within the mentioned time limits. If this was 
not possible and the information required came in pieces at different times, 
or even from different persons, then the use of small individual tablets for 
each piece would have been necessary for storing the incoming information. 
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(b) 

(c) 
Figure 4.3 
Linear B tablets from Knossos recording (a) women, probably textile workers, and 
what appear to be their sons (kouroi) and daughters (korai)i (b) chariot wheels listed 
by form and type of material, including 11of elm," "of willow," and "bound with 
bronze"; and (c) swords: to-sa I pa-ka-na PUG 50 [so many swords (sword ideogram) 
50 (at least)] (courtesy of Ashmolean Museum, University of Oxford). 

These small tablets could then be filed in order, like cards. in an index. And 
once a file was complete it could be recopied onto large tablets. Archaeo­
logically it is not always easy to recover those files and the sets or groups 
of tablets that were intended to be read as a single document. However, in 
a few cases direct evidence about this practice has been preserved in the 
archaeological record. An excellent example can be seen in the case of the 
Pp series recovered in situ by Arthur Evans in the course of his excavation 
at the palace at Knossos (figure 4.4); it shows not "merely the set but the 
order in which the tablets were filed" (Chadwick 1976, 22).1 

From a classical cognitive science perspective, the cognitive processes 
involved in the use and manipulation of those files could certainly be clas­
sified as instances of memory and information processing. But it would be 
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Figure 4.4 
The Pp series file recovered in situ by Arthur Evans (after Evans 1935, figure 655). 

very difficult to draw the boundary between the internal and the external 
parts of the cognitive system involved, even if one were able to locate 
precisely where these cognitive processes were enacted. 

It is clear that in this case the cognitive process does not simply involve 
the internal representation of symbols via the Linear B code in order to 
produce the outcome that we see inscribed in the tablets. The cognitive 
process of producing the file also involves physical manipulation of the 
properties of the representational medium as a material object in real time 
and space. And the file, seen as a material spatial arrangement, is not 
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simply amplifying the problem-solving process by reducing the complexity 
of the cognitive task-for example, directing attention so as to reduce the 
cost of visual search and to make it easier to notice, identify, and remember 
the items. The file; I want to suggest, is also transforming the physical 
boundaries of the problem's space, and thereby restructuring the problem­
solving process. Indeed, any particular task space or context affords only 
certain possibilities of action. That means that by changing the physical 
properties of activity space one can restrict the freedom of the agent. 
However, the fewer degrees of freedom in a given context that an agent 
has, the simpler is the cognitive task. 

In distributed cognition, space is not simply the passive background 
against which the activity unfolds; it is something that can be used as a 
cognitive artifact. Indeed, according to David Kirsh (1995, 1996), spatial 
arrangements form an important part of the functional architecture of any 
distributed cognitive system in at least three important and correlated 
respects: by supporting choice, by supporting perception, and by supporting 
problem solving. For example, space can be used to simplify choices either 
by constraining what is feasible in a given situation (that is, hiding affor­
dances) or by drawing attention to what is feasible (that is, highlighting 
affordances). Moreover, spatial properties can be used to facilitate percep­
tion by directing attention and by offering visual cues for action. Two 
obvious examples are size and color, whi_ch can be used as attention-getting 
features. Indeed, a number of such epistemic features are evident in the 
Linear B script. To facilitate identification and perception of the informa­
tion that would later be inscribed, several transverse lines running the full 
width of a tablets usually were drawn by hand. Especially on elongated 
tablets, the first word of the text was written in large signs, and paragraphs 
were separated by one or two blank lines (Chadwick 1987, 16). 

The 11epistemic features" of the Linear B system mentioned above, and 
many other features-e.g., repetition of standard formulae within set 
spatial formats, careful spatial separation of individual entries, stoichedon 
formatting of lexical and ideographic items within successive entries, and 
in general the systematic use of ideograms as tool for reference and retrieval 
(Palaima 1988, 330-332)-may seem trivial from the perspective of a fully 
literate present-day Western individual. Yet in the context of Mycenaean 
prehistory they amount to "a noticeable development" of recording and 
retrieval techniques, moving from Cretan Hieroglyphic and Linear A to the 
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Mycenaean Linear B (ibid., 331) .  More important in the context of the 
present discussion is that these "epistemic features" exemplify an impor­
tant class of events that may serve to remind us that, in the case of Linear 
B, understanding the mind behind the artifact is not simply a matter of 
postulating the putative representational states or events being created 
inside the head of a Mycenaean when he or she is reading or writing a 
tablet. It is also a matter of postulating the dynamic interaction between 
that person and the physical properties of the medium of representation 
as a material thing-that is, a clay tablet.2 

This takes us to the heart of the general hypothesis of extended 
cognition. 

Were it to happen in the head: From "parity" to "complementarity" and 

beyond 

As the Linear B tablets exemplify, the engagement between cognition and 
material culture, even in paradigmatic cases in which it can be conceptual­
ized as involving the manipulation of abstract symbols (e.g., signs of 
names, places, and numerals), is not simply a matter of independent 
mental representation; it is also a matter of meaningful enculturation and 
enaction-processes that are dependent on and inseparable from their 
physical realization, bodily or material. Contrary, then, to the expectations 
of the orthodox view in cognitive science about the whereabouts of Myce­
naean memories and their mental representations, the examples presented 
in the preceding section demonstrate that the Mycenaeans showed little 
respect for the boundaries between mental and physical domains. How do 
we account for that? Exactly where did explanation of Mycenaean memory 
depart from the traditional idea of "external symbolic storage" (Donald 
1991, 2010) and enter the field of extended cognition? The answer is fairly 
simple: The shift happened the moment we recognized that in the case of 
the Linear B it was not simply information that was externalized but also 
the actual processing of that information. This statement has a number of 
important implications. 

A useful way to explicate the Extended Mind (EM) Hypothesis is to 
consider the divide between internalism and externalism in philosophy of 
mind. (See, e.g., Wilson 2004; Wheeler 2005; Clark 1997, 2001a, 2008a; 
Clark and Chalmers 1998; Adams and Aizawa 2008.) Internalism claims 
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that the contents of mental states are determined by features of the indi­
vidual biological subject without recourse to "external" or "non�biological" 
conditions. Externalism argues for the opposite, recognizing that the 
content of a mental state is in part determined by elements of the external 
world, and thus that human cognitive skills cannot be studied indepen­
dent of the external environment (social or technological). The extended­
mind view should not be confused with the latter assumption about the 
externality of mental content, originally advocated by Hilary Putnam 
(1975) and Tyler Burge (1979), now widely accepted, and more recently 
known as "vehicle externalism" (Hurley 1998)-that is, the view that the 
vehicles of mental content need not be restricted to the inner biological 
realm. The extended-mind thesis, though rooted in externalism, took the 
externalist outlook a step further by arguing that not only the mental 
content but also the mental process (or at least part of it) can be external 
to the subject. This perspective became known as "active externalism" 
(Clark and Chalmers 1998). Whereas mainstream externalism (or the idea 
of external symbolic storage) implies externalization of cognitive content, 

active externalism implies externalization of cognitive states and processes 

(figure 4.5). For active externalism, marks made with a pen on paper are 
not an ongoing external record of the contents of mental states; they are 
an extension of those states. Cognition and action arise together, dialecti­
cally forming each other. There is a huge ontological distance between a 
mind able to externalize its contents to material structures and a mind 
whose states and processes aren't limited by the skin. 

At the nub of this premise lies the famous and much debated "parity 
principle11: 

If, as we confront some task, a part of the world functions as a process which, were 
it to go on in the head, we would have no hesitation in accepting as part of the 
cognitive process, then that part of the world is (for that time) part of the cognitive 
process. (Clark and Chalmers 1998, 8) 

To illustrate this principle, I return to the issue of memory using Clark and 
Chalmers' famous example of Otto and Inga. Inga and Otto both want to 
visit the Museum of Modern Art in New York, but they forget where the 
museum is. Inga stops, consults her memory, after a moment or two 
remembers the museum's location and goes on her way there. But Otto, 
who has Alzheimer's Disease, keeps important information such as the 
museum's address in a notebook, which he always carries. Otto has to 
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the extended mind 

The actual local operations that realize certain forms 
of human cognizing include inextricable tangles of 
feedback, feedMforward, and feedMaround loops: loops 
that promiscuously criss�cross the boundaries of 
brain, body, and world. The local mechanisms of 
mind, if this is correct, are not all in the head. 
Cognition leaks out into body and world. 

-Andy Clark, Supersizing the Mind (2008a, xxviii) 

Figure 4.5 

A cognitive leakage. 

75 

consult his notebook, rather than his biological memory, to find the 
museum's address. How can we interpret this difference? From a functional 
perspective, it can be argued that the information st

_
ored in Otto's note­

book and the information stored in Inga's biological memory appear to 
resemble one another in at least one significant respect: They enable, albeit 
in different media, the physical implementation of Otto's and Inga's dis­
positional beliefs about the museum's location. As we have seen, in the 
case of the Linear B tablets a physical artifact, like Otto's notebook, makes 
it possible for the system to remember something even if an isolated indi­
vidual cannot. There is nothing special or strange in saying, then, that 
Otto's notebook plays a special role in his ability to remember. But what, 
more specifically, might this role be? Should we see Otto's notebook as an 
instrument of or a substitute for his biological memory, or should we see 
it as, literally, a constitutive "part" of Otto's mind and self (Clark and 
Chalmers 1998)? To put it another way, what is the difference between 
Otto and Inga so far as the function of memory as a cognitive process is 
concerned? 

There are many different ways to answer this question, and any attempt 
to spread the operations of mind beyond skin and skull is subject to many 
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potential pitfalls. The philosopher Michael Wheeler (2010b) has addressed 
the question of deciding "what the benchmarks are by which parity of 
causal contribution is to be judged." Wheeler suggests that the wrong way 
to answer this question is to first "fix the benchmarks for what it is to 
count as a proper part of a cognitive system" and then "look to see if any 
external elements meet those benchmarks" -in other words, to first take 
the properties of the brain as the yardstick for the cognitive and then see 
whether there are things that manifest those properties. This strategy, 
though useful in some respects, must be wrong, because it deprives us of 
the ability to discover whatever unique properties might differentiate the 
cognitive life of things from the cognitive life of, let's say, neurons. 

To understand this problem better, let us again consider memory. But 
this time, instead of thinking about Otto's notebook, let us return to the 
example of the Mycenaean Linear B tablets. Seen as a cognitive artifact, a 
Linear B clay tablet provides a prototypical "exographic" device and tech­
nology of memory. One way to read the parity principle, then, is as follows: 
If "exograms" (e.g.1 Linear B tablets) act as "engrams/} do, then "exograms" 
count as parts of memory. At a certain level this might appear to be pre­
cisely the point that the extended-mind approach and the material­
engagement approach take. But such a simplistic isomorphic reading of 
the parity principle is far from what I advocate, and can be considered to 
embody a number of serious drawbacks. For instance, what if what we call 
an 11engram" was first described as something analogous to what we now 
identify as an uexogram1? Or, more important for present purposes, what 
if "exograms," though they are active and constitutive parts of memory, 
are different in important respects from what we know concerning the 
function of the engrams? What if, in other words, clay iablets and brains 
store information in radically different ways? I should clarify that Material 
Engagement Theory subscribes to a locationally neutral account of cogni­
tion but not to a substrate-neutral account of cognition. Contrary to what 
often appears to be a mere functional and isomorphic interpretation of the 
parity principle in the extended-mind literature, I argue that what minds 
are made of-that is, the stuff of mind-matters as much as how minds 
are functionally organized. I will return to this. Notice for now that the 
important question is not simply "Does a Linear B tablet extend the opera­
tions of Mycenaean memory beyond the boundaries of the body and 
brain?"; it is "Exactly how does it do so?" Similarly, although we can be 
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sure that memory is a cognitive process, we need not assume that we know 
(exactly) what makes it a cognitive process. indeed, what makes a process 
a cognitive process? 

The hypothesis of the constitutive intertwining of cognition with material 

culture 

Having given this conceptual background, I can now proceed to spell out 
what I call the hypothesis of the constitutive intertwining of cognition with 

material culture. The main postulate of this hypothesis can be expressed as 
follows: If we accept that the mind evolves and exists in the relational 

domain as our most fundamental means of engaging with the world, then 
material culture is potentially co-extensive and consubstantial with mind. 

What are the ontological commitments of this? What does it mean to 
say that minds and things are co-constituted in situated action? Put simply, 
the principal contention here is that minds and things, more than merely 
being causally linked, are constitutively interdependent-that is, that the 
one cannot exist without the other. How can this be? Admittedly, brains 
and things are different sorts of stuff, yet the ontological compound we 
call human cognition needs both in order to operate. The parity of "outer" 
and "inner" cognitive elements advocated here does imply a "functional 
isomorphy" or 11identity11i it implies a constitutive intertwining of brains, 
bodies, and things in a specific cultural setting. In the context of Material 
Engagement Theory, the parity principle does not require or imply an 
identity of mental causal contribution. It is introduced, instead, as a 
measure to ensure what Andy Clark (2007, 167) calls "equality of oppor­
tunity," or, to put it differently, a "non-anthropocentric" (Knappett and 
Malafouris 2008), "symmetric" (Latour 1999, 2005; Shanks 2007; Wilmore 
2007) view of mind, self, and agency. 

Human thinking is, first and above all, thinking through, with, and about 

things, bodies, and others. In fact, one of my contentions in this book will 
be that, from a developmental and evolutionary perspective, only after that 
basic stage is achieved can metacognition (thinking about thinking) emerge. 
Indeed, what is meant by collapsing the distinction between the internal 
and the external aspects of human cognition is that neither the internal nor 
the external aspects are sufficient in themselves to contain the operations 
of the human mind. Thinking is not something that happens "inside" 



78 Chapter 4 

brains, bodies, or things; rather, it emerges from contextualized processes 
that take place "between" brains, bodies, and things. 

These are strong claims, and it can be argued that so far proponents of 
the Extended Mind Hypothesis have failed to provide a coherent argument 
for why should we treat any of these integrated external structures as parts 
of the mind (that is, as constitutive parts of externally realized mental 
states and processes) rather than merely as tools or as influences on those 
processes. 1b bring all this into better view, I return to the example of the 
Linear B tablets. Chadwick's description of the processes that may have 
taken place in the main Archive room at the Mycenaean palace at Pylos 
offers a good starting point for trying to focus on the specific details of the 
cognitive ecology surrounding the Mycenaean clay tablets: 

The scribe sits on a stool (thranus on the tablets) in the Main Archive Room; 
through the door at the back we can see through into the Annex, where most of 
the tablets were found. The written tablets are tidily filed in their labeled baskets; a 
few lie exposed drying before being put away. The scribe holds the tablet he is 
working on in his left hand; it is quite often possible to see the fingerprints on the 
reverse where the tablet was held, and large tablets have sometimes here depres­
sions corresponding to the positions of the thumb and fingers. Next to him stands 
an official who has returned from a tour of inspection and is dictating the details 
he wishes to record; he has brought with him a tallyMstick to remind him of the 
correct figures-a gratuitous invention, but it is certain that some form of tempoM 
rary mnemonic would have been needed to ensure that the official got his figure 
right. In the foreground a small boy is kneading clay ready to make the next tablet 
for the scribe. (1976, 20) 

This informed reconstruction offers only a small part of the complex inter­
actions that characterize the usage and processing of the tablets. The 
operational sequence can easily be extended to incorporate further ele­
ments, materials, and practices. One example can be seen in the case of 
small blobs of wet clay (labels) that were pressed onto the outside of the 
baskets used for the storage of the tablets to facilitate the identification of 
the tablets after their storage (ibid., 18-19). Yet I believe that Chadwick's 
description illustrates an important point for the present discussion: Jn 
approaching Mycenaean memory through the material remains of the 
Linear B script, we are not simply looking at a disembodied system of signs. 
We are looking, instead, at a temporal sequence of relationally constituted 
embodied processes encompassing reciprocal and culturally orchestrated 
interactions among humans, situated tool use, and space. 
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When speaking about interaction, I do not simply refer to the process 
in which several individuals are bringing together their isolated and decon­
textualized bits of knowledge. The focus is, rather, on how those bits of 
knOYl'ledge are acquired, coordinated1 and distributed in action. Also 
important to keep in mind is that the interactions that define a distributed 
cognitive system do not occur only among individual human agents but 
also occur among humans, objects, and materials of various sorts. The 
common idea about space and the environment as a static external recourse 
devoid of agency comes under question. (For other examples, see Knappett 
and Malafouris 2008.) I will be discussing the issue of material agency in 
detail later in the book. For now, the critical assumption is that a cognitive 
system that involves more than one individual has cognitive properties 
that differ from the cognitive properties of the individuals who participate 
in the system taken in isolation. This also means that no matter how 
detailed the knowledge of the cognitive properties of those individual 
agents in isolation might be, it is not in itself sufficient to account for the 
operations of the system as a whole. (See also Hutchins 1995.) Instead, we 
should be focusing on the interactions among human and material actors 
seeking to discern the properties, emergent or otherwise, that are relevant 
to the working space and the social setting. Focusing on the distribution 
of labor, or on the factors that determine the size of a clay tablet, or even 
on the various communicative pathways that define the flow of informa­
tion across the different representational states and modes of the system 
(e.g., from verbal to inscribed) may be more important for understanding 
the cognitive operations involved than any isolated observation about the 
representational content of the tablets. 

This change in perspective, which the archaeological preoccupation 
with things and cultural practices embodies, brings with it, with some 
elaboration, a whole new set of possibilities to the study of mind and 
memory. The new approach involves a change of analytic unit and a shift 
in the level of description from the micro level of semantics to the macro 
level of practice. As I will explain below, an important implication follows 
from that holistic relational outlook: Linear B is no longer seen as a dis­
embodied abstract code; now it is seen as a situated technology instantiat­
ing a new way of remembering and a new way of forgetting. The Mycenaean 
simply reads what the Linear B tablet remembers. In fact, being able to 
read, that person no longer needs to remember. 
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Surely skeptics will think I am pushing the boundary of cognition too 
far here. Things and technologies (e.g., clay tablets and notebooks) are 
simply aids to cognition; they are not cognition itself. Things do not con­
stitute our memories, nor do they have memories of their own; they simply 
help us remember. Adams and Aizawa (2008, 2010) probably would 
·contend that in much of what I have said so far I have mistaken a mere 
and rather epiphenomena! causal influence of the tablet on the human 
memory system for something more substantial. Although it is certainly 
acceptable to claim that the Mycenaean is interacting with or using a 
Linear B tablet to store information outside the head, to say that a clay 
tablet actually instantiates memory or participates in the cognitive pro­
cesses responsible for how the Mycenaean remembers is an entirely differ­
ent claim-a claim that Adams and Aizawa (2008) would probably consider 
metaphysically suspect. In the latter case, the critique goes, we have con­
flated the ontologically important distinction between "causation" and 
11constitution"-that is, between "mere interaction" and "participation." 

Though one could see the reasons for it, I believe that this worry fun­
damentally misrepresents the cognitive life of things, as I will try to illus­
trate below. The "coupling-constitution fallacy" (Aizawa 2010; Rupert 
2004, 2010a,b) and what might be called "the locational fallacy" (Wheeler 
2010a,b), l believe, illustrate, on the one hand, the intellectual uncertainty 
and residual cognitivism that one could still trace among extended-mind 
theorists, and, on the other hand, the inability of modern philosophy to 
make sense of the most significant attribute of the cognitive life of things: 
their ability to be, at the same time, mental and physical. 

Jn chapter 3, I attempted to take a first step toward reconciling these 
fallacies by exposing the shortcomings of conventional boundaries and 
analytical units in the study of mind and by developing the notion of 
metaplasticity. Here I want to expand on those arguments, focusing on 
some issues that I believe are responsible for the worries mentioned above 
and which I think have not received the attention they deserve in the 
ongoing debate over the Extended Mind Hypothesis. Those issues are, of 
course, materiality, time, and transformation. I will argue that the current 
criticisms of extended-mind theory emanate principally from a deeply 
entrenched "I-centric" bias in philosophical thinking that defines the tem­
poral scale and the ontological configuration of the human mind (extended 
or not). Essentially, this "I-centric" view implies that the mind is a property 
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or a possession of the individual (which also means that the temporality 
of mind is constrained and determined by the temporality of the indi­
vidual), that the individual has an ontological and agentive priority in the 
enaction of any particular cognitive process, and that the location of mind 
is coextensive with the organismic boundaries of the individual. 

Things matter: The coupling-constitution fallacy 

As I have already discussed, according to extended-mind theory the rela­
tionship that characterizes the interaction between cognition and material 
culture is usually described as that of "continuous reciprocal causation" 
between "functionally isomorphic" internal and external structures (Clark 
1997, 163-166). The central assumption behind the coupling-constitution 
fallacy is that, although in the case of the Linear B tablet one could recog­
nize the presence of Ila causal connection11 between mind and clay, this 
"causal connection11 or 11coupling11 is not sufficient to warrant the argu­
ment for cognitive extension. 11Real11 cognitive processing necessitates the 
presence of what Adams and Aizawa define as "non-derived representa­
tions" (2008). The Linear B tablet, an artificial inscriptive device involving 
derived (humanly assigned) rather than non-derived content or representa­
tions, fails to make the grade. On this construal, technologies such as the 
Linear B tablets are merely memory aids that do not participate, in any 
important sense, in "real" cognitive processing. 

I want to argue that this view, which sees the Linear B tablet simply as 
an "external" amplifier or storage device that serves to lighten the 11inter­
nal11 cognitive load, is mistaken. It is mistaken because it leaves out the 
element that matters most: the extended reorganization of the cognitive 
system. Contrary to what many people seem to believe, a Linear B tablet, 
more than simply amplifying memory, brings about some radical changes 
in the nature of the cognitive operations involved and in the functional 
structure of the system as a whole (Norman 1988, 1991, 1993). The differ­
ence that makes the difference in the case of Linear B is that a different 
set of skills and affordances3 is introduced, and those skills and affordances 
radically reconfigure the cognitive ecology and the dynamics (including 
boundaries and connectivity) of the Mycenaean memory field. As an impli­
cation of that, the individual using the tablets now engages in a different 
sort of cognitive behavior. A different cognitive operation-reading-now 
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emerges and becomes available in the system. As Merlin Donald correctly 
remarks (2001, 314), 

The external memory field is not just another sector of working memory. It taps 
directly into the neural networks of literacy, located in brain regions that are distinct 
from those of working memory. Working memory and the external memory field 
thus complement each other, and this allows the brain to exploit their distinct 
storage and retrieval properties. 

To put it simply, the numerals and iconographic signs that constitute the 
mnemonic component par excellence of the Linear B system did not simply 
help Mycenaeans to remember the precise quantities of the recorded com­
modities; rather, they were part of the process by which the Linear B system 

remembered. From the system's viewpoint, it is not the individual scribe 
that remembers; it is the Linear B tablet. The Linear B tablets, by "being 
there" in the "outside11 world, enable the Mycenaean scribe to substitute 
visual recognition for recall, thereby transforming a difficult "internal" 
memory problem into an easier "external" perceptual one. Information, 
once inscribed on the clay tablet, transcends the biological limitations of 
the individual person and becomes available "out there" for other people 
to use, comment on, transform, or incorporate. It is important to note, 
however, that the mnemonic properties of the Linear B system are not the 
sum of the biological capacities of the Mycenaean scribe and the mne­
monic affordances and storage capacity of a Linear B tablet. Rather, a 
hybrid historical synergy or cognitive assembly brings about a new ecology 
of memory. This new ecology cannot be reduced to any of its constitutive 
elements (biological or artificial) and thus cannot be accounted for by 
looking at the isolated properties of persons or things. The challenge for 
archaeology, in this respect, is to reveal and articulate the variety of forms 
that cognitive extension can take and the diversity of feedback relation­
ships between objects and the embodied brain as they become realized in 
different periods and cultural settings (Sutton 2010, 2008; Sutton et al. 
2010). 

Being where? The locational fallacy 

Earlier in this chapter I discussed Wheeler's question about how to decide 
"what the benchmarks are by which parity of causal contribution is to be 
judged" (2010b). I said that taking the brain and its propetties as the 
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unquestioned natural locus and yardstick for the cognitive must be the 
wrong way to think of "parity." The claim for functional isomorphism that 
such a reading of the parity principle embodies cannot do justice to the 
constitutive intertwining of mind with the material world. There are two 
particular problems that I wish to discuss in this connection. 

1 .  Any isomorphism between cognition and material culture homogenizes 
the different roles that brains, bodies, and things might play within the 
cognitive system and thus deprives them of their peculiar features and 
properties. Paradoxically, it is those very properties that define the func­
tions of brains, bodies, and things within the cognitive system and make 
them significant for what they are. Indeed, it cannot be emphasized too 
strongly that a Linear B tablet, like many other technologies of remem­
brance or forgetting, when seen as an 11 external" memory resource, differs 
a great deal from what we know about the workings of biological memory. 
(For more detailed discussions, see Malafouris 2004 and Ma!afouris forth­
coming.) For one thing, as Merlin Donald was one of the first to point out, 
"unlike the constantly moving and fading contents of biological working 
memory, the contents of this externally driven processor can be frozen in 
time, reviewed, refined, and reformatted" (1991, 308-319; also see Donald 
2010). The reformattable nature of exograms allows for information to be 
altered and then reentered into storage in ways that an engram clearly 
cannot afford. Meanwhile, whereas in the case of exographic storage recall 
is determined primarily by the nature of the stored representation, in the 
case of engrams the context of recollection is as important as the nature 
of the encoded traces. 4 (See Malafouris forthcoming.) Finally, although we 
can assume that whatever properties an engram might have will remain 
much the same between different individuals, in the case of exograms there 
is great cultural diversity in their properties and in how these properties 
become actualized in the social construction of memory. For instance, 
knots, stelae, rituals, monuments, and khipu strings differ greatly in how 
they activate human memory, and thus in the possibilities of cultural 
transmission that they offer. (See, e.g., Connerton 1989; Jones 2007; Kwint 
et al. 1999; Mack 2003.) Understanding how external resources matter 
(causally and ontologically) for memory in their own specific ways emerges 
as a major challenge for cognitive archaeology and for material-culture 
studies. Hence the need to explain the materiality of the objects, dwelling 
on the mundane qualities they possess (Miller 1998, 9). 
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2. Although the "parity principle" collapses the functional boundaries 
between the "inner" and the "outer," it essentially keeps the ontological 
boundaries of the "mental" and "physical" intact, as it implicitly priori­
tizes the traditional properties of the former over the latter. Using an 
analogy, Ezequiel Di Paolo nicely points out what "the absurd equivalent" 
of such a reading of the "parity principle" might be: "Isn't this the absurd 
equivalent of 'Even though in the past several cases of mental illness were 
erroneously diagnosed as cases of demonic possession, in modern days, in 
order to determine whether you have a case of mental illness you must 
always consult an exorcist first'?" (2009, 1 1) ls there any way that such 
question-begging can be avoided? Wheeler proposes that first, and inde­
pendent of location, we define what elements, entities, or properties 
should count as proper parts of a cognitive system, and that we then look 
to see where these cognitive components happen to be located with 
respect to the internal/external boundary. My proposal here goes a step 
further. The basic idea I want to advance is very simple: Although a Linear 
B tablet, as a material entity, is certainly external to the Mycenaean brain, 
it may also be conceived as internal to the cognitive process we call 
memory. What ought to count as part of the mind is not to be found 
either by looking inside the head or by trying to find those "outside" pro­
cesses or material structures that resemble the "inner" process of the 
human brain. Instead of seeing the Linear B tablet or Otto's notebook as 
the artificial cultural equivalent of a hippocampus, we should look at them 
as cognitive assemblies or compounds and seek their peculiar emergent 
properties. Taken in isolation in their well-confined and neatly articulated 
environments of brain and culture, both engrams (seen as internal ensem­
bles of neurons) and exograms (seen as external ensembles of material 
structures and scaffoldings) are lifeless. The cognitive life of things, like 
the cognitive life of brains, can be found where engrams and exograms 
begin spiking, interacting, and complementing one another in such a way 
that memory emerges. 

When we shift our attention from "passive" entities and organisms to 
11active11 cognitive processes, performances, and assemblies, conventional 
organismic boundaries, surfaces, and interfaces no longer apply. This 
implies that what is to be considered '1internal11 or "external" to these 
cognitive assemblies is determined by the dynamics of interaction among 
the components (neural, bodily, social, or material) that bring forth a given 
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cognitive operation. And as long as a cognitive process involves the 
dynamic configuration and coordination of both internal and external 
resources and structures, those should be conceived as being at the same 
time mental and physical. That means that any appropriate metabolically 
generated or artificially incorporated recourse can be, potentially, an 
important and indistinguishable part of a given cognitive process. 

In a very important sense, then, from the perspective of material engage­
ment, cognition has no location. The active mind cannot be contained. 
Cognition is not a "within11 property; it is a "between" property. 

The affect of engagement 

As I have already noted, extended-mind theorists have, to varying degrees, 
expanded the territory of mind into the material world, but it can be 
argued that they have generally failed, or that they remain unwilling, to 
break completely from representationalism and move beyond its compu­
tational heritage. As a consequence, although it has now been more than 
20 years since the human mind was reconfigured as a dynamic embodied 
sense-making machine, it remains largely a problem-solving machine. The 
cognitive system is now '1wide11 and extends beyond the limits of 11the 
organismic boundary" (Wilson 1994, 2004), but it remains a computa­
tional system. Things emerge as 11 genuine11 parts of _extended but nonethe­
less problem-solving regimes and computational routines (see Clark 2008a, 
47; Wheeler 2005). Material culture, when discussed at all, is simply viewed 
as ·an external information channel that transfers, stores, and sometimes 
even processes information outside the head. 

I will be arguing that such a narrow focus on the power of non-neural 
structures to transform the human problem-solving and representational 
capacities is deeply problematic from an archaeological perspective and 
from an anthropological perspective. As Chris Gosden rightly points out, 
a notion of mind, even when extended, is not helpful if it does not take 
the sensual, affective, and emotional aspects of human intelligent behavior 
seriously by considering how things put novel demands on the bodies and 
brains of people experiencing and appreciating their aesthetic qualities 
(2008, 2010). Proponents of the enactive approach have also identified this 
shortcoming of the extended-mind theory, noting that it neglects emotion 
and that it treats cognition "as if it were largely affectless problem solving 



86 Chapter 4 

or information processing." Thompson and Stapleton point out that 
"sense-making comprises emotion as much as cognition" (2008, 26). 

To an important extent, I hope that the focus on things will help us to 
reduce the blind spots of traditional cognitivist accounts of mind. However, 
in order to overcome this residual cognitivism, a temporal, agentive and 
affective dimension must be added to the initial spatial metaphor of an 
inner mind that is being extended in the outside world. We need to look 
at how things inhabit space, and we need to explore inter-artifactual rela­
tions and communities of things and objects (Knappett 2010, 2011). 

Things have a strong affective response that has never been given 
serious consideration in the extended-mind literature. Evocative Objects 

(Turkle 2007), a recent collection of autobiographical stories on the evoca­
tive nature of things, nicely illustrates that the true power of everyday 
objects and things lies in their ability to become our emotional compan­
ions as much as they become our intellectual anchors. The same principles 
of extension and reorganization that enable a Linear B tablet to transform 
memory into forgetting can be seen to be active in numerous other con­
texts of our everyday emotional coping. Similarly to the way a Linear B 
tablet creates a specific location for remembrance, transforming an 11inter� 
nal11 invisible cognitive happening into an "external" perceptual 11event,11 

objects can be transformed into powerful 11emotional anchors." When it 
comes to object relations and material engagement, thought and feeling 
are inseparable companions in life experience that can take multiple and 
fluid roles (ibid., 5-6). 

The centrality of material culture is also demonstrated in Daniel Miller's 
2008 book The Comfort of Things, which is based on material derived from 
an ethnographic study of households on a single street "in South London. 
Miller concludes that material culture matters because everyday objects 
help people to construct a material order of emotions and feelings that 
gradually forms an ecology of relationships and expectations about the self 
and others. 5 In a 2009 article based on the same fieldwork, Miller and Fiona 
Parrott describe how people use things in dealing with various experiences 
of separation and episodes of loss. When dealing with a death or with the 
ending of a relationship, people use objects to create an economy of 
memory. Miller and Parrott discuss, in particular, how mourning may 
entail either accumulation of objects or divestment of objects. As they 
observe, we have no control over '1the way a person is taken away from us 



The Extended Mind 87 

in death," but we "can control the way we separate from the material 
objects that were associated with the dead." Furthermore, "things may 
come to haunt us, however hard we try to banish the1n.1' One example 
Miller and Parrott use to illustrate the latter is that of Mrs. Stone, an immi­
grant from Jamaica who, after losing a daughter, devoted herself to accu­
mulating memories of the daughter in the form of objects, photographs, 
and other things the daughter had possessed. Mrs. Stone's description of 
a gold heart on a chain that her daughter gave her just before her death 
is revealing: 

She gave me this pretty little heart and I said: "What have I to put this away for?" 
I said: "I am going to be wearing this from now on. 11 I sleep in it, I bathe in it, I do 
everything in it. She's gone and I'm wearing it. So I've been wearing it every day of 
my life. I don't take it off. (Miller and Parrott 2009, 509-510) 

Archaeology and anthropology amply testify that things are not simply 
tokens or surrogates in some 11externar1 or "internal" problem-solving 
activity. Things have also a strong affective response, and it has never been 
given serious consideration in the extended-mind literature. Things are 
made to be seen, exchanged, deposited, owned, valued, priced, manipu­
lated, feared, fetishized, revered, ridiculed, and so on. The sensual proper­
ties of things and the aesthetic experience of things permeate every aspect 
of our cognitive activities and permeate our social and emotional relation­
ships (Gosden 2001, 2004, 2005; Jones 2007; Thomas and Pinney 2001; 
Forty and Kuchler 1999). These important elements in the cognitive lives 
of persons and things should be foregrounded and studied for what they 
are rather than subsumed under information processing. If we are to under­
stand the idiosyncratic abilities of objects, past or present, to make us 
forget and remember, to guide our everyday action, to channel and signify 
social experience, and to sustain our embodied routines, we should resist 
or bypass our modern representational or computational preoccupations 
and allow a truly meaningful sense of how the material world constitutes 
our existence as human beings to emerge. 





5 The Enactive Sign 

If I could tell you what it  meant, there would be no point in dancing it. 

-Isadora Duncan, as quoted by Gregory Bateson (19731 137) 

In chapter 4, I argued against the dominant representational-computational 
view of mind. In this chapter, I want to explore the implications of that 
critique from a semiotic perspective. Underpinning the suggested constitu­

tive intertwining of cognition with material culture is the capacity of 
material things to operate as signs. And indeed, insofar as all material 
culture has a semiotic dimension1 understanding signification is important 
not only for how we study the symbols of the past but also for how we 
practice archaeology at all (Hodder and Hutson 2003, 4). For these reasons, 
my focus in this chapter will be on the semiotic dimension of Material 
Engagement Theory. 

Moving beyond representation 

Representation is the phenomenon that most semioticians see as the 
essence of symbolism. And for many people symbolism or signification is 
the crucial anthropological property that, more than anything else, defines 
what it means to be human. Generally speaking, there are two major types 
of representations: the internal or mental type and the external or public 
type. Mental representations can be understood as what philosophers call 
the representational content of a certain intention or belief about the 
world; public or external representations are those material signs or sign 
systems that are publicly available in the world. 

Obviously, my proposal in this chapter to move beyond representation 
is not meant to deny the important role that this precious ability of our 
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mental machinery plays in the case of signification in general. It is, instead, 
meant to challenge the role of representation specifically in relation to the 
material sign and the semiotic dimensions of material engagement. To this 
end, in what follows I will shift my focus from the traditional question of 
what a material sign means to the question of how it means. 

What l am seeking to understand is, essentially, the semiotic basis of the 
relationship between cognition and material culture. Certainly representa­
tion is one dimension of this relationship, and indeed it is characteristic of 
our linguistic abilities. However, what may be central for language need not 
be central for non-linguistic semiotic systems. The fact that language seems 
to be based on representation should not be projected into the realm of 
material engagement. I do not dispute that the material sign can be seen to 
operate as a form of external representation or as a part of a larger represen­
tational structure. What l want to suggest in this chapter is that the exclu­
sive focus on the representational properties of such structures that 
preoccupies archaeological interpretation of past material culture can seri­
ously distort our understanding of how such semiotic entities or structures 
operate in various processes of material engagement. The argument I intend 
to develop is not simply that in the case of material culture the idea of the 
arbitrary signifier should be replaced with the idea of a motivated index or 
icon. More important, l want to suggest that the temporal and ontological 
priority of the signified over the signifier that most semiotic frameworks 
reiterate cannot be sustained in the case of the material sign. The principal 
underlying assumption of my analysis is that, from a semiotic perspective, 
language and material culture differ substantially in respect of the cognitive 
mechanisms that support their semiotic function. More specifically, my 
suggestion will be that the material sign does not primarily embody a "com­
municative" or representational logic but an enactive one. For material 
semiosis, 1 meaning is not the product of representation but the product of a 
process of "conceptual integration" between material and conceptual domains. 

l will begin by articulating what l see as the principal problem of con­
ventional semiotic accounts of materiality. 

The fallacy of the linguistic sign 

The lions in Trafalgar Square could have been eagles or bulldogs and still have carried 
the same (or similar) messages about empire and about the cultural premises of 
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nineteenth-century England. And yet, how different might their n1essage have been 
had they been made of wood! 

-Gregory Bateson (1973, 130) 

By "the fallacy of the linguistic sign" l mean, essentially, the commonly 
practiced implicit or explicit reduction of the material sign under the 
general category of the linguistic sign.' Technically speaking, to commit 
this fallacy is to conflate semiotic ontologies. That means, put very simply, 
that you assume that a real ceramic vase and the word 'vase' possess the 
same semiotic properties and affordances. In other words, you presuppose 
that both the vase as a material entity and 'vase' as a word mean, or signify, 
in the same manner. When the issue is viewed from a methodological 
perspective, what this fallacy implies is that you have adopted the analogy 
of material culture as language or text. The problem with this analogy is that 
often it becomes a metaphor: Material culture is language or text. When 
that happens, it has a major implication for the understanding of material 
culture that can be deconstructed as follows: Once the arbitrary logic that 
characterizes the source domain of your metaphor as a semiotic system­
i.e., language-is projected onto the domain of material culture, you are 
left with no means to discover what extra semiotic properties there might 
be that characterize your target domain as significant for what it is-i.e., 
a material thing rather than language. 

Specifically for archaeology and anthropology, the suggested linguistic­
sign fallacy translates into an implicit or an explicit grounding of symbolic 
approaches to past material culture on Saussurian (1966) semiology. 
According to this Saussurian conceptualization, which underlies both pro­
cessual and post-processual theories, symbolic action is essentially a form 
of arbitrary representational or referential action. More specifically, signi­
fication is construed as a "stands for" or "means'' relationship between a 
signified and a signifier that implies what the anthropologist Edmund 
Leach (1976) termed a 11communication event"-that is, the transmission 
of a message between a sender and a receiver. Thus, from a structural per" 
spective we have Leach's contention that "it is as meaningful to talk about 
the grammatical rules which govern the wearing of clothes as it is to talk 
about the grammatical rules which govern speech utterances" (1976, 10), 
and from a post-structural hermeneutic perspective there is the recent 
emphasis on textual approaches in which the meaning of the material sign 
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equals the contextual reading of the sign (Tilley 1991; Hodder 1991). In 
other words, material symbols are construed primarily as media for the 
comrnunication of information among agents, and symbolic archaeology 
is construed primarily as an exegetical procedure aiming to decode and 
interpret the information stored in those vehicles on the basis of their 
contextual associations. 

A few clarifications concerning the principal features of Saussurian 
semiology seem necessary. First, the Saussurian position emanates from a 
"nominalist" rather than a "realist" ontological basis. The sign is defined 
as a disembodied and disengaged relationship between a "signifier" (acous­
tic or visual form) and a "signified" (concept). In other words, the linguis­
tic sign exists as a "two sided-psychological entity" in the human mind, 
completely dissociated from and unaffected by the external reality. Thus, 
material culture per se has no place in that system. This brings us to the 
second point, which is that this internal bond between the signifier and 
the signified is postulated as "arbitrary." The linguistic sign, lacking any 
empirical motivation, is entirely a product of human convention. In one 
sentence, Saussure (1966, 66) asserts that semiosis takes place on a separate 
linguistic plane, entirely removed from substantive reality in an arbitrary 
manner: 

The means by which the sign is produced is completely unimportant, for it does 
not affect the system. Whether I make the letters in white or black, raised or 
engraved, with pen or chisel-all of this is of no importance with respect to the 
signification. 

This is not the place to evaluate Saussurian semiology in the context of 
language. My aim here is to expose the roots of an important archaeologi­
cal problem. This problem, as mentioned, concerns the nature of the 
material sign and, more specifically, the extent to which that nature has 
anything to do with language in the first place. 

Imagine a person signing a document. Approaching that common activ­
ity from a semiotic perspective, we can easily recognize a signified-signifier 
relationship between the person and the signature. Accepting Saussure's 
suggestion that by what means a sign is produced doesn't matter implies 
that whether the signature is handwritten, photocopied, or otherwise arti­
ficially produced (e.g., stamped) has no effect on its meaning. The message 
on the paper should remain the same. But is that really the case? Ethnog­
raphies of the workplace environment-and common sense-show that it 
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is not. (See, e.g., Pellegram 1998.) For example, in the case of an artificially 
produced signature, although the explicit message reads the· same as a 
handwritten signature, the implicit message has changed. By that I mean 
that the affective impact of the signature is no longer the same, and that, 
contrary to Saussure1s contention1 the change seems to have a direct effect 
on the meaning of the actual message. The artificially produced signature, 
not being consubstantial with the signified person, has lost the element of 
sympathy. It has been transformed into a kind of commodity that no 
longer bears any personal imprint. From the perspective of Peircean (1955, 
1991) semiotics, it has changed in status from an index to a symbol. A 
Jetter that bears an artificially produced signature isn't perceived as a direct 
extended part of a signer, or as one of a kind. Although in terms of explicit 
communication the message or meaning of the signature remains the 
same, in terms of pragmatics the power of this signature to represent the 
person has changed. The letter, and thus the message or statement of the 
person, will be given less attention than one with a handwritten signature 
would have been given, or may even be disregarded. Strangely enough, in 
the case of this example, it appears as if "the resistance of the pen on paper 
is also the precondition for the inscription of the personality into the 
message" (Shore 1996, 140). 

lt is precisely through those subtle, mundane, often unconscious affec­
tive channels that material culture manifests its dynamic character and its 
semiotic force. Indeed, when it comes to material signs-and in direct 
opposition to the Saussurian contention concerning the arbitrariness of 
signification-to make the letters "black or white, raised or engraved, with 
pen or chisel" is in most cases the defining feature of the signification 
process.

' 
Moreover, not only the physical form of the letters but also the 

physical properties of the medium upon which they are inscribed are being 
dynamically implicated in the semiotic process. As Andrea Pellegram has 
shown (1998, 106), not only are business letters "dressed in fine inks and 
textures to reflect well on their authors," and not only are letterheads 
"designed to leave a unique mark on memory"; in addition, the nature of 
the paper has much to do with the message a letter conveys: 

Letterhead paper is high quality bond that is slightly closer to the colour of cream 
than white: it is thicker than the paper used for the photocopier and has tiny bumps 
and ridges along the surface. Everything about it says "special purpose": it dqes not 
flop around as much as other papers and the little ridges make it feel rough between 
the fingertips that hold it. 
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Very simply, under normal conditions you do not send an offtcial letter 
vvritten on a Post-it. This is not, however, because such a message cannot 
actually be written on a Post-it. It is, rather, because you know that using 
the small yellow piece of paper probably would have a negative effect on 
how your official message would be interpreted. If materiality can be seen 
to affect the meaning of a message, even in a case where the message is 
clearly articulated through the use of written language, one can easily 
imagine the impact of materiality on the vast majority of cases where the 
message is not explicitly inscribed on matter but rather is embodied and 
objectified through matter. Obviously, for material culture, the means by 
which a sign is produced and the physical properties that define the sign 
for what it is as a physical object can be argued to have a direct bearing 
on the nature of the semiotic process. Contrary to what appears to be the 
case in the context of language, the relationship between the signified 
and the signifier in the context of material semiosis is far from arbitrary. 
Saussure was probably aware of this when he stated that a pair of scales 
that operates as a symbol of justice cannot be replaced by just any other 
symbol. Yet it is a point that dearly falls outside the domain proper of his 
semiology (i.e., language), and as such it seems to have posed no real 
challenge to his thesis of arbitrariness. For Saussure, it is precisely the 
inherent conventionality and arbitrariness of language that makes it pos­
sible for it to realize "the ideal of the semiological process" better than 
any other sign system and thus to become the "master pattern for all 
branches of semiology" (1966, 68). However, in the context of material 
semiosis it is precisely the absence of this arbitrariness that we must take 
as our point of initiation for developing a systematic account of the mate­
rial sign. 

Searching for the properties of the material sign 

It follows from the above that no isomorphic projection of linguistic 
models can be accepted' for the case of the material sign. From a more 
pragmatic perspective, I believe the best we can do has been cogently 
expressed by Christopher Tilley in the epilogue of his Ethnography of the 

Neolithic (1996, 337): 

any theory of material culture cannot avoid the problem of language/ indeed it has to start 
from language, but must modify linguistic analogies and go beyond them. 



The Enactive Sign 95 

The durable nature of the material sign clearly contrasts with the ephem­
eral nature of the linguistic sign. A physical sign can be touched, carried, 
worn, possessed, exchanged, stored, transfigured, or destroyed. Things 
act most powerfully at the non-discursive level, incorporating qualities 
(such as color, texture, and smell) that affect human cognition in 
ways that are rarely explicitly conceptualized. These are properties not 
afforded by the nature of the linguistic sign. Moreover, what would be 
the starting point from which to read a constellation of material signs? 
Language is linear and sequential. In contrast, material culture, even 
when it can be seen as a spatial arrangement, preserves no obvious point 
of commencement. 

Thus, it emerges that the material sign is not the isomorphic substitute 
for the linguistic sign. From a semiotic perspective they should be rather 
understood as independent yet complementary. The distinctive properties 
of the material world bring about meaning in ways that language cannot, 
and vice versa. This is the point where the functional/symbolic dichotomy 
breaks down, and this is the reason why the strong tendency inherited 
from traditional semiotics to reduce signification to a kind of contextual 
encoding and decoding of fixed meanings should be avoided in the case 
of the material sign. As I shall argue in the next section, materiality objecti­
fies a different semiotic path. 

The call for the disentanglement of material culture from the conven­
tional linguistic idiom echoes in a number of recent discourses on the 
semiotics of material culture (e.g., Keane 2003; Gottdiener 1995; Riggins 
1994; Byers 1992, 1999a,b; Gell 1998; Boivin 2008; Preucel 2006). Despite 
this gradually expanding reaction against the equation of the material and 

linguistic sign, a systematic alternative semiotic treatment of the material 
sign is currently lacking. The work of the philosopher and semiotician 
Charles Sanders Peirce (1955; also see Hoopes 1991) is often introduced to 
counterbalance the arbitrariness of the Saussurian model. Indeed, Peirce, 
being concerned in particular with the nature of non-linguistic signs, 
developed a basic tripartite classification of signs that offers an excellent 
entrance point for approaching the meaning of things. (See, e.g., Riggins 
1994; Knappett 2002.) This classification distinguishes three major types 
of signs: 

icons: signs that signify through some sort of visual resemblance or similarity, as 
when a portrait signifies its subject or "when a restaurant uses a pot symbolically 
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to advertise the traditional or 'home-cooked' nature of their meals" (Hodder and 
Hutson 2003, 60) 

indexes: signs that signify by being physically connected with their referent in 
some causal spatio-temporal sense of contiguity-for example, a footprint, the 
barometer, the symptoms of a disease or simply the smoke caused by the fire 

symbols: signs that, as we know from Saussure, signify in an arbitrary manner, as 
when a word refers to a concept or a letter stands for a sound. 

Peirce's major contribution to the understanding of the material sign lies 
in his recognition that meaning is not solely a matter of "arbitrary" symbols 
but also-and this is especially the case for non-verbal communication and 
non-linguistic sign systems-a matter of "motivated" icons and indexes.4 

However, an important problem remains. No doubt a Peirce-inspired 
semiotic approach to the study of material culture can help us tackle the 
question of meaning with an eye to the physical properties of the sign and 
to the non-representational attributes of signification. Unfortunately, the 
same cannot be suggested with respect to the question of how a sign 
emerges and acquires symbolic force-that is, the question of the becom­
ing of the material sign, first as a real substantive entity and only second­
arily as a representation or index. It is precisely this becoming that 
characterizes material engagement as a semiotic procedure. 

The enactive logic of the material sign 

A useful starting point for articulating what an enactive sign is really about 
would be the distinction between the expressive and the designative or deno­

tative meaning of signs (Taylor 1985; see also Byers 1999a). A designative 
or denotative sign is one that refers to something that exists independent 
of the sign itself. For example, when we ask about the meaning of an 
unknown word (a linguistic sign, spoken or written) we essentially seek 
the concept that the word signifies, which exists independent of the spe­
cific word that is used as its signifier in a particular language. Once such 
a concept is revealed to us by way of a definition capable of identifying 
and distinguishing this concept from others, the unknown word is imme­
diately transformed from a meaningless sound or letter arrangement into 
a meaningful entity. The reason for that is quite simple: The linguistic sign, 
being denotative, operates on the principle of equation. The word, by 
convention, equates to a definition. However, in the case of the material 
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sign such an equivalency is rarely the case. If we ask for the meaning of 
an artifact (a material sign), the questions evoked will far exceed the above­
mentioned definitional realm. The predicates that have to be brought to 
bear on these questions, and the inferential processes that such a sign 
evokes, are far more complicated than those we see in the case of words. 
The questions evoked may include questions of being and substance, ques­
tions of what is and is not, questions of quantity and quality, questions of 
relation and becoming, questions of place and time, questions of position 
and state, and questions of potentiality and actuality. Contrary to my 
discussion of the linguistic sign, the meaning of the material sign is expres­

sive. That means that the material sign, in most cases, does not stand for 
a concept but rather substantiates a concept. This is what in philosophy 
of mind is called instantiation. The material sign instantiates rather than 
symbolizes. It brings forth the concept as a concrete exemplar and a sub­
stantiating instance. It is what we might call, following Colin Renfrew, a 
"constitutive symbol." The material reality takes precedence, and "the 

concept is meaningless without the actual substance" (Renfrew 200la, 
130). Indeed, a material sign as an expressive sign does not refer to some� 
thing existing separately from it, but is a constitutive part of what it 
expresses and which otherwise cannot be known. It operates on the prin­
ciple of participation rather than that of symbolic equivalency. 

Thus, to approach a material sign or an assemblage of material signs as 
the symbolic materialization of a given concept or social abstraction (e.g., 
status) is to assume that the concept or social-abstraction is temporally and 
also ontologically prior to its actual objectification. Temporal priority poses 
no real problems, but ontological priority violates all the properties of 
material semiosis discussed above. Thus, I consider such a violation to be 
inherently problematic. It implies an idea similar to that of considering 
the concept or property of whiteness as existing independently, outside of 
and prior to the concrete things that it serves to express. A piece of white 
A4 paper and a white flower are concrete relational instantiations of white­
ness and not simply representations of some pre-existent Platonic world 
of ideas. Reality, at least for Material Engagement Theory, is neither post 

nor ante res; it is in res. Material signs are not simply message carriers in 
some pre-ordered social universe. Material signs are the actual physical 
forces that shape the social and cognitive universe. 
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Indeed, as the archaeologist Martin Byers (1999a) suggests, material 
signs can be seen also to operate as action warrants. 1�hey possess a "war­
ranting capacity" like that of police badges and uniforms. People bearing 
these symbolic warrants are endowed with action capacities, and people 
denied access to these symbols are denied these capacities. For example, a 
passport allows one to travel in a different country, a visa allows one to 
dwell or work somewhere, money allows one to purchase things, and a 
driving license allows one to drive on public roads. Such a form of modern 
documentation is not simply a reflection of the social reality it documents; 
it is "a symbolic pragmatic constituent element of that reality" akin to that 
of a court warrant. Indeed, the reality that a passport represents does not 
exist independent of the user but is embodied and constituted in action. 
Furthermore, warranting, far from being a by-product of literacy, is equally 
if not more pervasive in non-literate societies, and arguably is generally 
most effective when objectified in concrete material symbols. Conse­
quently, for Byers (1992, 415), material culture should be understood in 
"action-constitutive terms": 

In action-constitutive terms, all material cultural items have action-constitutive 
force. Just as the judge's 'ermine' is a constituent element of her/his judicial speech 
action by endowing the wearer with institutional

' 
authority which simultaneously 

transforms the utterance of specific words into a legal declaration, so the (utilitarian) 
axe is also a constituent element of the user's material action, endowing its user 
with institutional or virtual property, e.g.1 that of being a peasant1 thereby trans­
forming the physical labour into the material action of discharging feudal dues, etc. 

Developing his "warranting model" of pragmatic signification, Byers 
explicitly argues against the general tendency of symbolic archaeology to 
collapse the meaning of material culture into a kind of referential or des­
ignative meaning. Such an assumption, Byers suggests (1999b, 31), contra­
dicts the "active" nature of material culture since it reduces the material 
sign to a passive means of referencing rather than an active means of 
constituting reality. 

Renfrew follows a similar line of reasoning in his exposition of the 
constitutive symbol. More specifically, he defines the constitutive symbol 
as a sign "where the symbolic or cognitive element and the material 
element co-exist1 are in a sense immanent, and where the one does not 
make sense without the other" (200lb, 98). To illustrate that better, let us 
use Renfrew's example of weight (2001a, 133): 
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fW]eight can have no meaning in a disen1bodied sense. Only material 
.
things have 

weight and the concept has no meaning without experience of these. The substan­
tive reality precedes any notion of quantifying it or standardising it by balancing a 
standard object (the "weight") against other objects. 

Indeed, weights and measures can be used as an excellent example for 
illustrating the dense structural coupling between the supposedly internal 
and external domains of the human conceptual map. If weight has a 
meaning, it is a meaning that can be grasped primarily through the mind's 
body rather than through the mind's brain. To speak about weight in a 
disembodied sense is to speak about numerical relationships, not about 
weight as a meaningful experience. These relationships, however, are pos­
sible only after weight has emerged as a symbol in the context of praxis­
that is, as an embodied meaningful experience. This is why in this case, as 
Renfrew proposes (200la), symbol comes before concept. 

What we are still lacking, however, is some precise cognitive mechanism 
able to account for the emergence of this hypostatic unity between mind 
and matter, or between signified and signifier in the case of the material 
sign. In the case of language, this crucial role was played by representation. 
But how does matter become a sign in our case? In an attempt to answer 
that question, I propose the following premises: 

(1) I define the material sign as a semiotic conflation and co-habitation 
through matter that enacts and brings forth the world. 

(2) I define enactive signification as a process of embodied "conceptual 
integration" responsible for the co-substantial symbiosis and simultaneous 
emergence of the signifier and the signified that brings forth the material 
sign. 

(3) I propose enactive signification as the crux of material semiosis and thus 
of the meaningful engagement of cognition with matter. 

Projections through matter 

My concern in this section is to exemplify and illustrate the notion and 
the cognitive basis of enactive signification as defined above. To do so, I 
will first develop the notion of cognitive projection, drawing on the general 
principles of embodied cognition discussed in relation to the Extended 
Mind Hypothesis. I will then introduce the conceptual integration or blending 
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theory (Fauconnier 1997; Fauconnier and Turner 1998, 2002) as a useful 
cognitive mechanism for approaching the semiotic dimensions of material 
engagement. 

To begin with, I would like provisionally to define cognitive projection as 
the pervasive and (in most cases) unconscious capacity of the cognitive 
agent to establish direct implicit ontological correspondences between 
domains of experience. In this sense a cognitive projection can be under­
stood as a conceptual mapping. It is thus important that projection not be 
confused with representation. A projection between a phenomenal domain 
A and phenomenal domain B (mental or physical) is not the representation 
of domain A through B; it is the establishment of an ontological corre­
spondence between A and B. More specifically, these ontological corre­
spondences primarily involve connections of identity, analogy, similarity, 
causality, change, time, intentionality, space, role, and part-whole, and in 
some cas�s also of representation. Thus, cognitive projections offer us a 
basic non-representational conceptual mechanism through which the 
"dense structural coupling" between mind and matter that was discussed 
in the preceding chapter becomes possible. They constitute the basic cogni­
tive mechanism by which we make sense of things, often without being 
able to explain why and how. As in the case of the "pre-intentional back­
ground" that I will be discussing in the following chapter, these cognitive 
projections are automatic and transparent. Nonetheless, one important 
difference in my use of the term 'projection' should be made clear from 
the start: Although it usually (especially in cognitive linguistics) refers to 
internal mappings between mental spaces or domains, I shall-following 
the hypothesis of extended cognition-be using it to refer also (indeed 
primarily) to projections or mappings between internal and external 
domains. (See figures 5.1  and 5.2.) 

Recent work by David Kirsh may be relevant here. Although his proposal 
is grounded in the language of computationalism, Kirsh's concern is with 
interactivity and distributed cognition. He asks how, when, and why people 
interact with their environment as part of sense-making actions. According 
to Kirsh, projection is a special human capacity that provides the basis for 
sense making (2009). He defines projection as "a way of 'seeing' something 
extra in the thing present" and "a way of augmenting the observed thing, 
of projecting onto it" (ibid., 2310). It is similar and complementary to 
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A conceptual blend with a material anchor. 
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perception and imagery, but also different from both processes in important 
respects. For instance, whereas perception is tied to and tightly coupled to 
what is in the outside environment (normally we cannot see what is not 
there), projection appears to be less so. Projection goes beyond what is 
immediately perceived. More than "seeing what is present," projection "is 
concerned with seeing what is not present but might be" (ibid., 2310). It 
"offers a peek into the possible, into what could be there, or what might 
be useful if it were there, but is not" (ibid., 2312), although, as Kirsh also 
recognizes, enactive theories of perception (O'Regan and Noe 2001; Noe 
2004) contain a projective component of "seeing the future." Similarly, 
unlike imagery, which is usually defined as "a mental representation of a 
nonpresent object or event" (Solso 1991, 267, cited in Kirsh 2009, 2312), 
projection requires "material anchoring" (Hutchins 2005a, 2010) and scaf­
folding to which it adds mental structure and builds upon. Some form of 
external manipulable structure1 persistent or ephemeral1 must be present 
to trigger and support projection (repeated or momentary). According to 
Kirsh this is precisely what distinguishes projection from pure imagery. 

Metaphoric projections 

As discussed in the context of embodied cognition, a metaphoric projec­
tion is, essentially, the conceptual mapping between a familiar or concrete 
and an unfamiliar or abstract phenomenal domain primarily for the 
purpose of explication. A good example of this can be found in the case 
of the so-called Container schema. The Container schema is one of the 
most significant image schemata, with a topological structure that com­
prises an Interior, a Boundary, and an Exterior. What a metaphoric projec­
tion actually does is project the spatial logic of this image schema-as this 
is meaningfully experienced in our everyday concrete interactions with 
physical containers, such as a glass of water-to other abstract conceptual 
domains that are not inherently meaningful in themselves. Thus, catego­
ries can be understood as containers of ideas, and bodies as containers of 
souls; indeed, even mathematical relations such as those of Venn diagrams 
become meaningful in this sense (Lakoff and Nunez 2000). Obviously, the 
crucial function of metaphoric mappings is to project-and not represent­
the structure (spatial, perceptual, or other) of a concrete and directly 
meaningful domain of experience (e.g., the embodied experience of weight) 
upon a meaningless abstract conceptual one (e.g., the concept of weight). 
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Material anchors and integrative projections 

The directionality of metaphoric projection from a familiar domain to an 
unfamiliar domain cannot be argued to be the case for many of the non­
metaphoric mappings that characterize the complex ways in which phe­
nomenal domains and entities become engaged and interact. The aim of 
conceptual integration or blending theory (Fauconnier 1997; Fauconnier 
and Turner 1998, 2002) is precisely to accommodate and account for non­
metaphoric mappings. Indeed, for conceptual blending theory, an integra­
tive projection essentially refers to a cross-domain mapping in the 
conceptual system that constructs a new hybrid or blended phenomenal 
domain. The difference in this case is that the mapping receives structure 
from various input spaces or domains that cannot be differentiated in 
terms of a source (familiar or concrete) and a target (unfamiliar or abstract). 

From a technical perspective, the basic structure of conceptual integra­
tion can be presented schematically by way of a minimal network that 
comprises at least three mental spaces: two input mental spaces (though 
there can be any number of influencing spaces projecting to a blend) and 
the blending space. The input spaces contribute structure selectively via 
projection to the blended space, which as a result develops a new structure 
("emergent" structure) not initially available from the separate inputs. 
Thus, conceptual integration constructs a new hybrid assembly with 
"emergent" meaning (figure 5.1). The structure of this emergent concep­
tual space is identical to none of the contributing input spaces but is 
instead constructed according to a set of uniform structural and dynamic 
principles defined by Fauconnier (1997) as composition, completion, and 
elaboration. It is precisely this process of conceptual integration that I want 
to foreground as the main mechanism behind the constitution of the 
material sign and the semiotic dimension of material engagement. 

Indeed, conceptual integration theory offers the basic outline of an 
extended cognitive process that can account for the consubstantial interac­
tion between cognition and material culture, in all the different manifesta­
tions of material engagement. Although the input spaces are usually 
construed as 11internal" or "mental" in the traditional computational sense 
of the term, there is no need that they be so construed. In recent years, 
experimentation with this model from various perspectives has made that 
clear, adding extra support to the general hypothesis of extended cognition. 
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Central in this respect has been the work of Edwin Hutchins (2005), who, 
using various case studies, has nicely illustrated that material culture may 
provide a direct input to the conceptual blending process (figure 5.2). 
Hutchins' argument, more specifically, is that often material structure is 
directly projected into the blended space in order to stabilize the concep­
tual blend. Hutchins calls this direct projection of material structure into 
the blend "material anchoring." 

A complementary proposal recently advanced by Andy Clark (2010) 
focuses on the idea of "surrogacy" or of "surrogate situations." In particu� 
lar, Clark introduces the term 11 surrogate material structures, 11 referring to 
any kind of real-world structure, artifact, or material assemblage that is 
used to stand in for, or take the place of, some aspect of some target situ­
ation, thereby allowing human reason to reach out to that which is absent, 
distant, or otherwise unavailable. Clark points out two interesting and 
often unnoticed properties of many surrogate situations: the way they 
highlight important features by suppressing concrete detail and the way 
they relax temporal constraints on reasoning. lt is these properties of sur­
rogate material structures, Clark argues, that make it possible for the 
human mind to come to believe things that it would never otherwise come 
to believe or imagine. Religious artifacts, for example1 enable us to use basic 
biological skills of perception and manipulation to penetrate absent, 
abstract, or non-existent cognitive domains that we would otherwise find 
very hard to conceive. According to Clark, this is how "mere things" come 
to participate richly in our cognitive life as parts of the extended circuitry 
of human thought. 

My suggestion is that anchoring blends-via a dynamic network of 
integrative projections-may be seen as the prime operation of material 
engagement, by which conceptual and material structure is integrated in 
material objects. This blending of conceptual and material structure may 
also explain how material signs emerge and are constituted in action. In 
these cases, conceptual integration incorporates both physical and mental 
spaces. As Hutchins (2010a, 2005) shows, physical relations can become 
proxies for conceptual relations1 or what he calls umaterial anchors for 
conceptual blends" (2005). In particular, physical objects become material 
anchors, thereby enhancing and tightening conceptual blends in a memo­
rable and durable manner. Through this process, the material sign is con­
stituted as a meaningful entity not for what it represents but for what it 
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brings forth: the possibility of meaningful engagement. What essentially 
happens in those cases, put in very simple terms, is that the vague structure 
of a flexible and inherently meaningless conceptual process (e.g., count­
ing), by being integrated via projection with some stable material structure 
or thing, is transformed into a perceptual or physical process. However, 
perceptual operations embody a spatial logic and thus can be directly 
manipulated and explored in real time and space. Thus, the process 
becomes meaningful, and I want to suggest that meaningful engagement 
of material signs is the precondition for the emergence of symbolism. 
These physical relations and interactions between the body and cultural 
artifacts should not be taken as mere "indications11 of "internal" and invis­
ible mental processes; they should, rather, be taken as an important form 
of thinking. These embodied engagements, not the isolated brain, create 
mechanisms for reasoning1 for imagination, for 11 Aha!11 insight, and for 
abstraction (Hutchins 2010a; Goodwin 2010). Cultural things provide the 
mediational means to domesticate the embodied imagination. 

To highlight and illustrate the significance of the above observations, 
particularly from the perspective of cognitive archaeology, I will now place 
them against the background of current research in the domain of numeri­
cal cognition. In this area of cognitive research, the accumulation of new 
experimental data has set the crucial question "Where does arithmetic 
come from?" on a whole new basis. The traditional- idea that for many 
years recognized the cognitive foundation of arithmetic in the recursive 
character of the human language faculty is gradually giving way to a 
subtler differentiation between "approximate" arithmetic that relies on 
nonverbal visuo-spatial cerebral networks (subjects engaged in approxi­
mate numerical tasks recruit bilateral areas of the parietal lobes implicated 
in visuo-spatial reasoning) and 11 exact" arithmetic that is dependent on 
language (subjects engaged in exact numerical tasks display significant 
activity in the speech-related areas of the left frontal lobe). More specific, 
approximate arithmetic is considered as the innate biological competence, 
shared by adult humans with human infants and other animals, that 
involves a basic appreciation of changes in quantity and a simple number 
sense (oneness, twoness, and threeness) (Dehaene et al. 1999). On the 
other hand, exact arithmetic should be understood as a product of subse­
quently elaborated numeration systems associated with our representa­
tional linguistic abilities. The crucial question for cognitive archaeology 
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can thus be put as follows: Could Homo sapiens alone-that is, in the 
absence of external material support-have ever have moved beyond 
approximation (Dehaene 1997, 91)? From the perspective of Material 
Engagement Theory and the theory of conceptual integration discussed 
earlier in this chapter, this seems to be a rather remote possibility. But let 
us take one step at a time. 

Making numbers out of clay 

What you see in figure 5.3 is a small group of clay objects. I shall be saying 
more about their specific use and function as material signs and cognitive 
artifacts later. For now, I just want you to look at them, and to try-without 
bothering too much about their meaning, use, and archaeological context­
to answer a simple question: How many objects do you see in this image? 

The interesting part of my question does not pertain to the answer itself. 
In fact, you probably intuitively identified the number before I even asked 
the question. The interesting part of the question concerns the nature of 
the cognitive process that enables us to intuitively identify the number. 
What is that process or ability? What is it that makes it possible for us, 
without any particular effort, to perceive the number of these objects at a 
glance? 

A broad consensus in many disciplines claims that we appear to possess 
an evolved cognitive capacity for nonsymbolic numerical intuition. We 
share this basic cognitive and perceptual ability, also known as "number 
sense," with pre-verbal infants, and apparently also with many other 
animal species. This nonsymbolic numerical intuition enables us to iden-

Figure 5.3 

How many? 
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tify the exact numerosity or cardinality of up to three or four individual 
objects, to approximate and compare how many objects are present in a 
scene, and to discriminate basic changes in quantity by way of addition 
and subtraction (Dehaene 2009; Feigenson et al. 2004). 

This basic "number sense" appears to be independent of language. Our 
intuitions concerning the cardinality of small sets of objects are available 
even in the absence of formal education and a sophisticated mathematical 
language. In other words, we can identify the number of clay objects even 
if we don't have a word to express the number (Dehaene 2009, 23S). We 
also can identify the number of up to four objects without having to count 
them. We simply look at them. In other words, we do not have to count 
their number; we perceive it. The importance of these points will become 
more obvious later. 

Now look at figure S.S. The question remains the same as it was in the 
case of figure S.3, but the number of objects has changed slightly. Interest­
ingly, if we try to identify the number of objects shown in this image, I 
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1, 2, 3, . . .  , 6, . . .  , 9, 10, 1 1, . . .  

Figure 5.5 

"Exact numerosity" beyond the subitizing range of three or four. 

am sure that most of us will immediately sense that something in our 
thinking process has changed. It feels as if something that before was 
immediate and automatic now demands more of our attention. To answer 
the question "How many clay objects do we see here?" it is no longer 
enough simply to look at the objects, as in figure 5.3. Instead, we have to 
count them. And counting may appear natural and easy to us, but it pre­
supposes the ability to manipulate large exact numerosities beyond the 
range of three or four-something that took us years to learn as children, 
and something that people in different cultures may perform in different 
ways or may even lack altogether (as appears to be the case in some recently 
studied Amazonian tribes). (See Tang et al. 2006.) 

Indeed, a huge mental leap is required to go from approximate arith­
metic to making sense of an exact, large cardinal value, and it is this mental 
leap that distinguishes the capabilities of the human mind from those of 
all the other number-competent species, which apparently fail to make 
that leap even after years of training. 

How did we make that leap, overcoming the limits of approximate 
numerical thinking? I will try to tackle this question in the following sec­
tions, looking at the intersection of brains, bodies, and things and criss­
crossing epistemic domains, units, and scales of human experience that 
are usually kept separate. First I will explore what each epistemic domain 
or "scape" has to offer in isolation; then I will try to uncover some hidden 
connections; finally I will try to build a joint integrative explanation that 
avoids reducing one domain to the other. 

I will begin with the neurological foundation of numerosity-the 
brainscape, if you prefer. I will only summarize very briefly what seems to be 
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the current consensus about the functional anatomy of the areas involved 
in quantity processing in humans and monkeys. (For more detailed recent 
reviews, see Dehaene 2009 and Neider 2005.) Brain imaging of various 
number-processing tasks reveals a clear cerebral substrate in the form of 
neuronal networks primarily located in the parietal Jobe, particularly in a 
small subregion in the depth of the horizontal segment of the intra parietal 
sulcus (HIPS). This brain region presents consistent activation patterns 
when subjects discriminate numerosities in estimation and approximation 
tasks and can be clearly differentiated from the brain areas more active in 
exact calculation tasks, such as the left angular gyrus and areas of the 
prefrontal cortex (Dehaene et al. 1999). With that in mind, let us return 
to the main question I identified earlier. I said that basic numerosity is an 
evolved biological competence, shared with preverbal infants and nonhu­
man animals. Yet moving beyond this "basic number sense" (Dehaene 
1997) of subitization and magnitude appreciation presupposes a mental 
leap of which no other animal seems capable. (See, e.g., Biro and Matsu­
zawa 2001.) What is it that drives the human mind beyond the limits of 
this core system? 

Trying to answer that, most researchers have claimed that language (the 
presence of number words and verbal counting routines) enabled humans 
to move beyond the threshold of approximation. (For a good review, see 
Gelman and Gallistel 2004.) In fact, two major hypotheses about the role 
of language in the origin of numerical concepts are currently entertained 
by most researchers working in this field. The first hypothesis, which 
derives from the strong form of the classical Whorfian thesis, is that lan­
guage determines thought and thus arithmetic thinking. More simply, the 
argument is that counting words are necessary for developing concepts for 
numbers larger than three or four. The implication of such a view would 
be that children growing up in cultures where there are few or no counting 
words will not develop "true" or uexact11 understanding of the concept of 
number. For most proponents of this strong view this is precisely what 
happens in the case of the well-studied Amazonian tribes of Piraha (Gordon 
2004; Frank et al. 2008) and Munduruku (Pica et al. 2004), which Jack exact 
number words. 

There is, however, a Jess deterministic way to look at the relationship 
between language and number. Broadly, this view claims that, although the 
possession of an elaborate number vocabulary may be helpful in learning 
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to count and in advancing arithmetic abilities and their ontogenetic real· 
ization, such a vocabulary is not necessary for the development and pos­
session of true numerical concepts (Gelman and Butterworth 2005, 9). 
From such an angle, one could argue that, for instance, the observed defi­
cits in the numerical capacities of the Piraha and the Mundurukii may 
derive from the fact that "numbers are not culturally important and receive 
little attention in everyday life" (ibid., 9). Daniel Everett (2005) has argued 
convincingly that the Piraba lack numbers of any kind, a concept of count­
ing, and any terms for quantification in their language because their 
culture constrains communication by emphasizing the value of immediate 
experience. Another interesting possibility is that it isn't the lack of number 
names but the lack of a "counting routine" or a "technology for counting" 
that keeps the Piraha from developing exact numerical thinking. 

Indeed, language may not be the only way to grasp the concept of 
number. Where the aforementioned Amazonian tribes have failed, other 
societies have succeeded not through the medium of some elaborate 
numerical lexicon but through the material affordances of their bodies or 
the agency of material culture and innovation. (For examples, see Ifrah 
1985.) This is not, of course, to deny the evident association between 
language and exact arithmetic. However, I would like to argue that, espe­
cially from a long-term archaeological perspective, language cannot account 
for the emergence of exact numerical thinking in those early contexts 
where no such verbal numerical competence and counting routine could 
have existed. 

The signification process I am talking about here should not be confused 
with how children nowadays map the meaning of available number words 
onto their nonverbal representations of numbers. My concern is not with 
the semantic mapping process by which a child learns number words or 
learns to associate, for instance, the word 'ten' with the quantity 10. My 
question, instead, is about how humans conceive or grasp the quantity of 
10 when no linguistic quantifier, and no symbol to express it, is yet 
available. 

This ability that enables humans to conceptualize the quantity 10 in 
the absence of language or symbol does not refer to a process of learning 
but to a process of enactive discovery and signification. I suggest that, despite 
the evident association between language and exact arithmetic, language 
Jacks in itself the necessary "representational stability" (Hutchins 2005) 
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that would have made such a transition possible. How did humans move 
beyond approximation, then? How did they develop the concept of 
number? If language, the human cognitive artifact par excellence, is not 
sufficient to account for that development, what is sufficient? It is now 
time to put brain, body, and world back together and see how the archaeo­
logical record can help us answer that question. 

Learning to count in the Neolithic 

In this section I will focus on the case of the Neolithic Near East system of 
counting, drawing on the work of the archaeologist Denise Schmandt­
Besserat (1992, 1996). I will explore the enactive effect of different types of 
material signs, operating through a long sequence of integrative projections 
unfolded in time and according to the situational affordances of a specific 
socio-cultural matrix, and on how they might help us understand the long­
term human developmental passage from approximate to exact arithmetic. 
Indeed, a first indication for the long-term implications of such processes 
can be seen in Peter Damerow's examination of the historical development 
of numerical concepts and operations in Babylonian culture (1988, 1998; 
also see Nicolopoulou 1997). Examining arithmetic operations as they are 
manifest initially in the use of clay tokens in the preliterate period, and 

later in the proto-literate texts from Uruk, Damerow argued that the initial 
emergence of the concept of conservation of quantity is tied to the substan­
tive reality and concrete use of clay tokens and not to any pre-existing 
cognitive skills of an arithmetical nature. Moreover, he contends that the 
physical qualities of the material signs as well as the forms of social interac­

tion mediated by those signs influence this process by marking the horizon 
of possibilities for their ontogenetic realization. He supports this claim 
by showing how the system of numerical signs present in the archaic texts 
of Uruk is in fact a semi-abstract system that represents an intermediate 
stage between the absence and the full presence of the number concept. 
Furthermore, he asserts that the real impetus behind this transition to 
proto-arithmetic operations comes from the change in the medium of 
representation (i.e., clay tablets) and the social conditions that surround it, 
and not from any antecedent change in cognitive structure. 

Let me explore some of these claims in more detail. I will begin with a 
brief summary of the major developmental stages in the evolution of the 
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The emergence of number out of clay. 
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Near Eastern accounting system used to record and compute entries and 
expenditures of goods (7000-3000 B.C.). (For a more detailed discussion 
of the archaeological material presented below, see Schmandt-Besserat 
2010.) The roman numerals here correspond to those in figure 5.6. 

(!) The clay tokens represent the earliest stage. Modeled in multiple shapes, 
they were used mainly to record the type and quantity of commodities. In 
our example, the cone and the sphere signified different quantities of grain 
(a 11small" and ·a 11large11 basket of grain)1 the ovoid with a circular incision 
signified a jar of oil, and the tetrahedron signified a unit of labor. Tokens, 
which dealt only with approximate quantities, recorded the number of 
units of goods in one-to-one correspondence (for instance, two cones stood for 
two small units of grain, three cones for three small units of grain, and so on). 

(II) The so-called envelopes represent the second major stage. An envelope 
was a hollow clay ball that contained a certain number of clay tokens. The 
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precise amount and type of tokens was also visible on the outside, as the 
accountants created markings by impressing the tokens on the wet clay 
surface before enclosing them. For instance, the envelope in the figure 
(from Habuba Kabira, Syria, ca. 3300 B.C.) shows the imprints of three 
ovoid tokens, and incised lines represent jars of oil. 

(III) Around 3200 B.C. the envelopes were replaced by solid clay tablets, 
which continued the system of signs impressed with tokens. The tablet in 
figure 5.6 (from Susa, Iran, ca. 3300 B.C.) shows impressions of spheres 
and cones associated with measures of grain. 

(IV) With the formation of city-states (ca. 3200-3100 B.C.), the practice of 
impressing token-signs on clay tablets was changed to that of inscribing 
schematic "icons" (i.e., pictographs) of the most intricate tokens. The sign 
for oil, for example, clearly reproduced the outline of the ovoid token 
with a circular line. More important, plurality was no longer indicated 
by one-to-one correspondence. Numbers of jars of oil were not shown by 
repeating the sign for "jar of oil" as many times as the number of units to 
record. The sign for "jar of oil" was preceded by numerals-signs indicating 
numbers. The tablet in figure 5.6 (from Godin Tepe, Iran, ca. 3100 B.C.) 
features an account of 33 measures of oil (circular = 10, wedges = 1). 

(V) Around 3000 B.C., the recording of the names of the recipients or 
donors of the goods listed on the tablets became necessary. A new type of 
sign-the phonogram-was created. Phonograms were sketches of things 
that stood for the sounds of the words they evoked. In our example, the 
drawing of a man stood for the sound 11lu11 and that of the mouth for "ka, 11 

the sounds of the words for ''man" and 11mouth11 in the Sumerian language. 
For example, the modern name Lucas could have been written with the 
two signs mentioned above: "lu - ka." 

What might be the causal role of this long-term process of material engage­
ment in the development of exact numerical thinking? How can this causal 
role be understood against the neurological background of numerosity? 

In relation to the first question, my suggestion, very briefly, is that the 
process of material signification responsible for the emergence of symbolic 
numerical thinking, in the particular context I am discussing, begins with 
the invention of the clay-token system. The clay tokens provided a material 
anchor that enabled a double metaphorical projection between the mental 
and physical domains of basic numerical thinking as an embodied experience. 
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On the one hand, basic numerosity was objectified through the materiality 
of the clay token by way of one-to-one correspondence (concrete count­
ing). On the other hand, approximate quantity became associated with the 
shape of the token. Remember that the tokens were linked, according to 
their shape (cylinders, cones, spheres, and so on), with approximate quan­
tities of particular agricultural commodities (e.g., the ovoid with a jar of 
oil). For the purpose of understanding the developmental spiral of innova­
tion, it is important to note that at this early stage of concrete counting 
the concept of number had not yet emerged. The clay tokens did not stand 
for numbers. The tokens did not represent numbers (e.g., two, three, four). 
For instance, there was no token representing 11two" or "three" jars of oil 
(even if two and three were certainly numerosities within the range of their 
basic "number sense"). Moreover, each token type counted exclusively a 
specific category of items (for example, ovoids could only count jars of oil, 
and jars of oil could only be counted with ovoids).The tokens were not 
symbols (in the sense of arbitrary signifiers) but enactive material proto­
signs. When the envelope was invented, however, and enactive material 
proto-signs (tokens) were pressed onto an envelope's surface to make their 
shape and number visible from outside, two additional semiotic properties 
became active within this extended cognitive system. The first of these 
properties was indexicality. The impressions of the tokens on the outside 
were physically connected with the actual tokens on the inside of the 
envelope. Moreover, since the three-dimensional tokens were reduced to 
two-dimensional markings that resembled the original shape of the token 
a second semiotic property, iconicity also emerged. The co-emergence of 
indexicality and iconicity provided a semiotic basis and a powerful percep­
tual stimulus for abductive thinking. The pictographs that mark the 
momentous event when the concept of number was abstracted from that 
of the items counted probably were products of such abduction. Thus, 
returning to our question about the causal role of this long-term process 
of material engagement in the development of exact numerical thinking, 
one could argue that essentially what happened was that the vague struc­
ture of a very difficult and inherently meaningless conceptual problem 
(counting), by being integrated via projection with the stable material 
structure of the clay tokens, was gradually transformed into an easier per­
ceptual and semiotic problem. However, perceptual problems can be 
directly manipulated and manually resolved in real time and space. Thus, 
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the process o f  counting, as an embodied and mediated act, became mean­
ingful. The clay tokens brought forth the numbers by making the manipu­
lation of their properties visible and tangible. 

How can all these developments be understood against the neurological 
background of numerosity? How does the neurological substrate of our 
evolved "number sense," which we appear to share with other species, 
interact with this complex, extended system of "extra-neural" numerical 
thinking? How can the intraparietal networks of neuronal interaction, 
necessary for the emergence of true numerosity, be grounded upon a clay 
foundation? As I have already said, neither brain nor culture, in isolation, 
will ever answer those questions. Instead we should explore the possible 
links and bridges between embodied cognition and material culture that 
may have caused the critical integration of the different intraparietal areas 
associated with numerical thinking. 

Of course, such a topic demands a far more detailed treatment than I 
can offer here. But the general outline of my working hypothesis can be 
put as follows: I propose that the process of engaging and grasping the 
number as a clay token may have effected an extended reorganization (Kelly 
and Garavan 2005, 1090; Poldrack 2000) in the neural connectivity of the 
intraparietal area. The crucial neurological link in this respect, I suggest, 
should be seen between the anterior intraparietal area (AIP) (an area that 
is crucial for the manual tasks of pointing, reaching, and grasping three­
dimensional objects and tools, as a number of imaging studies have dem­
onstrated), the horizontal segment of the intraparietal sulcus (hIPS) (which 
helps to establish semantic associations between numerical concepts and 
signs, thus providing an important basis for connecting the world of sense­
perception to the domain of symbolic concepts), and the angular gyrus 
(AG) (an area associated with semantic properties and with our abilities for 
metaphorical thinking). (For a more detailed discussion, and for references, 
see Malafouris ZOlOc.) 

Making sense of the above interactions demands more than a simple 
translation from a cultural to a biological realm. Enactive signification does 
not work that way. For one thing, none of the above processes would have 
taken place without the necessary social context. For another, I believe that 
what the archaeological evidence from the Near East shows us is not some 
gradual representational process by which our inherited approximate 
numerical mental engine was externalized and amplified through a series 
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of linear steps, first to a kind of symbolic token-manipulating representa­
tional system and then to some sort of computational numerical device. 
The dynamics of material signification should be interpreted from an enac­
tive rather than a representational angle. The agency of clay, in all its 
different manifestations, is not to be found in the way it represents number 
but instead in the way it brings forth the concept of number. The clay token 
as enactive sign is a constitutive part of what it expresses, which otherwise 
cannot be known. The discussed process of extended reorganization could 
not have been achieved by the naked biological brain. In other words, the 
tangible material reality of the clay token as an "epistemic" artifact enabled 
the already evolved parietal system to support approximate numerosity, by 
getting reorganized, and thus partially "recycled," to support also the rep­
resentation of exact number. (See also Piazza and Izard 2009.) No doubt 
the representational properties of neural networks, like those that subserve 
numerical thinking, become realized inside the head, but in this case the 
systemic properties of the cognitive structures from which they derive 
extend beyond skin and skull. 

These clay objects, however, should not be understood as a series of 
perceptual stimuli that activate the right neural network. Instead, they 
should be viewed as constituting a new numerical 11habitus11-an embodied 
semiotic field for the engagement, if not the direct physical grasping, of 
number. Cultural knowledge and innovation are not intracranial processes; 
they are, rather, infused and diffused into settings of practical activity, and 
thus they are constituted by experience within these settings through the 
development of specific sensibilities and dispositions, leading people to 
orient and think about themselves within their environment in specific 
and often unexpected ways. This is why a simple Neolithic token can drive 
the sapient mind beyond approximation. It does the trick by transforming 
and simplifying the problem of number, thereby enabling the building of 
neural connections that otherwise couldn't have been built. It also does 
an even more important thing: It takes care of a part of the problem by 
itself, thus becoming an inseparable part of what is now an extended system 
of numerical cognition reaching beyond the brain and into the world. 

The material sign and the meaning of engagement 

In this chapter I have attempted to highlight some problems associated 
with the representational approach to the meaning of material culture. 1 
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have suggested that the most important deficiency of this dominant line 
of thinking about symbolism is that it misconstrues the nature of the 
material sign in two important respects: by neglecting to explore the 
becoming of the material sign (that is, how a material sign emerges and is 
constituted in different contexts and on different time scales of engage­
ment) and by failing to take into account how the physical properties of 
the medium of representation affect the semiotic process. 

Attempting to overcome those problems, I have approached the issue 
of material semiosis from a different angle. I have suggested that the mate­
rial sign is more than a thing that stands for something else, or the passive 
conduit of a message-that it provides the substantive basis for the enac­
tion of a given semiotic process, at the same time defining the phenomeno­
logical contours of this process. It does not primarily possess a meaning to 
be interpreted or carry a message to be decoded; rather, it provides the 
stimulus and simultaneously constitutes the technology for meaning or 
communication. In the context of material engagement, a material sign 
can be seen to operate simultaneously as a signifier and a signified. It can 
be used both as something in itself and as a representation of something 
other than itself. However, we will have to explore both properties of the 
material sign in order to gain a proper understanding of material semiosis. 
What is important in this respect is not to differentiate between the pos­
sibility that a figurine may be used as an iconic representation of some 
deity and the possibility that the figurine itself may operate as the concrete 
embodiment of the deity itself. What is important, rather, is to recognize 
that both possibilities are equally afforded and can be seen as active even 
in the context of the same ritual process. It is those huge and often uncon­
scious ontological shifts in how material signs can be engaged in real time 
and space that render their attributes so difficult to discern from a repre­
sentational or linguistic idiom. Meaning does not reside in the material 
sign; it emerges from the various parameters of its performance and usage 
as these are actualized in the process of engagement. That means that the 
material sign engages us primarily in "pragmatic�epistemic actions" (Kirsh 
and Maglio 1994) rather than hermeneutic circles. There is no meaning 
inherent in past or present material signs; there is only the capacity for 
meaning. Meaning is the temporally emergent property of material engage­
ment, the ongoing blending between the mental and the physical. In the 
case of material signs, we do not read meaningful symbols; we meaning­
fully engage meaningless symbols. Material signs have no meaning in 
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themselves; they merely afford the possibility of meaning, as a door affords 
the possibility of being opened. In real life, to interpret a material sign is 
not to provide a verbal substitute for iti rather, it is to become habituated 
with the interactive possibilities and consequences of its performance in 
context without bothering about exegetical questions. Material signs do 
not represent; they enact. They do not stand for reality; they bring forth 
reality. As long as archaeology fails to recognize that, it will remain a pris­
oner of its Cartesian genealogy, endlessly protesting with no real chance 
of escaping. 



6 Material Agency 

When a problem is debated for too long and an agreed solution is not 
reached, it is often the case that the problem, as stated, does not afford a 
solution. In such cases, reformulating the problem might be the only thing 
left to do-that is, if abandoning the problem altogether is not an option. 
In chapters 4 and 5 we crossed the boundary between persons and things 
from a cognitive and semiotic perspective. It is now time to do the same 
from a different angle. The question to be pursued now is that of agency, 
and the ensuing problem to be reformulated is that of the dualism between 
agents and things. For those reasons, my focus in this chapter will be on 
the third and last major dimension of Material Engagement Theory: mate­

rial agency. The term 'material agency' is, to some extent1 a misnomer, yet 
I believe it serves well my basic intention in this chapter, which can be 
expressed very simply: If there is such a thing as human agency, then there is 

material agency; there is no way human and material agency can be disentan­

gled. Or else, while agency and intentionality may not be properties of 
things, they are not properties of humans either; they are the properties 

of material engagement. 
I will begin developing my thesis by discussing the deficiencies of the 

concept of agency and exposing the anthropocentric basis of its conven­
tional usage. Then, adopting a non-anthropocentric perspective, I will 
discuss methodological fetishism as a conceptual apparatus for studying the 
agency of things. I will conclude the chapter by advancing the argument 
for material agency. 

Material culture and agency 

With the advent of post-processualism, the concept of agency became a 
central component of archaeological interpretation. The notion of agency 
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is mostly conceptualized through the lenses of practice theory and so is 
closely associated with issues of power and individuality. In view of the 
inherent ambiguity of the meaning of agency, it is not surprising that a 
whole book can be written-and indeed one has been written-on the 
nuances and the archaeological conceptualizations of the notion. Let me 
summarize its opening statement: 

[A]gency has become the buzzword of contemporary archaeological theory . . .  a 
lingua franca-an ambiguous platitude meaning everything and nothing . . . .  there 
is little consensus about what "agency" actually means . . .  nor has there 
been sustained consideration of basic methodological and epistemological issues 
as to n1ake it applicable and appropriate to the premodern past. (Dobres and Robb 
2000, 3) 

Despite the pessimism of the above remarks, Marcia-Anne Dobres and John 
Robb conclude their introductory chapter in a quite different spirit. Archae­
ologists "deal with material culture far more seriously and innovatively 
than do most social scientists, and material culture is clearly central to 
creating agents and expressing agency" (ibid., 14). No dispute about the 
first part. It is no exaggeration to argue that no other discipline has ever 
engaged with material culture from as wide a variety of perspectives­
not to mention temporal depth-as archaeology. Philosophy has never 
attempted a systematic account of the nature of this overwhelming cate­
gory of human experience. The category of material culture, with its inex­
tricably enfolded social and cognitive implications, remains neglected and 
theoretically marginalized even within philosophical frameworks (e.g., 
phenomenology) that claim a direct relationship with materiality and the 
human embodiment. (See also Miller 1987.) At the same time, putting 
Bourdieu's exposition of practice theory and his notion of habitus aside, a 
similar lacuna is evident in the domain of sociology. Only very recently, 
in a desperate attempt to discover the "missing masses" (Latour 1992, 227) 
that will bring a balance in the fabric of social theory, has sociology begun 
to think about the role of materiality in the social nexus. Finally, anthro­
pology (with the brilliant exception of the recently formalized domain of 
material-culture studies), under the fear of fetishism, continues to prioritize 
the human informant and to approach material culture "for what it means 
rather than for what it does" (Warnier 2001, 20). 

Obviously, mundane artifacts that (in the words of Bruno Latour) 
"knock at the door of sociology" and "beg us for understanding" (1992, 
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227) have been archaeology's main focus of study since it was first formal­
ized as a discipline. Despite the unique relationship between aichaeology 
and material culture, I remain skeptical toward the second part of the 
previously quoted remark by Dobres and Robb-that is, about the extent 
to which, in current archaeological theorizing, material culture is "clearly 
central" to the expression of agency. Strange as it might seem for a disci� 
pline that seems to have reached an agreement about the so-called active 
nature of material culture at least 20 years ago, I believe that archaeology 
remains attached to an anthropocentric view of the world and, by exten­
sion, of agency. (See Knappett and Malafouris 2008.) A possible reason for 
that might be that archaeology, by adopting a passive attitude of theory 
consumer and by extensively borrowing theoretical frameworks from other 
disciplines, has inherited their shortcomings without having the power or 
the will to act back. No doubt the above intellectual loans have made a 
substantial contribution to the archaeological "loss of innocence" (Clarke 
1973). However, since this has been accomplished they have simply proved 
inadequate to tackle the new complex emerging personality of the archaeo­
logical object. As a result, although with the recognition of the active 
nature of material culture the artifact has gained a portion of the ontologi­
cal status it deserves, the conceptual metaphors that foliowed this break­
through failed to realize its full potential. Indeed, on closer inspection the 
much-celebrated post-processual passage from the passive to the active 
artifact was essentially a reevaluation of the human rather than the mate­
rial agent. What the active nature of material culture in its common usage 
seems to imply is, essentially, the recognition that humans, far from pas­
sively adapting to external systemic forces, are actively using material 

culture as an expressive symbolic medium for their social strategies and 
negotiations (Hodder 1982, 1986). In other words, the essence of the argu­
ment is that material culture may not simply reflect but also actively 
construct or challenge social reality, on the necessary condition, however, of 
human agency and intentionality. The above sounds too obvious to be 
wrong, and indeed this is precisely how material culture operates in many 
cases. However, this is only a part of the picture, and I am afraid it is a 
part that, once you embrace it, leaves you with few chances to discover 

what the active nature of material culture really means. 
The point I am trying to make here is that, although the concept of 

agency is much contested, it is contested within the theoretical margins 
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of a narrow anthropocentric perspective. This anthropocentric view of 
agency, though it incorporates a variety of nuances, is based on a general 
agreement about a single undisputable fact: that agency, in the real sense 
of the word, is a human property, and "the only true agents in history are 
human individuals" (Giddens and Pierson 1998, 89). Whether this indi- .,.. 

victual is conceived through a Cartesian or an existential lens makes no 
important difference. What is important is that when we speak about 
agents proper we are referring to human individuals, and preferably to 
human individuals of the modem Western type. In short, agency is an 
attribute of the human substance. 

It is this deeply entrenched anthropocentric idea of agency that I intend 
to challenge in what follows. 

Toward a non-anthropocentric conception 

A gradually developing suspicion of the humanistic determinations of 
agency can be traced back to Marcel Mauss (1954) and Martin Heidegger 
(1977). In The Gift, Mauss illustrated the fluidity of the boundaries between 
persons and things and the capacity of the latter to embody and to objec­
tify as well as to produce social consequences. The same point is found 
also in Nancy Munn's observations on the Kula exchange system, in which 
"shells and men are reciprocally agents of each other's value definition" 
(1983, 284). But it was probably in Arjun Appadurai's 1986 book The Social 

Life of Things that we saw the first explicit attempt to battle the prevailing 
tendency to limit conceptions of the social to the space of human interac­
tion. Appadurai's book introducing the biographical dimension of artifacts 
and indicating the various unnoticed ways in which things, like persons, 
have social lives (Kopytoff 1986; Gosden and Marshall 1999; Hoskins 1998, 
2006) was followed by a number of other influential works on the archae­
ology (Buchli 2004; DeMarrais et al. 2004; Gosden 1994, 2004, 2005; Jones 
2004; Knappett 2002, 2005; Meskell 2005; Miller 2005, 2010; Olsen 2003; 
Preucel 2006; Renfrew and Scarre 1998; Tilley 1994; Thomas 1996, 2004, 
2007; Wylie 2002) and the anthropology (Hutchins 1995; Hoskins 1998; 
Henare et al. 2007; Ingold 2007, 2008) of material culture. Soon it became 
obvious that the enframing that according to Heidegger (1977) character­
ized the attitude of the Western individual toward the world as a "standing 
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reserve"-a passive recourse to be controlled and manipulated for human 
ends-had no place and no meaning in a number of ethnographic contexts 
with a very different understanding of what it is like to be a person and 
what it means to engage the world. What could be, for example, the 
meaning of agency for the "partible," "composite," and relationally con­
stituted Melanesian person (Strathern 1988)? Clearly the idea of the iso­
lated agent who acts upon the world, imposing shape and meaning upon 
inert matter, can hardly be accommodated or make sense in a Melanesian 
context where the categories of persons and things are inseparably distrib­
uted over biographical time and space. In recent years the idea of decen­
tralized agency has gained increased momentum. The work of Alfred Gell 
and that of Bruno Latour has been central in this, albeit for different 
reasons and from different disciplinary perspectives. I shall discuss some 
of Gell's reasons for regarding his car as "a body�part" but "also the locus 
of an 'autonomous' agency of its own" (1998, 18) in a later section. First, 
however, I will discuss Latour's work (1991, 1992, 1993, 1999) and the 
general framework of so-called Actor-Network Theory. (See also Law 1999 .) 

Actor-Network Theory 

Actor-Network Theory (ANT) can be defined as a semiotics of materiality 
that is symmetrical with respect to human and non-human agents (Law 
1999, 4). Conceptualizing agency as variously distributed and possessed in 
relational networks of persons and things, ANT proposes that all entities 
partidpating in those networks should be treated analytically as of equal 
importance. In other words, for ANT what we call actors or agents are 
essentially products or effects of networks. That means that no primacy of 
the human actor-individual or collective-over the non�human actor can 
be accepted on a priori grounds. This may seem to be yet another attempt 
to reconcile the two traditional oppositional poles of social theory (agency 
and structure), but in reality it is something quite different. In drawing 
material things into the sociological fold, the aim of ANT was not to over­
come this contradiction, but to ignore it and develop what Latour calls a 
"bypassing strategy" (1999, 16-17). 

For example, to answer the question whether people or guns kill we 
have to move beyond what is acceptable in either the materialist or the 
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sociological account of activity (Latour 1999, 180; see also chapter 9 below). 
Both accounts start with essences, and essences result in antinomies, and 
antinomies are the reason that modernist theories fail to capture 
practice. 

A speed bump, to use another example, does more than simply remind 
drivers to slow down. In addition to being a passive speed-controlling 
device, the speed bump is at the same time a sign and a moral agent. 
Contrary to what appears to be the case with conventional traffic and 
warning signs, in the case of the speed bump the primary intention is not 
indirect communication but direct physical action. The primary role of a 
traffic sign-usually iconic-is to communicate, clearly and on the basis 
of well-established conventions, a visible message to which the driver may 
or may not conform-at least the sign itself has no such direct enforcing 
capacity. The speed bump, however, embodies no such communicative 
purpose. In this case, we leave the negotiable representational realm and 
enter into the territory of brute yet meaningful material relations. In this 
realm, the medium is the message, and to ignore or misinterpret the sign 
has immediate and direct physical consequences. Enactive material signs 
are often non-negotiable. Very simply, and indeed advisably, under normal 
conditions we do not engage a speed bump from a hermeneutic perspec­
tive, and certainly not from a "death of the author" viewpoint. However1 
this shift in the kind of signification-delegation, as Latour calls it-is not 
without cost. The initial altruistic statement "slow down so as not to 
endanger other people," when expressed in concrete, becomes something 
new. Being objectified, the statement takes on a new meaning. It now can 
be seen to embody a different and rather selfish morality that can be 
expressed as "Pass over me at a speed that will allow your back and your 
car's suspension not to suffer any damage." 

To illustrate the implications of this point further, I will discuss a dif­
ferent example, this one from Latour's essay "Technology is society made 
durable" (1991, 104): 

Consider a tiny innovation commonly found in European hotels: attaching large 
cumbersome weights to room keys in order to remind customers that they should 
leave their key at the front desk every time they leave the hotel instead of taking it 
along on a tour of the city. An impe�ative statement inscribed on a sign-"Please 
leave your room key at the front desk before you go out"-appears to be not enough 
to n1ake customers behave according to the speaker's wishes . .  , , But if the innova� 
tor, called to the rescue, displaces the inscription by introducing a large metal weight, 
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the hotel manager no longer has to rely on his customer's sense of 1noral obligation. 
Customers suddenly become only too happy to rid themselves of thiS annoying 
object which makes their pockets bulge and vveighs down their handbags: they go 
to the front desk on their own accord to get rid of it. Where the sign, the inscrip­
tion, the imperative, discipline, or moral obligation all failed, the hotel manager, 
the innovator, and the metal weight succeeded. And yet, obtaining such a discipline 
has a price: the hotel manager had to ally himself with an innovator, and the inno­
vator had to ally herself with various metal weights and their manufacturing 
processes. 

The example Latour discusses here may appear trivial, yet I believe it offers 
an excellent illustration of how the notions of agency, intentionality, 
power, and innovation can be understood through the lens of Actor­
Network Theory. 

Figure 6.1 is an attempt to visually deconstruct the complex dynamic 
transformations and interactions that every socio-technical trajectory 
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embodies. In the case of our example, this trajectory has been divided into 
four major stages that, according to Latour, define the dialectics of power 
involved in this particular case. The actor network is presented along a 
vertical axis and a horizontal axis. These two axes correspond respectively 
to two dimensions that characterize the successive transformations of the 
hotel manager's initial intention or staternent: "Please leave your room key 
at the front desk before you go out." In particular, the horizontal axis, 
referred to as "association" or (AND), corresponds to the number of actors 
that are being attached or added to this initial statement, whereas the 
vertical axis, referred to as (OR), corresponds to the number of "substitu­
tions" that are being gradually introduced into the network in order to 
"power over" the customers' resistance to or neglect of that message. Each 
of the stages enumerated on the vertical axis is characterized by a novel 
substitution. In other words, in each stage a new mediation is added to 
support the intention of the hotel manager. Finally, the bold dividing line 
that cuts across the successive stages of the process separates those agents 
(human or material) that participate in the "action program" (on the left 
in the diagram) from those that resist the program (on the right). 

For the purposes of this chapter, three major points exemplified by 
Latour's diagram should be discussed: 

1. The medium is the message. 

The objectification of a statement is not simply a more effective and suc­
cessful transmission of that statement but instead a translation, a displace­
ment, and an inevitable transformation of its initial state. The meaning of 
the statement (in this case initially expressed as a sentence uttered by the 
hotel manager), far from remaining stable, is constantly transformed along 
the way in accordance with the semiotic affordances of the apparatuses 
that are drawn into the system. This is why, in the context of ANT, the 
meaning of the word 'statement' does not refer to linguistics "but to the 
gradient that carries us from words to things and from things to words" 
(Latour 1991, 106). This also indicates why the meaning of the word 
'network' in the context of ANT should not be confused with its meaning 
in common usage-for example, i,n relation to the Internet. As Latour 
himself points out (1999, 15-16), to understand the notion of network as 
a kind of circuitry that enables the instantaneous transport and commu­
nication of information without deformation-like electricity along a 
wire-would be "exactly the opposite" of what the notion meant to express 
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in the context of ANT. Indeed, in the case of the material sign the medium 
matters and has a direct bearing on the message. By the same token, in 
the case study now under discussion the initial statement of the hotel 
manager may read the same but it is no longer the same: 

Customers no longer leave their room keys: instead, they get rid of an unwieldy 
object that deforms their pockets. If they conform to the manager's wishes, it is not 
because they read the sign, nor because they are particularly well mannered. It is 
because they cannot do otherwise. They don't even think about it. The statement 
is no longer the same, the key is no longer the same-even the hotel is no longer 
quite exactly the same. (Latour 1991, 105) 

2. The problem of closure: network before meaning. 

As Carl Knappett comments (2002, 100), and as our present example illus­
trates, "agency comes to be distributed across a network, inhering in the 
associations and relationships between entities, rather than in the entities 
themselves." It can be argued that two crucial methodological questions 
follow if one accepts this claim: (a) Where do you draw the boundaries of 
your network? (b) How do you select which elements (actors) are signifi­
cant in the structuring of your analysis? In the case of our hotel-key 
example, answering those questions was not difficult. But socio-technical 
networks-as archaeologists know well-are usually far more complicated. 
Indeed, perhaps the most important methodological limitation of any 
symmetrical or relational viewpoint is precisely what might be called the 
problem of closure. 

That same problem, in a slightly different version, is already familiar 
from contextual archaeology as an interpretative procedure. More particu­
larly, if we define context as the totality of what is relevant to the object 
environment (where "relevant refers to a relationship with the object 
which contributes towards its meaning" (Hodder 1987, 4-5)), it follows 
that the relevant environment (the context) is also determined by the 
meaning of the object. Indeed, this circularity is the essence of any rela­
tional viewpoint. The problem lies in the fact that the contextual approach 
has been advanced primarily as a "methodological procedure for recon­
structing past symbolic meanings" (ibid., 1), which gives rise to a method­
ological paradox: How can you reconstruct the meaning of an artifact on 
the basis of its contextual associations when these contextual associations 
are determined by the meaning of the artifact? The point I am trying to 
underline here is not, of course, that I consider the basic assumption of 
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contextual archaeology concerning the re!ationality between context and 
object to be wrong. My disagreement pertains, rather, to the general objec­
tive of contextual archaeology to be primarily a procedure for the recon­
struction of past meanings. This implies that context is not the end of 
analysis but the means of interpretation. In contrast, I want to suggest that, 
as ANT and the present example illustrate, there are no meanings but only 
contexts, and more specifically networks of material engagement. The 
artificial separation that the analysis of such socio-technical networks often 
embodies between a descriptive level and a subsequent explanatory or 
interpretive level should be avoided as unproductive and in some cases 
misleading. As Latour points out, once a symmetric perspective is adopted 
this separation is no longer necessary. There is nothing to be found outside 
the network: 

If we display a socio�technical network-defining trajectories by actants' association 
and substitution, defining actants by all the trajectories in which they enter, by 
following translations and, finally, by varying the observer's point of view-we have 
no need to look for any additional causes. The explanation emerges once the 
description is saturated . . .  , There is no need to go searching fcir mysterious or global 
causes outside networks. If something is missing it is because the description is not 
complete. (Latour 1991, 129-130) 

3. The problem of the prime mover. 

The last point I want to raise pertains to the arbitrariness of the choice to 
trace the starting point of any socio-technical network to the statement, 
intentionality, belief, or ideology of a certain human agent or institution. 
In the hotel-key example, the decision to choose the intention or state­
ment of the hotel manager as the central point of reference for the sequence 
of events to follow may give us a starting point for our analysis, but it also 
embodies a serious drawback: Such a decision fails to question the starting 
point itself. That is, it fails to ask why the hotel manager needs or intends 
that the keys be returned, or why we need keys in the first place. In other 
words, the question about how a certain intention, belief, or ideology 
emerges remains unaddressed. 

I believe that reducing the complex network of interactions that con­
stitute a given socio-technical trajectory to a mental template or ideological 
disposition of a certain individual agent (the prime mover), or a certain 
group of individuals, does not count as a solution to the problem of 
change. Such a reduction is simply a transposition of the problem to a 
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different realm-the realm of ideology. This transposition, far from provid­
ing an adequate explanation of change, poses a new problem: How did 
this ideology emerge in the first place, or how did those motivational 
impulses for inaterialization and the agentive power to actualize those 
intentions come about? Those questions remain unanswered. That is why 
I believe that, when processes of material engagement and their long-term 
trajectories are at issue, explanation of change cannot be reduced to some 
hypostasized abstraction, social or ideological. In such cases, change must 
be understood and articulated at the level of the concrete artifact. In short, 
abstract social or ideological structures-if such structures exist-are part 
of the problem, not a solution. These abstractions cannot explain anything 
before we account for how they emerge and how they are maintained, 
transformed, and transmitted. In other words, ideology is the result of 
analysis rather than its point of departure. 

In real-world practice, we are never faced with isolated objects or abstract 
social relations and institutions; "we are faced with chains which are asso­
ciations of human (H) and non-humans (NH)" (e.g., H-NH-H-NH-NH-NH­
H-H-H-NH) (Latour 1991, 1 10). Power, intentionality, and agency are not 
properties of the isolated person or the isolated thing; they are properties 
of a chain of associations. The crux of the process lies specifically in the 
temporally unfolding causal coupling between the "program" and the 
"anti-program." More specifically, "the number of loads that one needs to 
attach to the statement"-the stages of the program-"depends on the 
customer's resistance11-anti-program. As long as this process of 11 accom­
modation and resistance" (Pickering 1995) continues, the overall structure 
of the system remains unpredictable. This means that "the force with 
which a speaker makes a statement is never enough, in the beginning, to 
predict the path that the statement will follow" (Latour 1991, 104). In 
other words, in our example, the power strategy (or, if you like, intention, 
belief, or ideology) of the hotel manager remains a socio-technical network, 
fluid and contested up to the point where the metal weight is introduced. 
Only then does the metal weight successfully (which in this case means 
also unconsciously) stabilize the dynamic of the system by forcing the 
customers to leave their keys at the front desk. Indeed, the stability of such 
a socio-technical chain depends primarily on the degree of attachment 
among its elements. However, this attachment is symmetrical and does not 
discriminate between physical linkages and affective or cognitive linkages: 
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"The key is strongly attached to the weight by a ring, just as the manager 
is very attached to his keys. It does not matter here that the first link is 
called 'physical' and the second 'emotional' or 'financial."' (ibid., 108) 

The argument for material agency 

The sin of anthropomorphism 

I have argued that once the symmetric perspective of ANT is adopted, the 
artifact is transformed from a passive instrumental mediation to an 
"actant"-that is, an actor-entity "that does things" (Latour 1992, 241; 
Akrich and Latour 1992). As the sociologist Andrew Pickering observes 
(1995, 13), "the most attractive feature of the actor-network approach is 
precisely that its acknowledgment of material agency can help us to escape 
from the spell of representation. It points a way to a thoroughgoing shift 
into the performative idiom." However, this methodological shift is not 
without its problems. Indeed, by adopting the symmetric approach we are 
immediately entering an unknown territory-the blind spot mentioned in 
my introductory chapter-where conventional boundaries between sub­
jects and objects or persons and things are blurred. This blurring, however, 
causes some radical changes not only in the way an ordinary object can 
be perceived, but also in the type of language that is needed to express the 
changes. For example, a hydraulic door closer becomes "a well-trained 
butler" (Latour 1992, 233-234), a speed bump a "sleeping policeman," and 
an anti-personnel mine a "moral entity" (Gell 1998, 21). From the sym­
metric viewpoint, these expressions are not simply metaphors in the con­
ventional sense of the word; they carry with them increased heuristic 
value. This is why the whole framework appears to succumb to the sin of 
anthropomorphism. Speaking about things as agents seems to imply a 
personification of the inanimate and thus an illegitimate ascription of 
human form and attributes to the non-human. 

Insofar as my goal in this chapter is to advance my own argument for 
material agency from the perspective of Material Engagement Theory, I 
believe it is essential, before I proceed further, to clarify my position in 
relation to this important criticism. My overall argument, briefly, amounts 
to the following: I belleve that the accusation of anthropomorphism is 
deeply flawed in two senses. First, it fails to recognize the important dif­
ference between anthropomorphism and anthropocentrism. Second, it 
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begs the question of material agency-that is, it takes ·'human" agency for 
granted and denies material agency a priori. 

Let me begin by clarifying the difference between anthropocentrism and 
anthropomorphism. To engage in anthropocentricism is to perceive 
humans as the center of reality; to engage in anthropomorphism is to 
perceive reality in human terms. Anthropocentrism is a bad intellectual 
habit1 characteristic of Western modernity/ that we need to overcome. 
Anthropomorphism is a biological necessity of the human condition that 
we need to embrace1 or else we run a constant risk of removing the human 
subject from the center of the social universe only to place this subject in 
a god-like position on top and outside of it. Indeed, as the anthropologist 
Roy Ellen observes (1988, 226), "to say that non-human objects of all kinds 
are treated anthropomorphically is not, in itself, to say a lot, since human­
kind has no option but to apprehend and represent its world in anthro­
pomorphic terms." This is something that the embodied-cognition 
paradigm discussed in chapter 4 has illustrated beyond doubt To under­
stand what is at issue here, simply imagine what it would be like to live 
and think in the absence of such deeply anthropomorphic and basic meta­
phors as up/down, front/back, and intelior/exterior. In fact, as Stewart 
Guthrie (1993) suggests, anthropomorphism, besides being an abiding 
feature of human cognition, can be seen to have a strong evolutionary 
significance. Guthrie's main argument, as summarized by Alfred Gell (1998, 
121), is that "strategically, it is always safer to impute the highest degree 
of organization possible (such as animacy) to any given object of experi­
ence. It is better, [Guthrie] says, to presume that a boulder is a bear (and 
be wrong) than to presume that a bear is a boulder (and be wrong)." This 
statement may sound alien to present forms of being-in-the-world and to 
modern intellectual predispositions. Yet if my understanding of what 
Latour essentially implies in his 1993 book We Have Never Been Modem is 
correct, the failure of modernism to meet its ideals lies precisely in the fact 
that the old evolutionary strategy of which Guthrie is speaking in the 
passage quoted above remains a defining part of our lives and our scientific 
practices. In other words, despite the efforts of objectivism to overcome it, 
anthropomorphism is still with us. However, we need to understand that 
anthropomorphism remains a part of our thinking not as a problem that 
we failed to overcome, but as a central characteristic of human projection 
and material engagement that demands attention and understanding. 
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In other words, one might suggest (transforming the old saying of Pro­
tagorean sophistry) that, being humans, we certainly are the embodied 
measure of all things, yet we are certainly not the center of all things. This 
is not an anti�humanistic statement; it is simply a metaMhumanistic one. 
The aim is not to devalue the importance of the role of human subjectivity 
in the drama of life for the sake of some neo-materialism or neo­
determinism, but to understand the nature of this subjectivity from a new 
and symmetric point of view. 

Thus, to give a specific example, my reply to Adam T. Smith when he 
argues, denouncing Gell's "vision of 'things' as social agents/' that 11such 
anthropomorphism tends to obscure the distinction between action and 
instrument, between subject and the apparatus of subjectivity" (2001, 167), 
would be simply the following: This is precisely the distinction that we 
need to dissolve, and if the element of anthropomorphism offers a helpful 
means to this end then it might be worth a try. Accusations of this type 
are simply begging the question of material agency. Obviously, the problem 
with material agency is not that it violates those categorical distinctions 
that Smith is referring to; this is precisely what the notion of material 
agency as a modus operandi is introduced to do. If there is a problem with 
material agency, it concerns the epistemic validity of such a stance. It 
concerns, in other words, whether the ascription of agency to things, seen 
as a method, is able to lead us closer to the reality of the phenomenon we 
seek to investigate, i.e., the causal efficacy (social or cognitive) of material 
culture. That is, however, a different issue. My intention here is simply to 
show that the element of anthropomorphism that the argument for mate­
rial agency incorporates becomes problematic only when placed against 
the intellectual background of modernism. It is our deeply entrenched 
assumptions about persons and things as separate and independently 
defined entities that make any attempt to understand the one in terms of 
the other look problematic; it is not the projection itself. 

Although I do not consider anthropomorphism in itself problematic, I 
have no intention of confining the notion of material agency to an instance 
of this order. The element of anthropomorphism is simply symptomatic 
of the non-anthropocentric orientation of this stance. The concept of 
material agency is much broader and more complicated than a kind of 
anthropomorphic stance for looking at things. In fact, if there is a notion 
that can be seen to resonate well with what material agency is really about, 
it would be fetishism, but this time fetishism of a slightly different kind-
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one that we might, following Arjun Appadurai (1986, 5),  call methodological 

fetishisnz: a return to the things themselves as socially alive aiid active in 
a primary sense. l believe that, if we are to develop a discourse able to 
penetrate the mutual constitution of persons and things, a kind of meth­
odological fetishism may be a necessary precondition for undertaking the 
task of exploring the cognitive and social life of things beyond the limits 
of representation. But let me exemplify more precisely my intention of 
turning the customary anthropological accusation against the study of 
material culture into a method. 

Methodological fetishism 

The notion of fetishism is usually linked with two major intellectual tradi­
tions: that of anthropology, where it is associated primarily with the study 
of religion and animism, and that of Marxist theory and the "fetishism of 
commodities." To avoid the unwanted connotations of this term, I want 
to clarify that my use of it relates to neither of the above intellectual tradi­
tions. Instead, it relates to the underlying cognitive processes responsible 
for the generation of the objects or phenomena labeled as fetishes. These 
cognitive processes, which can be argued as being the same in any mani­
festation of the phenomenon of "fetishization," have been identified and 
articulated by Roy Ellen (1988, 219-229) as follows: 

1 .  Concretization. Although any culturally modified or unmodified object 
can become a fetish, this becoming always involves a process of objectifica­
tion. Whatever its physical form (stone, nail, relic, icon, etc.), the concreti­
zation of abstraction "is an intrinsic quality" of the fetish. 

2. Animation or anthropomorphization. The second prominent feature of 
those things called fetishes is that they involve the attribution of qualities 
and properties of living organisms. In other words, they incorporate 
organic metaphors. This does not necessarily mean that a fetish has to 
resemble or look like a person; it simply means that interaction between 
persons and fetishes resembles interaction between persons rather than 
interaction between persons and things. 

3. Conflation of signifier and signified. Where "fetishization" has occurred, 
the signified is treated as though it were embodied in the signifier. The 
process of concretization often results in material objects that operate as 
things signified. That is, it results in objects that operate as causative agents 
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in their own right rather than for what they might stand for-as with 
signifiers. 

4. Ambiguous conceptualization of power. The process of "fetishization" 
involves an ambiguity of agency and is characterized by "an ambiguous 
relationship between control of object by people and of people by object." 

Although I fully subscribe to the above differentiation, I emphasize that 
my major disagreement with it-a rather important one-is that, whereas 
Ellen identifies fetishes as "cultural representations," I construe them as 
enactive signs (chapter 5) and thus as products of conceptual integration 
rather than of representation. Apart from that, I fully subscribe to Ellen's 
claim about the universal character of fetish-like behavior. Fetishism as a 
process, far from a marginal and 11primitive" mental condition that brings 
about a special category of exotic objects, is an ordinary feature of material 
engagement. 

Concerning methodological fetishism, what I am proposing here is basi­

cally what in philosophy is referred to as abduction. Abduction, as we know 
from Peirce (1955, 1991; see also Gell 1998), is a process of hypothesis 
formation that draws on a metaphoric logic rather than on the usual induc­
tive logic. Very simply, first you hypothesize some resemblance between a 
familiar phenomenon or domain of experience and something unfamiliar 
that you seek to explain, then you project the properties of the familiar 
onto the unfamiliar. If the abduction leads somewhere and affects your 
initial problem, it is worthy of being pursued further. I consider material 
agency to be the unknown domain of experience that we seek to explore, 
and I hypothesize the properties of fetishism as being the familiar domain 
to be abducted. In other words, the properties of fetishism are abducted 
and projected into the general domain of material culture and used as a 
comparative reference point for detecting the agency of things. Through 
this projection I want to explore the effect those properties might have in 
helping us understand the question of material agency-that is, how things 
matter. The basic idea is quite simple and embodies a spirit similar to that 
of " active externalism" (chapter 4): If the social and cognitive life of things 
is the phenomenon you seek to understand, then, methodologically speak­
ing, it is more sensible and productive to treat material things as agents 
(and be wrong) than to deny their agency (and be wrong). There is, 
however, a further feature that distinguishes methodological fetishism from 
other approaches to the study of agency and material culture. This feature 
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lies in the recognition that the closest parallel to the idea of a material 
agent that we have is not that of a person but rather that of a fetish. This 
important recognition of what methodological fetishism as a conceptual 
apparatus embodies can protect us against the danger of treating material 
agency as a homologous and isomorphic extension of human agency. As 
Chris Gosden points out (2001, 164), "objects can be seen to be active, but 
they are active in the manner of objects not in the manner of people." A 
failure to recognize that may create problems not dissimilar to those I 
discussed in chapter S under the banner "fallacy of the linguistic sign." 

Although in principle to approach objects as active in their own 
manner may well be conceived as the ultimate objective of material­
culture studies, it is an objective that in practice involves many potential 
pitfalls. Most important, being active (either in the manner of objects or 
in the manner of people) is to engage in activity. But in the context of 
activity, to speak of manners of objects and manners of people makes no 
real sense from a symmetric viewpoint. Activity obeys a strictly transac­
tional logic whereby manners of people become manners of objects and 
vice versa. Hence the problem with anthropomorphism that I discussed 
earlier in this chapter. 

The point I am trying to emphasize with the above quotation from 
Gosden is not that the active nature of material culture should be, or could 
ever be, understood in its own independent and objective terms. Such a 
claim would be inconsistent with the grounding principles of Material 
Engagement Theory in general and with the argument for material agency 
in particular. The point I am trying to make here, which I hope is similar 
to what Gosden meant to express, is that when we are approaching the 
agency of things we should be extremely cautious not to transform the 
11symmetry" into a mere isomorphic projection. Indeed1 this seems to be 
precisely the problem that arises with Gell's differentiation between 
11primary11 and 11secondary11 agents. 

Intentionality and secondary agents 

The position that Gell adopts in respect to the issue of agency is already 
clear from the first chapter of his influential treatise Art and Agency (1998). 
In the section titled "Paradox Elimination" (19-21), Gell gradually unfolds 
what may be seen as the strongest and the weakest part of his theory. 
Starting with the strongest part, we have his insightful definition of agency: 
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Because the attribution of agency rests on the detection of the effects of agency in 
the causal milieu, rather than an unmediated intuition, it is not paradoxical to 
understand agency as a factor of ambience as a whole, a global characteristic of the 
world of people and things in which we live, rather then as an attribute of the 
human psyche, exclusively. (20) 

This definition is followed, 16 pages later, by an unnecessary and to my 
mind unfortunate differentiation between "primary" agents (defined as 
entities endowed with the capacity to initiate actions or events through 
will or intention) and "secondary" agents (defined as entities not endowed 
with will or intention by themselves but essential to the formation, the 
appearance, or the manifestation of intentional actions). This differentia­
tion appears, at least to me, inconsistent with and contradictory to the 
crux of Gell's theory in two ways. On the one hand, it seems to imply that 
Gell accepts that intentionality is a criterion of agency attribution; on the 
other, it violates the above-mentioned symmetry between persons and 
things. Indeed, to call humans "primary agents" is to place human inten­
tionality before material engagement-ontologically speaking-and thus 
outside what I will define later, following Searle, as the Background, 
whereas "to call objects secondary agents is make them look like people, 
but with certain deficiencies of intention" (Gosden 2001, 164). 

Agency and intentionality 

There is no doubt that intentionality is often perceived as the major diag­
nostic feature of agency and so presents a significant obstacle to any dis­
cussion of material agency in a proper sense. Consequently, it is important 
for present purposes that I tackle that issue with due care before it can be 
said that my proposal about material agency stands on a firm foundation. 
I intend to begin by clarifying the notion of intentionality as a philosophi­
cal problem. 

First I should note that the notion of intentionality was originally 
introduced to provide a firm criterion for the distinction between the 
mental and the physical. Etymologically it derives from the Latin verb 
intendo, meaning to point (at) or aim (at) or extend toward. In present-day 
philosophy of mind it is usually seen as a fundamental property of human 
mental states to be "directed at, or about, or of objects and states of affairs 
in the world" (Searle 1983, l; see also Dennett 1987 and Brentano 1995 



Material Agency 1 37 

[1874]). In other words, intentionality is construed as a strictly internal 
phenomenon of human consciousness with no counterpart in 'the realm 
of things. 

Seen from this "internalist" philosophical perspective, the issue of inten­
tionality appears to be pretty much straightforward-no room for "active 
externalism11 here. Intentional states are essentially projections that aim at, 
point at, and extend toward objects or representations. Thus, it appears 
initially that, if we accept a close correlation between intentionality and 
agency, we have no option but to admit that, as long as the former is con­
ceived as strictly a human property, the latter must be conceived the same 
way. In other words, if the nature of agency is intentional then it has to be 
a human property; things cannot exhibit intentional states. Indeed, the 
orthodox view, as Gell describes it (1998, 19), defines the agent according 
to the "capacity to initiate causal events in his/her vicinity, which cannot 
be ascribed to the current state of the physical cosmos, but only to a special 
category of mental states; that is, intentions." 

In what follows, I want to show that none of the above claims neces­
sarily follows-at least not in all cases. Without denying that agency and 
intentionality are intimately connected, I believe that our understanding 
of this relationship is based on a misunderstanding of the issues involved 
and thus has to be placed on a new foundation. My principal means of 
doing so would be by clarifying the important difference between prior 

intention and intention in action, drawing upon the work of the philosopher 
John Searle, and then exemplifying the notion of Background as the sine 

qua non of human intentionality. 

Agency as "intention-in-action" 

The philosopher John Searle defines the meaning of action as "a causal 
and Intentional transaction between mind and the world" (1983, 88). More 
specifically, Searle describes activity as composed of two essential parts: an 
intentional state in the mind and an external movement in the world. 
Based on that assumption, Searle differentiates between two types of inten­
tional states. (See figure 6.2.) The first type of intentionality, called "prior 
intention," refers to premeditated or deliberate action in which the inten­
tion to act is presumably formed in advance of the action itself. The second 
type of intentionality, called 11intention-in-action, 11 refers to non-deliberate 
everyday activity in which no intentional state can be argued to have been 



138 

Prior intention 
Mind/brain 

Intention in action 

.. ---... 
;...... ... 

...... , ause of the agen 
:'Mind/brai:f\ movement 
l, .. ... � · ····· · · ·)> ' ��' ..... ������...., ..... � ',, _.,, ------ Body. 

Figure 6.2 

11Prior intention,, and "intention in action." 

World 

Presented i 

Chapter 6 

World 

Direction of fit 
[world-to-mind] 

. .. . . ... ........ ,,... 
Direction of 
causation 
[mind-to-world] 

formed in advance of the action itself. Moreover, Searle analyzes intention­
ality in terms of two basic properties. The first property is referred to as 
"direction of fit" and is specified as world-to-mind. What Searle means is 
that, in order for a certain intention to be successful, conditions in the 

world must conform to the conditions specified by the intentional state in 

the mind. The second property is referred to as "direction of causation" and 
is specified as mind-to-world. By that Searle is mainly expressing the fact 
that it is the intentional state in the mind that causes the movement of the 
agent in the world. 

Despite their differences, for Searle both "prior intention1' and 11inten­
tion in action" are essentially representational phenomena. In both cases 
the intention (as an internal representational state) causes the agent's 
movement (as an external physical state in the world). The difference is 
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The causal relationship between "prior intention" and "intention in action" accord­
ing to Searle. 

that in the case of "intention in action11 the internal intentional state and 
the external movement become indistinguishable. But this, according to 
Searle, doesn1t mean that the intentional state isn1t a representation; it 
simply means that in this case representation happens, one might say, on 
the wing. To highlight this difference, Searle suggests that "intention in 
action" presents, rather than represents, its relevant conditions of satisfac­
tion. But this change of terminology from "representation" to 11presenta­
tion11 does not seem to imply much in essence. Presentations are simply 
"a special subclass of representations" (Searle 1983, 46). 

Coming back to Searle's account of intentional activity1 vvhich he 
conceptualizes as a mind-world transaction, we can represent the relation­
ship between the 11prior intention" and the 11inte�tion in action11 as in 
figure 6.3. 

My suggestion is that if we accept that agency is about causal events in 
the physical world rather than about representational events in our mental 
world, it follows that, if an association between agency and intentionality 
can be made, it has to be with the type of intentionality I have called 
11intention-in-action. 11 In the case of 11prior intention" no such correlation 
can be made before this intention becomes realized in the world-that is, 
before it meets its relevant condition of satisfaction. This, I argue, is 
because '1prior intention,'' as long as it is simply an internal representa­
tional state, has no pragmatic effect in the world. As I will discuss in more 
detail later, pragmatic effect (and thus agency) is not a matter of private 
thought and imagination but a matter of actual practice and being-in-the­
world. However, once a "prior intention" is realized in the world and so 
acquires pragmatic effects, it is immediately transformed to "intention in 
action.11 One might suggest that in this case the '1prior intention" can be 
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seen as the cause of the "intention in action/' but such is not necessarily 
the case. This 1 argue for the following reasons: First, in most cases "inten­
tion in action" is not preceded by a "prior intention." As Searle observes, 
"all intentional actions have intentions in action but not all intentional 
actions have prior intentions" (1983, 85). Second, even when such a "prior 
intention" exists1 it does not necessarily cause or determine the nature and 
the form of a particular activity. For example, an agent may act differently 
or even in a manner contradictory to his prior intentions, or 1nay simply 
fail to meet in action the conditions of satisfaction necessary for such an 
intentional state to be realized. Finally, even when a prior intention is 
successfully realized and thus can be argued to cause the intention in 
action, it is already itself being shaped by what I will discuss in a moment 
as the Background. I want to suggest that the observed association between 
agency and intentionality makes proper sense only if conceived as an 
association between agency and "intention in action.'' This minor shift in 
perspective has some important implications for the meaning of agency 
because in this case intention no longer comes before action but it is in 

the action. The activity and the intentional state are now inseparable. As I 
intend to show, the boundary between the mental and the physical col­
lapses in this case. That means that "intention in action" is not an internal 
property but a component of extended cognition. Consequently, it consti­
tutes and is constituted both by persons and things, and thus it cannot be 
used as a criterion for ascribing agency to the human component of mate­
rial engagement. 

The Background 

Searle defines the Background as "a set of non-representational mental 
capacities that enable all representing to take place" (1983, 143). The Back­
ground is the reason that intentional states have the conditions of satisfac­
tion that they do and the reason they are the states that they are. Let us 
consider the example Searle uses to illustrate this point (1983, 143): 

Think of what is necessary, what must be the case, in order that I can now form the 
intention to go to the refrigerator and get a bottle of cold beer to drink. The biologi­
cal and cultural resources that I must bring to bear on this task, even to form the 
intention to perform this task, are (considered in a certain light) truly staggering. 
But without these resources I could not form the intention at all: standing, walking, 
opening and closing doors, manipulating bottles, glass, refrigerators, opening, 
pouring and drinking. The activation of these capacities would normally involve 
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presentations and representations, e.g,, I have to see the door in order to open the 
door, but the ability to recognize the door and the ability to open th€ door are not 
themselves further representations. It is such nonrepresentational capacities that 
constitute the Background. 

Indeed, it might also be suggested, from a developmental perspective, that 
engagement always precedes intentionality. A child will open a door and 
discover the affordances of the door before formulating an intention about 
the opening of the door. In this sense, the opening of a door is not in itself 
an intentional state but rather a part of what Searle calls "local Back­
ground" and distinguishes from the "deep Background." However, exactly 
what the notion of Background implies in terms of the mind-brain-world 
connection remains unclear. Here Searle, being trapped in an essentially 
intemalist-representationalist view of human mind and intentionality, 
often appears to be puzzled about exactly where to draw the boundary of 
human cognition in respect to the Background and exactly how to con­
ceptualize the nature of its properties. Searle settles the issue by calling the 
Background "preintentional," meaning something that is neither truly 
mental nor physical. The Background comprises the various kinds of 
"know�how"-rather than of "knowing that"-against which intentional 
states arise: 

The Background, therefore is not a set of things nor a set of mysterious relations 
between ourselves and things, rather it is simply a set of skills, stances, preinten­
tional assumptions and presuppositions, practices and habits. And all of these, as 
far as we know, are realized in human brains and bodies. (154) 

That is an exposition not dissimilar to Bourdieu's (1977) version of habitus, 

only this time at a more substantive level as far as the interaction of cogni­
tion and matter is concerned. Yet a problem remains, and Searle seems to 
be well aware of it: 

[T]here is a real difficulty in finding ordinary language terms to describe the Back­
ground: one speaks vaguely of 11practices," "capacities/' and "stances" or one speaks 
suggestively but misleadingly of 11assumptions" and ''presuppositions." These latter 
terms must be literally wrong, because they imply the apparatus of representation 
with its prepositional contents, logical relations, truth values, directions of flt, etc.; 
and that is why I normally preface "assumption" and "presumption" with the appar­
ently oxymoronic 11preintentional1" since the sense of "assumption11 and "presup­
position" in question is not representational. My preferred expressions are 
"capacities'' and "practices," since these can succeed or fail without being them­
selves representations . . . .  Ordinary usage invites us to, and we can and do, treat 
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elements of the Background as if they were representations, but it does not follow 
from that, nor it is the case that, when these elements are functioning they function 
as representations. The price we pay for deliberately going against ordinary language 
is metaphor, oxymor9n, and outright neologis1n. (1983, 157) 

It is precisely because of all these problems that I believe a much better 
understanding of the Background can be gained if we view the issue of 
intentionality from a phenomenological angle, focusing on the work of 
the philosopher Hubert Dreyfus (1991, 2002). From this angle the differ­
entiation between 11prior-intention" and 11intention-in-action" is now 
replaced with that between "R-intentionality" (where R stands for repre­
sentationally mediated) and "G-intentionality" (where G stands for gestalt). 
More specifically, for present purposes, the latter type of nondeliberate 
intentional state (the one that relates to agency) is described by Dreyfus 
as "an experienced causal connection" between the person and the world 
that involves direct physical responses rather than indirect representa­
tional ones. In other words, in the case of 11G-intentionality" the Back­
ground is at the same time mental and physical. At least in the case of 
11intention-in-action/1 the boundary between the internal intentional state 
and the external preintentional state is dissolved. 

Seen from the perspective of "active externalism," the Background 
becomes a part of the mind, or what might be called an extended intentional 

state. This implies that the objects and material structures that constitute 
this Background can be argued to project toward me as much as I project 
toward them. In other words, 
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Figure 6.4 
The background as an "extended intentional state." 
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The world is inseparable frorn the subject, but from a subject which is nothing but 
a project of the world, and the subject is inseparable from the world, ·tut from a 
world which the subiect itself projects. (Mer\eau-Ponty 1962, 430) 

In the case of "Gwintentionality" the line between human intention and 
material affordance becomes all the more difficult to draw. In fact, it might 
even be suggested that in certain cases human intentionality identifies 
with the physical affordance. In a quite significant way, the mediational 
potential of a certain artifact shapes (both in the positive and negative 
sense of enabling and constraining) the nature of human intentions. 
Taking as an example the relationship between a person and a car (which 
Gell also discusses), I suggest that there are many intentions that a person 
might have about a car, but certainly the formulation of an intentional 
state about eating the car does not appear to be one of them. That is so 
because such an intention is not afforded. A car might afford a variety of 
human intentions, some of them quite odd indeed, but at the same time 
it constrains and limits them: 

I can, for example, intend to peel an orange, but I cannot in that way intend to 
peel a rock or a car; and that is not because I have an unconscious belief, "you can 
peel an orange but you cannot peel a rock or a car" but rather because the preinw 
tentional stance I take towards oranges (how things are) allows for a cornpletely 
different range of possibilities (how to do things) from that which I take toward 
rocks or cars. (Searle 1983, 144) 

Although at a purely internal imaginative level one may suggest that a 
person might be in a position to entertain a belief or formulate a mental 
image about eating or peeling a car, that is not relevant to the present 
discussion. What is at issue here is not the capabilities of the faculty of 
human imagination, but rather the relationship between intentionality 
and agency and to what extent intentionality can be considered as the 
principle of agency attribution. In other words, even if i may be capable 
of somehow imagining eating a car, that kind of internal mental activity­
" prior intention" if you like-can never have any social effect or any 
pragmatic implications. Social effects arise from actual interaction between 
my car and me, not from the private thoughts I might be in a position to 
entertain about it by exercising the faculty of my imagination. Intentional­
ity matters to agency only once the conditions of satisfaction relevant to 
the intentional state can be placed against some concrete Background. But 
in this case my car, as the primary objectification of this Background, has 
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a great deal to say and do in the formulation of my intentional state. The 
intention belongs to both of us. 

Indeed, as is the case with the general issue of human cognition, so it 
appears to be also in the case of intentionality that "some of our deeply 
felt assumptions about intentionality, at least as a property of individual 
minds alone, may be mistaken" (Gibbs 2001, 121). As with many other 
dimensions of the human mind, intentionality should be understood as a 
distributed, emergent, and interactive phenomenon rather than as a sub­
jective mental state. The artifact should not be construed as the passive 
content or object of human intentionality, but as the concrete substantiat­
ing instance that brings forth the intentional state. The world of things 
elicits and actualizes intentionality according to the "situational affor­
dances" (Gibson 1979) of a given context of engagement. 

The Background, then, is where intentionality and the Extended Mind 
Hypothesis collide. Thus, as long as the Background is considered as the 
sine qua non of intentionality, intentionality cannot be considered as an 
internal and purely mental property. But if intentionality is not an internal 
property, it cannot be used as the criterion for the attribution of agency 
to humans. We are engaged in what Searle himself recognized as "Networks 
of Intentional states" (1983), but with the requirement that those networks 
should be better perceived as actor networks and, as such, not reducible t? 
any of the constituent elements in isolation. 

Let me now return to the starting point of my discussion of intentional­
ity: Gell's distinction between primary (intentional) and secondary (non­
intentional) agents. It is, I hope, obvious from the discussion above that 
such a differentiation does not hold. At least it does not hold without 
contradicting the crux of Gell's account of material agency. But was this 
really what Gell meant to imply when he introduced these terms? 

Rethinking 11things11 as agents 

My contention is that this inconsistency in Gell's theory can be understood 
in a different sense. I believe that his initial ontic distinction between 
11primary11 and "secondary" agents was nothing but his analytic scaffolding 
toward discovering the dialectic between agency and patiency. In other 
words, it should be seen as a visible residue of the evolution of his frame­
work, rather than as an integral part of its final form. I believe that to 
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identify Gell's conception of material agency with the above-mentioned 
definition of "secondary agents" is to produce a quite distorted v·iew of the 
idea that constitutes the heart of his theory. As Gell clearly states, the 
concept of agency is employed in his theory in a strictly relational rather 
than a categorical sense. The question of agency is raised in an attempt to 
underline the fluid dialectic between 11agents11 and "patients" as states to 
be acquired in practice and not as a priori categorical positions: 

My car is a (potential) agent with respect to me as a "patient," not in respect to itself, 
as a car. It is an agent in so far as I am a patient, and it is a "patient" (the counterpart 
of an agent) only in so far as I am an agent with respect to it . . . .  All that is stipulated 

is that with respect to any given transaction between ''agents" one agent is exercising 
"agency" while the other is (momentarily) a "patient." (Gell 1998, 22) 

Thus, we need not allow ourselves to become trapped in the artificial 
dichotomy between 11primary" and 11secondary" agents, which would blind 
us to Gell's subsequent insight: th�t "primary agents" and "secondary 
agents" do not refer to persons and things as entities but instead refer to 
the states of agent and patient as ontological moments or ingredients that 
persons and things share. 

This is precisely the point that methodological fetishism aims to illu­
minate by projecting the ambiguity of agency that characterizes the inter­
action between persons and things, as seen in the phenomenon of fetishism, 
into the general domain of material culture. This projection is not without 
a cost, and it is often the case that when the conventional boundaries 
collapse what is left seems to be an amorphous blend of categories. 

Two ways of dealing with such a problem seem to be available. The first 
is to follow Latour's (1999) advice and "by-pass" instead of attempting to 

reconcile what is essentially an inescapable "language game." Though I 
agree with the essence of this "eliminative" argument, I disagree with the 
pragmatics of it. Rituals composed entirely of new elements are likely to 
fail to become established. As Latour himself has recognized in various 
instances, to abandon such deeply entrenched and from certain analytic 
perspectives even useful dichotomies and categorizations is not easy-if 
even possible-in the absence of some suggested alternative that can 
be seen to "have at least the same discriminating power as those just jet­
tisoned" (1994, 795). It is specifically to smooth this conceptual passage 
that I am using the term 'material agency' instead of Latour1s term, 
'actantiality'. 
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The second way is to follow Gell and adopt an anthropological perspec­
tive. Whether or not they are ontologically autonomous agents, artifacts 
are often being treated by humans as such. The issue is not whether the 
notion of material agency is "philosophically defensible" (Gell 1998, 17) 
but to what extent it is cognitively, socially, and historically practicable. It 
is this anthropological perspective that I wish to adopt, first making it clear 
that such a perspective doesn't necessarily imply that I rest my case solely 
on the premises of cultural relativism. Material agency is not a figment of 
a particular cultural imagination that I seek to understand, but a real, 
philosophically and ontologically defensible aspect of reality. Thus, my 
conception of material agency is not to be grounded in the gray zone of 
Frazerian "contagious" and 11sympathetic11 magic where supernatural 
powers dwell and acquire material form and substance, but in the rela­
tional ontology of material engagement. 

I believe that this is precisely what the notion of the Background con­
tributes to the present discussion and the present analytic objectives. More 
specifically, it provides a well-accepted basis-at least as far as philosophy 
of mind is concerned-upon which we can ground and explore the non­
human (or, if you prefer, non-standard) manifestations of agency that, as 
Gell has pointed out, no philosopher would be willing to defend. As Searle 
himself remarks, what makes the intention of a given person to "become 
President" meaningful and the intention of another to become "a coffee 
cup or a mountain" impossible and meaningless is not the truth of the 
propositions themselves. It is the degree to which those intentions can fit 
into the network of intentional states that is afforded by a given Back­
ground. That means that, once the relevant Background is given, both 
options may appear of equal validity, though in our example the suggested 
intentional states have very little chance of being satisfied. An equally 
puzzling intentional state is very familiar: the state, well attested histori­
cally and ethnographically, in which humans intend things to be animate 
and to have intentions. This is a scenario that is valid, real, meaningful, 
and certainly philosophical defensible once a Background that is able to 
provide the conditions of satisfaction for such a 11bizarre11 intentional state 
is present. Against the Background of those systems, to argue that a non­
biologically-alive entity possesses intentionality, far from being a naive 
figment of cultural imagination, is the natural extension of the intentional 
stance. 
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Ask not "What is an agent?" but "When is an agent?" 

It is against the conceptual background introduced above that the argu­
ment for material agency as a form of methodological fetishism is built. 
The argument is not for an either/or choice between human and material 
agency, nor is it for extending a human property to the realm of material­
ity. The argument is that agency is not a property but the emergent product 
of the "irreducible tension of mediated activity" (Wertsch 1998). Within 
this situated dialectic of activity, material or human predications of agency 
make sense only from the perspective of power relations. An agent is 
defined as "any element which ,bends space around itself, makes other 
elements dependent upon it self and translates their will into a language 
of its own" (Callon and Latour 1981, 286). This is a condition that, in any 
given process of material engagement, can be equally satisfied by persons 
and by things, the only difference being that in the case of things this 
process can be sealed in a "black box" and sink below the surface of our 
conscious horizon. 

In the dynamic tension that characterizes the processes of material 
engagement, sometimes it is the thing that becomes the extension of the 
person. At other times, it is the person that becomes the extension of the 
material agent. There are no fixed agentive roles in this game; there is a 
constant struggle toward a 11maximum grip.11 Agency as an emergent prop­
erty cannot be reduced to any of the human or the nonhuman compo­
nents of action. It can only be characterized according to that component 
that, at a given moment, has the upper hand in the ongoing phenomeno­
logical struggle. In the context of engagement, the antithetical poles of the 
pour sui and the en sui are positions rarely if ever acquired in any pure 
sense. 

As is the case with most of the notions associated in one way or another 
with the realm of material engagement, agency should be approached as 
an 11 open" concept. That means that it cannot be framed as an essence but 
it can be framed as a process in need of continuous rethinking and amend­
ment. We simply cannot step outside the realm of material engagement 
and define agency in terms of a fixed set of necessary and sufficient condi­
tions. The important question is not "What is agency?" (as a universal 
property or substance). The important question is, rather, "When and how 
is agency constituted and manifest in the world?" To treat agency as the 
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natural property of human beings is to adhere blindly to an image of per­
sonhood as seen through the distorting Cartesian lens of Western moder­
nity, and to strip the notion of agency from any analytic value and 
significance. To approach agency as a fixed phenomenon it is to take as 
the starting point of analysis what should have been its end. The only 
available starting point and obligatory point of passage for the emergence 
and determination of agency is that of material engagement. As Andrew 
Pickering (one of the first sociologists of technology to use the term 'mate­
rial agency') comments in his book The Mangle of Practice, 

Just as the material contours and performativity of new machines have to be found 
out in the real time of practice, so too do the human skills, gestures, and practices 
that will envelop them . . . .  Gestures, skills, and so on-all these aspects of disci� 
plined human agency come together with the machines that they set in motion 
and exploit. . . .  Just as material agency is temporally emergent in practice, so, neces� 
sarily, is disciplined human agency . . .  they are intimately connected with one 
another, reciprocally and emergently defining and sustaining each other. (1995, 17) 

With respect to agency, there is nothing to be found outside this tension 
of mediated activity, and this is precisely the area to which we should look 
for its manifestations-human or material. Agency is a property or posses­
sion neither of humans nor of nonhumans. Agency is the relational and 
emergent product of material engagement. It is not something given but 
something to become realized. In short, as far as the attribution of agency 
is concerned, what an entity (a car or a person) is in itself doesn't really 
matter; what does matter is what the entity becomes and where it stands 
in the network of material engagement. 

A conceptual talisman 

In this chapter l have suggested that a shift from asymmetric and anthro­
pocentric conceptions of agency toward non-anthropocentric and sym­
metric ones will effect a radical change in the way we conceptualize 
material culture-a change that can bring us closer to an understanding 
of the ontology of the artifact and the active nature of material culture. In 
keeping with my discussion of extended cognition, l have proposed that 
agency should not be perceived as a fixed property of humans but as the 
emergent product of our engagement with the world. In engaging the 
world, the intentions of the human agent are subject to the mediational 
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capabilities of the surrounding materiality that constitutes the intentional 
background through which the engagement is enacted. Thus, recognizing 
and examining the agency of things essentially means penetrating the 
dialectic of resistance and acco1nmodation that emerges through, and is 
constitutive of, the processes of material engagement. To this end l have 
proposed the strategy of methodological fetishism. A prerequisite for the 
success of this process, however, is to move from the representational to 
the performative idiom (Pickering 1995). That means asking not what a 
thing stands for, but what a thing does and what reality it brings forth in 
the world. 

As l mentioned at the beginning of this chapter, the concept of material 
agency is, to some extent, misnamed. Yet l hope to have shown that it 
serves well to arouse us from our deep humanistic slumber and to offer us 
a powerful talismanic-protective-device against the binding spells of 
modernity. Indeed, from a certain perspective the notion of material 
agency can be understood as a conceptual homeopathic amulet. It protect 
us by reminding us of the following: 

In the human engagement with the material world, there are no fixed roles 
and clean ontological separations between agent entities and patient enti­
ties; rather, there is a constitutive intertwining between intentionality and 
affordance. 

The artifact is not a piece of inert matter that you act upon, but something 
active with which you engage and interact. 

We cannot bridge the Cartesian gap between persons and things without 
being willing to share a substantial part of our human agentive efficacy 
with the mediational means that made the exercise of such efficacy pos­
sible in the first place. 

The social universe is not human-centered but activity-centered, and activ­
ity is a hybrid state of affairs. 

Agency and intentionality may not be innate properties of things, but they 
are not innate properties of humans either; they are emergent properties 
of material engagement. 
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7 Knapping Intentions and the Handmade Mind 

Minds like ours were made for mergers. Tools-R-Us, and always have been. 

-Andy Clark (2003, 7) 

Homo faber: Prosthetic gestures 

A fundamental theme that cognitive archaeology shares with philosophi­
cal anthropology when it comes to understanding what it is to be human 
is, of course, the theme of the tool-making and tool-using abilities of 
humans. Tool making, as the prototypical exemplar of what in this book 
1 call the process of material engagement, provides a unique means of 
understanding how mental events relate to matter and project to the 
world. Beyond that, the beginning of early-hominin stone flaking, as docu­
mented in the archaeological record approximately 2. 7 million to 2.5 
million years ago (Semaw 2000), may have been an important threshold 
in the prehistory of mind. For many, this form of embodied mediated 
action and its products defines the genus Homo, the descent of "man the 
toolmaker." (See Ambrose 2001.) 

No other species has been or can be defined as a species on the basis of 
its relationship with tools and material culture. We humans are precisely 
a species of this rather strange sort, i.e., Homo faber. In contrast to the 
prevalent cognitivist, intracranialist1 executive, modernist, or sapient defi­
nition, I think that Homo faber still provides the best predicate for what it 
means to be human. We came to have a sapient mind because we are Homo 

faber. Of course, what distinguishes us from other animals is not so much 
that we make and use tools. Other animals seem to be capable of that to 
some degree. Yet, despite the famous feats of termite-fishing chimpanzees 
and hook-crafting crows (for a review of the evidence, see Seed and Byrne 
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2010 or Tomasello and Herrmann 2010), Henri-Louis Bergson's words in 
his book Creative Evolution remain largely unchallenged: 

If we could rid ourselves of all pride, if, to define our species, we kept strictly to 
what the historic arid the prehistoric periods show us to be the constant character­
istic of man and of intelligence, we should say not Horno sapiens, but Homo faber. 
In short, intelligence, considered in what seems to be its on'ginal feature, is the facult:y of 
manufacturing artificial objects, especially tools to make tools, and of indefinitely varying 
the manufacture. (!998 [1911], 139) 

I am not questioning that nonhuman animals and especially primates also 
use a variety of tools for a variety of purposes, including subsistence and 
display. (See, e.g., Boesch and Boesch 1984; Boesch et al. 1994; Goodall 
1964; Whiten et al. 1999, 2009.) I am saying that-even if we look at the 
most sophisticated examples of animals' tool use, as in the putative sce­
nario of the reuse of a stone hammer from one year to the next (Boesch 
and Boesch 1984)-the room for meaningful comparisons with humans is 
very limited. Even the most highly trained nonhuman nut crackers couldn't 
equal the abilities seen in the earliest hominin makers of stone tools 
(Davidson and McGrew 2005; Iriki and Sakura 2008). 

There is more to the notion of Homo faber, however. It is not the sheer 
variety and sophistication of human technologies that matters the most, 
but rather the profound complexity of our engagement with tools and 
technologies. We humans alone define and shape ourselves by the tools 
we make and use. Inspired by the work of Bernard Stiegler (1998) and 
Andre Leroi-Gourhan (1963/1993), I would like to describe human tool use 
as the prosthetic gesture par excellence. Tools, I suggest, are enactive cogni­
tive prostheses. My use of the term 'prostheses' here derives from the work 
of the philosopher Bernard Stiegler and refers not to a mere extension of 
the human body but to an essential characteristic that co-constitutes the 
world inhabited by humans. For Stiegler (1998, 152), humans are essen­
tially defined as prosthetic beings: "The prosthesis is not a mere extension 
of the human body; it is the constitution of this body qua 'human."' Had 
we not used the techniques we used, we would not have been the kind of 
beings we are. This central idea of Stiegler's "originary technicity"-that 
is, of the common origin of humans in technology and of technology in 
humans-is also what links prosthetics with the "exteriorization of 
memory" and, through that, with Andre Leroi-Gourhan. Leroi-Gourhan 
also believed that human beings evolved as a product of technics, and 
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many of Stiegler's ideas are grounded in his early work on the "freeing" of 
hands and the importance of "gesture" and tools in the mal(ing of the 
human mind. Andy Clark (2003) has revived this old theme by using the 
concept of the "cyborg." Ontologically speaking, we humans are a "cyborg" 
species. It is "our total reliance on these objects" (Hollenback and Schiffer 
2010) that truly stands out. This is a species-unique and self-transforming 
human predisposition that leaves very little space for valid relational com­
parisons with other animals (or so I wish to suggest). 

I understand that those committed to the long-held evolutionary ideal 
of a cognitive ucontinuum" between human and nonhuman animals would 
probably object to my previous points as anti-Darwinian. However great the 
difference between humans' and animals' tool use, Darwin wrote (1871, 
105), it must be "one of degree and not of kind." But I think Darwin's claim 
is rather misleading so far as the human entanglement with tools is con­
cerned. What must have begun as a difference in degree soon became a 
difference in kind-that is, a difference that makes a difference. 

We can, of course, learn a great deal by teaching nonhuman primates 
how to knap stone (Schick et al. 1999; Toth et al. 1993). And many impor­
tant lessons about early-hominin tool use have been learned from looking 
at nonhuman primates' tool use in the wild and comparing the kinds of 
learning, memory, and skill required. (See, e.g., Davidson and McGrew 
2005; Seed and Byrne 2010; Byrne 2005.) But although the comparative 
study of animals' tool use can be extremely useful in the study of human 
cognition, I doubt that it provides the best way to understand animal intel­
ligence. Nonetheless, an important lesson can be learned by looking at animals' 
tool use-a lesson about the role tools can play in bringing about human 
forms of intelligence. The study of animals' tool use also reveals important 
information about the status of tools as cognitive artifacts. (For a contex­
tualized discussion of tool use by animals, see Hansell and Ruxton 2008.) 

In any case, what I wish to address in this chapter is not whether 
humans' and animals' tool-using abilities are different, but rather why they 
are different and how they became so different. 

The tools of the Stone Age 

The prehistory of mind begins with the tools of the Stone Age. A very simple 
way to classify those tools according to five main types or technological 
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modes of production was developed by Grahame Clark (1969, 31). (See 
also Foley and Lahr 2003, 114. For a recent review of the problems and 
weaknesses of this framework, see Shea 2012.) 

The earliest (Mode 1) stone tools, called the Oldowan or Oldowan 
Industrial Complex after the famous site of Olduvai Gorge in Tanzania, 
were common among some hon1inin groups in Africa between 2.6 million 
and 1.5 million years ago. The technology essentially consisted of sharp 
stone flakes struck from cobble "cores" by direct percussion with another 

0 5 
cm 

Figure 7.1 
1.8-million-year-old stone tools from Olduvai Gorge, Tanzania. Redrawn by Odys­
seus Malafouris from figure 3 of Wynn 2002. 
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stone (the "hammerstone") (Stout 2011, 1051-1052). Recent experimenta­
tion with percussion-induced flaked stone technologies and ethnoarchaeo­
logical data from hunter-gatherer group suggests two possible reasons for 
the adoption of Oldowan technologies: creating sharp-edged cutting tools 
for use in animal butchery and creating chopping and scraping edges that 
could be used to produce wood implements such as digging sticks or spears 
(Whiten et al. 2009; Schick and Toth 1993). 

The first Mode 2 industries emerged in Africa between 1. 7 million and 
1 .5  million years ago in the form of crude handaxes and cleavers, although 
it often is difficult to draw a line between them and the developed Oldowan 
Mode 1 industries (Foley and Lahr 2003, 1 14-115). The advent of the 
Acheulean Industrial Complex is marked by the standardized bifacial 
shaping of cores (slab and cobbles) to form large cutting tools (typically 
about 10-17 centimeters long) (Ambrose 2001). Acheulean large cutting 
tools date back to between 1 .5 million and 0.3 million years ago and were 
first manufactured by Homo erectus. Both cleavers and the more typical 
teardrop-shaped handaxes were probably multi-purpose tools used for 
butchery and woodworking. Three marking features characterize the 
Acheulean handaxe (figures 7 .2, 7.3). The first is enormous geographical 
distribution, ranging across Africa, the Middle East, most of Europe, and 
large parts of Asia (Lycett 2008; Lycett and Gowlett 2008). The second is 
the wide temporal distribution of the Acheulean biface. The handaxe, 
despite regional variation, is probably the longest-lasting piece of material 
culture in the archaeological record, the oldest findings coming from sites 
in Africa at around 1.6 million years ago and the most recent at around 
100,000 years ago (Lycett and Gowlett 2008, 295). The third feature, the 
symmetrical shape of these early bifaces, remains a subject of heated con­
troversy. On one side of the debate, some archaeologists, among them 
Thomas Wynn (1995, 2002), identify "conscious intention" behind the 
symµietry of the handaxe, although they differ on the precise selective 
forces or mechanisms that they see as furnishing the main influences on 
handaxe morphology. (For a summary discussion, see Lycett 2008.) On the 
other side, many archaeologists would disagree with the above. Instead 
they will argue that the perceived symmetry in stone tools is simply a 
consequence of the manufacture technique, rather than a product of 
human intention (Noble and Davidson 1996; McPherron 2000). On this 
construal, symmetrical handaxes are simply seen as more effective cutting 
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Figure 7.2 

An Acheu!ean handaxe. Photo by the author. 

and chopping tools that do not involve any conscious choice on the part 
of Acheulean toolmakers (e.g., Ohel 1987; Mitchell 1996; Simao 2002). 

Mode 3 industries represent a major shift in the technique of lithic 
production: The core is prepared before striking off a major flake as a means 
of having greater control over the shape and thickness of the flake. This 
distinctive refinement of the reduction process became the diagnostic 
feature of the so-called Levallois-style core preparation 300,000 years ago, 
during the European Middle Paleolithic and the African and Indian Middle 
Stone Age (Ambrose 2001, 1751; Foley and Lahr 2003, 1 14-115). 

Mode 4, a blade-based lithic technology, continues and develops on the 
same technical process of core preparation used in Mode 3, only now the 
aim is to produce longer flakes; that results in cylindrical prismatic cores 
and fine, elongated blades (Ambrose 2001, 1 752; Foley and Lahr 2003, 
1 15). This substantially increases the number of usable sharp edges that 
can be obtained frorn a core. 

Mode 5 involves microlithic technologies associated with later parts of 
prehistory (the African Later Stone Age, beginning approximately 30,000 
years ago) and found more widely across Europe and Asia in the latest parts 
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Figure 7.3 
Knapping intentions: symmetrical cores, or sharp blades? Image courtesy of Dietrich 
Stout. 

of the Pleistocene and in the early Holocene. The term 'microlithic tech­
nologies' refers to "the production of very small flakes and blades that are 
retouched and worked into various shapes in some contexts or are used as 

, composite unmodified tools in others" (Foley and Lahr 2003, 1 15). 
What should we make of the above classification? If we are to look at 

early human prehistory in an attempt to understand what in chapter 4 I 
called the constitutive intertwining of mind with the material world, it is 
probably with these lithic assemblages that we should start asking our 
questions. But what questions should we ask? The possible role of these 
technocomplexes within the co-evolutionary processes that led to the 
emergence of our own species, Homo sapiens, and particularly in the emer­
gence of language and the development of human sense of agency and 
self-awareness, poses a great challenge for the archaeology of mind. Detect­
ing changes in the underlying cognitive skills has been difficult. How are 
we, then, to understand the cognitive life of those objects? 
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Few prehistorians would question that different lithic types or industries 
speak of differences at the level of technical sophistication. But do they also 
speak of possible differences at the cognitive level, and in what sense? For 
instance, does the presence of an early Oldowan stone tool assemblage 
demonstrate in itself, or reflect the presence of, a particular cognitive set-up 
that can be associated with the prehistoric hominins who made and used 
those tools? Probably not. What these formal typological classifications do 
reflect is, rather, the cognitive categories of the archaeologists who impose 
forms and identify patterns ln order to make sense of the archaeological 
record and of the way in which archaeological analysis often forces the 
appearance of standardization. (See Chase and Dibble 1987, 266-271.) This 
taxonomic or typological neatness hides important complexity and vari­
ability at the level of praxis and material engagement. Indeed, one problem 
with the classical archaeological approaches to technological variation 
based on typology-a problem that today is widely recognize.ct (Davidson 
2009; Stout 2011; Whiten et al. 2009)-concems their obvious tendency to 
focus on the form of tools rather than on the technical processes that 
brought them about. This oversimplified view presents technical evolution 
in terms of a linear progression from simple Oldowan stone choppers to 
the bifacially shaped Acheulean handaxes and cleavers, and from Levallois 
flakes and Mousterian scrapers to Upper Paleolithic blade-based end scrap­
ers and projectile points (Stout et al. 2008; Lycett and Gowlett 2008). The 
archaeologist Iain Davidson (2009) has called this basic framework the 
OALMUP (Oldowan-Acheulean-Levallois-Mousterian-Upper Paleolithic) view 
of stone artifact sequence. Drawing an analogy with the QWERTY key­
board, I suggest that it exerts a similar "lock in" effect. (See Arthur 1989.) 

One way archaeologists tried to cope with this problem was by shifting 
their focus away from the formal aspect of lithic assemblages and toward 
reconstructing the underlying processes. That shift was accomplished by 
focusing on the operational sequences and on what archaeologists have 
come to call "actualistic" studies of present-day knapping techniques of 
human and living nonhuman primates. (See, e.g., Whiten et al. 2009.) The 
French tradition of the chaine operatoire approach (Bar-Yosef and Van Peer 
2009; Delagnes and Roche 2005; Schlanger 1994; Pelegrin 1993) has been 
particularly influential in this context. Providing a powerful analytical 
means for reconstructing sequences of decisions and action /1 chains11 made 
by ancient knappers, from procurement of raw material through every step 
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of !mapping, use, and discard, the chaine operatoire approach provided a 
sequential temporal anatomy of tool making situated in time and space. 
Although Davidson's OALMUP typological sequence was not abandoned 
altogether, it was gradually replaced by an "action-oriented" typology, 
which has productively replaced the emphasis on static tool "types" and 
"forms1' with an emphasis on active "reduction sequences," knapping 
skills, and procedures. More important for cognitive archaeology, the 
chaine opi!ratoire approach paved the way for a more dynamic and integra­
tive approach to the study of Paleolithic tool production that combines 
insights gained from the experimental replication and refitting of flakes 
and cores left by the knappers and from "reading" of action scars left on 
tools with the possible cognitive and neural signatures associated with the 
sequential structure and flexibility of these behaviors. (See, e.g., Stout 
2011.) Still, a number of problems remain. For instance, in most applica­
tions of the chaine opi!ratoire the distribution of cognitive labor remains 
unidirectional, teleological, and above all asymmetric. I think it helps if 
we remain unbiased by modern assumptions when we try to distribute 
cognitive labor in the early stages of human evolution. As Andy Clark 
reminds us (2003, 1 74), the "capacity to creatively distribute labor between 
biology and the designed environment is the very signature of our species." 
It is in this connection that the contribution of Material Engagement 
Theory may be particularly useful. 

Where does the knapper end and the stone tool begin? 

A good place to start would be where the making of stone tools starts: the 
·
process of "knapping," i.e., the striking of a flake off a core (Roux and Bril 
ZOOS). This elementary fracturing process, which, as testified by the early 
findings in Ethiopia (Semaw et al. 1997, 2003), has been practiced for more 
than 2.5 million years, defines the making of stone tools in spite of any 
differences in the chaine opi!ratoire of the technique employed. 

But what is so special about knapping? I will argue here that the process 
of knapping is crucial not simply in the archaeological sense of what it can 
or can't tell us about the evolution of human skill, society, or technology, 
but also in a deeply philosophical sense. More specifically, it encapsulates 
two fundamental themes that run deeply and persistently through the 
history of philosophy of mind. On the one hand, it raises for archaeology 



162 Chapter 7 

the question of the boundaries of mind, which is akin to the mind-body 
problem in philosophy. On the other hand, kna pping also relates to 
another profound metaphysical problem, indeed a metaphysical ambition: 
human intentionality. I will discuss the former problem first. I will begin 
by rephrasing the question to fit the context of the present discussion: 
Where does the knapper's mind end and the stone tool begin? The fact 
that this question has never been raised explicitly in the context of the 
making of stone tools can only mean one of two things. Either we archae­
ologists have a very clear idea of or a strong intuition about where the 
boundaries of mind are or we consider the whole issue of boundaries irrel� 
evant, or as of limited value and applicability in archaeology. For in what 
sense could archaeology ever solve this metaphysical puzzle? 

I want to argue that the question of boundaries is crucial and that little 
progress can be made in the study of tools before we come up with some 
not necessarily definitive but at least explicit and critical understanding of 
the epistemological use or abuse of those boundaries in archaeology. 

To that end, it pays to look at some of the implications that follow 
naturally from the anachronistic ontological barrier we have placed 
between minds and tools. Take, for instance, the example of the Acheulean 
biface. One obvious implication of the current metaphysical predicament 
in archaeology is that the handaxe, a thing made of stone, cannot partici­
pate in the knapper's cognitive realm per se. It can only be the index of a 
mental process, as a footprint is the index of walking. In other words, the 
handaxe is simply the product! or external representation, of an "internal" 
pre-formed idea, or cognitive process, which was subsequently realized in 
the external physical world. Fixing "the marks of the cognitive" in this 
traditional dualistic sense, the handaxe, like any other tool, can only be 
seen as a kind of epiphenomena! cognitive residue left in the archaeologi­
cal record by the operational sequence of the knapping gesture. Thus, the 
archaeology of mind is left with no other option but to use whatever 
"external'' and "indirect" residual cognitive traces the handaxe has to offer 
for producing inferences about past ways of thinking. The handaxe, then, 
becomes our means of entering into the human cognitive realm, "which is 

where we need to be to answer questions about the mental abilities of early 
hominids" (McPherron 2000, 655, emphasis added). 

But is this "internal" cognitive realm where we really need to be? Are 
there sufficient grounds, beyond mere habit or convenience, for archaeolo-
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gists to uncritically accept the above popular "internalist" scenario? I think 
not. If one tries to look more closely at the ontological commitments 
underlying the ways most archaeologists think about and describe those 
early lithic assemblages, one will easily discover all the major components 
of the dualistic representational logic that I have been criticizing in this 
book. Three of those theoretical commitments are particularly relevant 
here. The first, which we might call "ontological" commitment, can be 
expressed as follows: Intentionality is a necessary condition of artifactual­
ity. The second commitment, "agentive" commitment, usually takes the 
following form: The human agent (i.e., the knapper) "imposes" the 
intended "form" on the object. The third commitment, "temporal" com· 
mitment, can be expressed as follows: The form of the object exists before 
its objectification in stone. 

Taken together, the above postulates mislead us into thinking of tools as 
secondary or derived entities. Their enactive dimension as 11ready-to-hand11 
(Heidegger 1977) is reduced to the Cartesian metaphysics of mental repre· 
sentations. This denies the centrality of the lived experience of knapping as 
a form of embodying and of tools as enactive cognitive prostheses. As a 
result, we have a huge explanatory gap, the resolution of which is hindered 
by an implicit commitment to dualism that, unfortunately, implicitly 
affects how available data from actualistic and comparative studies are 
being interpreted. In the present context, this huge explanatory gap, as I 
hope I made clear in the preceding chapters, takes the following form: We 
can never understand and infer the nature of the "cognitive function" 
responsible for the creation and use of a tool without first recognizing that 
the various processes responsible for the transformation of raw material to 
tool, as well as the tool itself, actively and reciprocally participate ii1 the 
co-construction of what counts as "cognitive function." 

I am not denying that the complex combinatory character of human 
tool use and especially of later stone industries speaks of an emerging 
distinctive human mental architecture. Lyn Wadley's (2010; also see Wadley 
et al. 2009) experimental analysis of composite tools-that is, tools that 
require the use of compound adhesives to attach stone segments to hafts­
clearly illustrates the increased demands for enhanced working memory 
and may provide evidence of forethought in humans 70,000 years ago and 
earlier.' My claim is, instead, that the practice and the skill of making and 
using tools is part of, rather than a product of, this emerging architecture. 
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I want to argue, following Material Engagement Theory, that the material 
physical qualities of artifacts do not depend on mental states but rather 
constitute those states. 

Tools for a plastic mind 

So far in this chapter, l have argued that the study of tools should be placed 
on an altogether different ontological foundation. The material-engagement 
approach enables us to abandon our common representational assump­
tions and to recognize knapping as an act of thought-that is, a cognitive 
act. But how does the proposal that we see early stone tools as enactive 
cognitive prostheses capable of transforming and extending the cognitive 
architecture of our hominin ancestors hold up against empirical evidence 
from neuroscience and comparative primatology? 

From the perspective of neuroscience, understanding the precise effects 
of the making and the using of tools on the functional anatomy of the 
brain is not an easy task, and evidence that bears on this question is hard 
to come by, especially in humans. Until recently, our understanding of the 
brain mechanisms and of the functional architecture of tool use in humans 
came primarily from studies of apraxia or of similar behavioral deficits 
resulting from brain damage. For example, patients with ideomotor and 
ideational apraxia are able to name and describe a tool but are not able to 
grasp the tool and use it. (Deficits in which the opposite occurs can also 
be observed.) Moreover, some patients may show inability to use a tool 
unless the target of the tool's action is present (Holmes and Spence 2006; 
Johnson-Frey 2004). However, with developments in functional neuroim­
aging, the situation has been changing rapidly (Frey 2008; Johnson-Frey 
and Grafton 2003; Schaefer et al. 2004). From the perspective of archaeol­
ogy, imaging studies of the making of stone tools (Stout et al. 2008; Stout 
and Chaminade 2007, 2009) offer good examples, providing the first con­
crete evidence of possible neural correlates of the changing lithic technolo­
gies in the human brain. But before l turn to those studies, l want to take 
a small detour to the world of our closest living relatives and offer a brief 
review of some interesting recent findings. 

As was mentioned briefly at the beginning of this chapter, interpreting 
the tool use and the tool-making capacities of non-human primates 
remains highly controversial. For instance, monkeys rarely use tools in the 
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wild (Tomasello and Call 1997). Monkeys have, nonetheless, been taught 
some basic skills in the use of tools, such as how to wield hand-held rakes 
to retrieve distant food rewards. More impressive are the observed effects 
of this novel behavior in the monkey's brain. 

For present purposes, I want to explore what studies of the effects of 
tool use on the functional anatomy of the monkey's brain have contrib­
uted to our understanding of human embodiment. To that end, I will focus 
on three major experiments conducted and discussed by Atsushi lriki and 
Osamu Sakura (2008). 

In the first experiment, monkeys, after training, used a rake to retrieve 
distant food. When the monkeys were using the rake, their visual somato­
sensory receptive field extended along its axis; when they were not using 
the rake, it did not. According to Iriki and Sakura (2008, 2232), "it appeared 
that either the rake was being assimilated into the image of the hand or, 
alternatively, the image of the hand was extending to incorporate the 
tool." 

In the second experiment, the monkeys again had to collect food with 
a rake. The only difference was that the experimental set-up blocked the 
monkey's view of the table and of its own arms. The only cue available for 
guiding the monkey's reaching was a video feed from a camera mounted 
under the barrier, which was projected onto a TV monitor in front of the 
monkey. Once the monkeys (after some training) seemed to have grasped 
the 11abstraction11 involved and become able to use the monitor view to 
guide their reaching, similar receptive field properties of their parietal 
bimodal neurons were observed. Could it be, then, that rake-trained 
monkeys might "be able to use their introspective body image to plan and 

sequentially combine the usages of their body parts in their minds before 
actually acting"? This was the question that Iriki and his colleagues set 
about to explore in the third experiment. 

In the third experiment, the monkeys were again exposed to a food­
retrieval challenge. This time, however, meeting the chaHenge required a 
"pre-planned" sequential combination of tools. ln particular, the food was 
placed at a distance from the monkey and could be reached only with a 
long rake that lay beyond the reach of the monkey's arms but within the 
range of a shorter rake. To accomplish the task, the monkey had to use the 
short rake to pull in the long rake, then switch rakes in order to retrieve 
the food. Surprisingly, and in contrast to the initial tool-use training, 
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which required approximately two weeks of intensive daily practice, 
monkeys quickly solved their new problem within a few trials. 

What should we make of all this in the context of our question of 
human embodiment? There are two important points to emphasize. The 
first relates to the neural mechanisms behind the ability of the human 
body to flexibly assimilate and incorporate tools as if they were parts of 
the body. That long-recognized property of human embodiment, which 
dates back at least to the time of Head and Holmes (191 1), has now placed 
on a more concrete and evolutionary plausible foundation by the findings 
by Iriki and colleagues (1996) about the receptive field properties of the 
intraparietal neurons and their abilities to flexibly code a modifiable body 
schema upon tool use. As a ·neuroanatomical study by Sayaka Hihara and 
colleagues clearly showed, even two weeks of tool-use training can forge a 
novel cortico-cortical connection linking the intraparietal area and the 
temporoparietal junction. This is the first evidence of induction of novel 
connections in the adult monkey cerebral cortex by a demand for behav­
ioral learning (Hihara et al. 2006; see also lriki 2005, 2006; Iriki and Sakura 
2008). The second issue concerns the gradual emergence of a novel research 
paradigm that explicitly recognizes the efficacy of material culture in the 
development of higher cognition and self-awareness in primate and 
hominid evolution: 

If external objects can be reconceived as belonging to the body, it may be inevitable 
that the converse reconceptualization, i.e. the subject can now objectify its body 
parts as equivalent to external tools, becomes likewise apparent. Thus, tool use may 
lead to the ability to disembody the sense of self from the literal flesh-and-blood 
boundaries of one's skin. As such, it might be precursorial to the capacity to objectify 
the self. In other words, tool use might prepare the mind for the emergence of the 
concept of the meta-self. (Iriki and Sakura 2008, 2232) 

The experiments discussed above provide clear evidence of training­
induced morphological modification of the intraparietal neural circuitry. 
(The intraparietal sulcus is where the bimodal neurons described above 
reside.) But how do we explain why tool-use learning might drive those 
links between temporoparietal junction and intraparietal cortex? One pos­
sibility that has been proposed is that rake training may have forced the 
monkey into "explicit awareness of its own body and intentions" (lriki and 
Sakura 2008). I doubt that 11explicit awareness" or 11intentionsn can be 
easily extrapolated in the case of monkeys. Nonetheless, I think lriki and 
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Sakura make a valid point when they say that if improving a monkey's 
ability to focus its O\>Vn awareness on the task helps the monkey to incor� 
porate the external object into its body schema and thus to obtain more 
food, then the Hebbian mechanisms will reinforce, amplify, and even 
create the additional neurobiological connections that are needed (Hihara 
et al. 2006; Iriki 2006; lriki and Sakura 2008). 

With the last remark in mind, let us now consider humans' tool use 
more specifically. A fluorodeoxyglucose positron emission tomography 
(FDG-PET) study of Oldowan tool making by Stout and Chaminade (2007) 
provides an excellent starting point for looking at the intra-cranial side of 
tool making in humans. The study of six inexperienced modern subjects 
learning to make stone tools of the early Oldowan or Mode 1 type indi­
cated reliance on a parietofrontal perceptual-motor and grasp system, as 
well as bilateral activations in the dorsal intraparietal sulcus related to 
human visual specializations (Orban et al. 2006). What does this tell us? 
The absence of recruitment of prefrontal cortex activations associated with 
strategic action planning is certainly interesting. It suggests the possibility 
that evolved parietofrontal circuits, enhancing sensorimotor adaptation 
and affordance perception rather than higher abstract level prefrontal 
action planning systems and conceptualizations, were central to Early 
Stone Age technological evolution. This provide yet another clue against 
the predominant prefrontal or 11executive" bias that characterizes most 
research in human cognitive evolution. 

But what about skilled rather than novice knappers? Would expert 
flaking performance involve strategic elements and neural substrates not 
implicated in novice tool making? To address this question, a follow-up 
study involving skilled flaking (expert Oldowan and complex Acheulean 
tool making) was conducted (Stout et al. 2008).2 Comparisons of imaging 
data and activation patterns between Oldowan and Late Acheuelan knap­
ping methods reveal a transition to more complex action organization in 
the latter, accompanied by increased anterior frontal and right-hemisphere 
contributions. Of particular interest is the right-hemisphere ventrolateral 
prefrontal cortex activation, seen only in Late Acheulean knapping, which 
may indicate the emergence of higher levels of intentional organization in 
flake removal. These higher levels of intentional organization and techni­
cal competences in stone knapping can emerge only through deliberate 
practice and skill acquisition, which would have been greatly enhanced 
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and facilitated by joint action and communication; this adds support to 
the view that human technological1 social, and linguistic capacities evolved 
together in a mutually reinforcing way (Gibson 1993).3 

What can these imaging studies tell us? Obviously, experimental studies 
with modern humans and other animals present a number of problems, 
not least because of the constraints imposed by using functional imaging. 
For what is it that a brain activation map actually represents, and how does 
it relate with broader archaeological issues and questions? Establishing 
testable, empirical, and at the same time philosophically and anthropologi­
cally sound conceptual links between brain structure, cognitive function, 
and archaeologically observable behaviors is a challenging task. NaturalJy, 
there are important restrictions to the inferences that can be drawn about 
past cognitive operations from imaging data based on experiments with 
modern subjects. However, although imaging data from modern humans 
cannot directly reveal the neural organization of extinct hominin species1 
they could, if carefully combined with available archaeological, compara­
tive, and fossil data, help to clarify the relative demands of specific evolu­
tionarily significant behaviors and thus constrain hypotheses about human 
cognitive evolution (Stout et al. 2008, 1944). It should be emphasized that 
the cognitive processes and associated neural systems engaged in a complex 
natural situation may differ substantially from those observed in the puri­
fied environment of the lab (cf. Kingstone et al. 2008), which also means 
that there might well be "external" components, with a constitutive role 
for the enactment of a given cognitive operation, that do not correlate to 
any observed brain activation pattern, or to any evoked blood-oxygenation­
level-dependent response, simply because they do not participate in the 
brain's space or time. 

A final potential pitfall should be pointed out. The epistemic power of 
the neuroimage, as an enchanting device able to translate and visualize 
some of the most complicated aspects of human mental life by way of a 
"snapshot" view of brain activity1 may mislead us to adopt an unwarranted 
"neurocentric" view of human intelligence. We should resist this by adopt­
ing a critical neuroscience perspective (Choudhury et al. 2009) and by 
explicitly grounding neuroarchaeology in the principles of Material Engage­
ment Theory and the idea of metaplasticity. As Dietrich Stout reminds us, 
"PET images do not explain how neuronal activity contributes to mental 
behavior" (2005, 280); they indicate where this activity takes place. From 
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the perspective of MET, l doubt that simply knowing which area of the 
brain lights up during some task performance-knapping, for example-is 
the sort of information that will, in itself, make a big difference in the 
study of human cognition. Moreover, neuroimaging techniques often fail 
to capture the dynamical aspects of thought and behavior that consist of 
"softly assembled" patterns of activity that arise as a function of time 
(van Gelder 1995; Van Gelder and Port 1995a,b; Thelen and Smith 1994). 
(For a good review of the problems and the prospects of neuroimaging 
technologies, see Miller 2008.) Real progress can be made only through 
a systematic attempt to contextualize the available knowledge about 
"locality" within the temporal and socio-cultural frame of some working 
hypothesis. 

Most archaeologists would agree that the first intentionally modified 
stone tools appear in the archaeological record of Africa at least 2.6 million 
years ago (Holloway 1999), before any fossil evidence of significant hominin 
brain expansion. Stone tools are not an accomplishment of the hominin 
brain; they are instead an opportunity for the hominin brain-that is, an 
opportunity for active material engagement. Stone tools have given homi­
nins a window onto a whole new set of skills and ways of thinking that 
allow for great variation and flexibility. Only some of those potential skills 
and ways of thinking may have actually been realized, and even fewer may 
have survived in the visible archaeological record. The material-engagement 
approach that focuses on explaining the mutual constitution of brain, 
body, and culture across the scales of time may have much to offer to this 
end, protecting us from a stelile neurocentrism that has no place in the 
archaeology of mind. 

In the next section, focusing on the example of the handaxe, I will show 
that tool use offers us a unique and archaeologically visible example of an 
integrative cognitive system whose constitutive parts, states, and compoM 
nents are spread beyond skin and skull. Yet it has rarely ever been seen as 
such. 

The "handaxe enigma" revisited 

In the remainder of this chapter, I will return to the "Acheulean handaxe" 
and use the "handaxe enigma" to explore the postponed yet crucial issue of 
intentionality. First, let us consider the shape and the technical properties 
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of this tool. (See figure 7.3.) As I have said, technically this object is a 
"biface,, first constructed and evolved in Africa by flomo erectus and sub� 
sequently dispersed with hominin populations migrating into northern 
and western Eurasia (Lycett and van Cramon-Taubadel 2008). In its long 
cultural biography, this kind of object encompasses a great variety of 
forms and technical qualities. Proposed accounts of the main influences 
on the handaxe morphology differ a great deal. Some interpretations 
see the symmetry of the biface as an adaptive means of increasing its 
efficiency as a butchery tool (Mitchell 1996; Simao 2002; Machin et al. 
2007; McBrearty 2003), others as a form of sexual display (Kohn and 
Mithen 1999). Some even take symmetry as evidence of early symbolic 
capacities (Le Tensorer 2006), or as an indication of an aesthetic sense 
in Early and Middle Pleistocene hominins (Pelegrin 1993; Schick and 
Toth 1993). However, underlying the above differences concerning the 
precise selective factors there seems to be a common agreement (whether 
implicit or explicit) on a single important fact: Whatever the precise 
adaptive reason (e.g., functional, social, sexual, aesthetic, or symbolic) 
behind the symmetry of the handaxe, it is a product of "conscious delib­
erate intention." 

Take, for instance, the classical exposition of the "handaxe enigma" by 
Thomas Wynn (1995, 2002). Wynn's analysis explicitly identifies in the 
symmetry of these objects the intentional execution of a preconceived 
mental plan. Without the operation of such an "internal" image manipula­
tion1 the various kinds of three�dimensional symmetries that we perceive 
as almost inscribed on the surface of these objects could have never been 
produced. On this construal, the mind of the Paleolithic knapper did not 
simply recognize the shape of a handaxe as a perceptually familiar construct, 
but was also able to identify the handaxe as a category-that is, an inde­
pendent concept (Wynn 2002, 395-397). Simple, familiar, and convincing 
as this type of argument may be, it is far from the last word on the matter. 
Some archaeologists would object to the above line of thinking, arguing 
instead that the perceived symmetry in the Acheulean stone tools is simply 
a consequence of the manufacture technique rather than the product of 
explicit human intention or design (Noble and Davidson 1996; McPherron 
2000). Their claim, in other words, is that the handaxe's elaborate form 
might have been produced without the intervention of conscious inten­
tional deliberation about the final shape of the product. (For examples see 
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Lycett 2008.) Davidson and Noble went so far as to suggest that the "belief 
that the final form of flaked stone artefacts as found by archaeologists was 
the intended shape of a 'tool'" is simply a fallacy; they call it the "finished 
artefact fallacy" (1993, 365). ln their view, the handaxe was not an idea 
imposed on the natural world, as archaeologists following Wynn (1995, 

12) are proposing, for the simple reason that the symmetrical object we 
call a handaxe was actually the unintended residual core left after succes­
sive removal of flakes. 

Are we justified in attributing some kind of concept of symmetry to the 
knapper, or is the property of symmetry simply a part of our modern per­
ceptual apparatus that was in no way intended by the Pleistocene knapper? 
Was the handaxe a shared idea, or a representation imposed on the natural 
world, or was it simply the unintended product of a new way of striking 
one stone with another? Was it a symmetrical core or a sharp blade that 
constituted the aim of the knapper? 

I think the main obstacle to our facing the challenge of the Acheulean 
biface is nothing more than the way the question of the Acheulean biface 
has been traditionally framed and understood. In particular, I want to 
argue that the "handaxe enigma" embodies much more than a simple 
question about what precise goal the knapper pursues. The Acheulean 
biface comes in different shapes and sizes (Lycett 2008; Lycett and Gowlett 
2008), and, as Tim Ingold suggests, it has probably, "in the course of time, 
been many things to many people" (1993, 341). Instead, I propose that 
the root of the Acheulean problem turns on a far more significant issue: 
the very nature of human action and intentionality. In other words, it is 
not simply a problem about the precise content of the knapper's "inten­
tional states" (e.g., a cutting instrument rather than a symmetric cutting 
instrument). It is, instead, a problem about the actual nature, location1 and 
constitution of these intentional states in human cognitive evolution. The 
handaxe can certainly be seen as a sign of that special something we call 
human intentionality, i.e., the property of aboutness. But the main issue 
underlying the handaxe enigma is not whether humans in the Stone Age 
were producing intentional states of one sort rather than another. The issue 
does not lie in deciding between a core and a blade. Rather, the challenge 
that the "handaxe enigma" poses to the archaeology and philosophy of 
mind comprises two questions: How did humans, but not other animals, 
come to possess the special property that we call "intentionality"? How 
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and when did humans become aware of the intentional character of their 
actions and of the actions of others? At this point it might be useful to 
separate two components of our problem that can easily be conflated. One 
component refers to the intentional character of the handaxe. The other 
concerns the internal constitution and implementation of the intention 
that brings forth the handaxe. 

Reassembling the mind of the toolmaker 

As we work to meet the challenge set forth above, we cannot take the 
knapper's "intentionality" for granted. Doing so might lead us to miscon­
ceive the way the knapper relates as a cognitive agent to its surrounding 
environment and the role the handaxe itself might have played in the 
constitution of human intentionality and sense of agency. This is precisely 
the main shortcoming underlying all major accounts of the Acheulean 
problem: Despite their differences, they all implicitly identify knapping 
with some sort of unidirectional causal and intentional transaction between 
the active mind and the passive stone. Following the traditional formula­
tion, the knapping process can be described as a sequential process in 
which an intentional state in the mind of the knapper causes an external 
movement into the outside world. In other words, the knapper's inten­
tional states are perceived as internal representational states, or "prior 
intentions," which are presumably formed inside the knapper's head in 
advance of the action itself. Thus, the intention, an internal representa­
tional state, temporally and ontologically precedes and causes the agent's 
movement, which then, as an external physical act, produces the handaxe. 
Knapping, then, is erroneously construed as the intermediate behavioral 
state between the intention and the tool-in other words, as the process 
that translates or transforms human "intention" into an "artifact" (the 
handaxe). The ontological commitments here are that knapping is essen­
tially a form of "intentional" behavior and that tools are the products of 
the intentional mental states that produce such behavior. This also means 
that the ontology of tools is derivative of human intentionality, which 
explains the derivative and rather ephemeral metaphysical status of tools 
and material culture in the archaeology of mind. 

Given this widely held implicit assumption about human intentional­
ity, we archaeologists are left with no other option but to choose between 
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two predetermined available possibilities: either to argue, following Wynn, 
that in the case of knapping the goal of this intentional transaction, or 
else the content of the intentional state, is the symmetry of the handaxe, 
or to propose, along the lines of Davidson and Noble (1993), that the goal 
of the knapper is to produce blades, and that to produce a blade one 
doesn't need a plan or a symmetry concept, one simply needs the ability 
to use one stone to strike another in a skillful way. Although in the latter 
case the relationship between the goal of the action (blades) and the action 
itself (knapping) is more intimate and direct, it is the knapper who remains 
the agent. The knapper might not be the one to decide or "aim for" the 
symmetry of the core, but he or she remains the one who supposedly 
makes all the important decisions about the sequence, the force, the direc­
tion, and the angle of the blows. In short, it is the knapper who possesses 
the "intentional states." It is this strongly internalist, broadly Cartesian, 
and, in my opinion, grossly misleading commitment to the representa­
tional character of these intentional states that we need to overcome. Here, 
then, lies the crux of our 11troubles with handaxes11 : Intentional states are 
of or about things, whereas things in themselves may not be of or about 

anything. In other words, as far as intentionality is concerned, the bound­
ary between the mind and the tool remains intact. Thus, the process of 
knapping as an intentional physical act is expressive of a neurally or oth­
erwise mentally realized process of thought that causes the body to move 
and produce the handaxe. But is this really the case? Why I believe this 
view to be fundamentally mistaken should be clear from the preceding 
chapters. 

Enactive intentionalities: The merging of flesh with stone 

My suggestion is that the stone held in the knapper's hand did much more 
than simply and passively offer the necessary "conditions of satisfaction" 
to the knapper's intention. In line with the enactive dimension of Material 
Engagement Theory, I believe that the directed action of stone knapping 
does not simply execute but rather brings forth the knapper's intention. The 
decisions about where to place the next blow and how much force to use 
are not taken by the knapper in isolation; they are not even processed 
internally. The flaking intention is constituted, at least partially, by the 
stone itself. Information about the stone is not internally represented and 
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processed by the brain to form the representational content of the knap­
per's intentional stance. Instead, the stone, like the knapper's body, is an 
integral and complementary part of the intention to knap. In the case of 
knapping, intentionality is not a property that stops at the boundary of 
the biological organism. The best angles for flake removal are neither 
identified nor imagined in the knapper's head before the act. The topog­
raphy of the knapping activity and the accurate aiming of a powerful blow 
are neither pre-planned nor recollected; they are embodied, and therefore 
they must be discovered in action. Every stroke prepares and carves the 
platform for the next. Every stroke can also reveal something new about 
the stone's characteristics. One of the first things the knapper must learn 
comes from the senses and relates to the skill of understanding the quali­
ties of stone as formless material-what we might call the "feeling" or 
"tactility11 of stone. This sort of tacit thinking and this sort of engaging 
with the material constitute a cognitive skill that is of primary importance 
for at least two reasons: First, it influences the design of the tool. Contrary 
to what most archaeologists tend to think, I argue that material qualities 
of the tool, such as the feeling of weight, the sense of sharpness at the 
edge, or the smoothness of its surface, must have been of at least as much 
concern as the symmetry of the tool's shape. Second, it influences the 
sensory hierarchy of the process of manufacturing and using tools. In the 
Pleistocene, the caring, the carrying, and the owning of tools were based 
on a different "logic" than that prevalent in the analytical and cognitive 
schemata that define archaeological interpretation. 

This is not to deny that knapping as a form of embodied manual skill 
is intrinsically associated with, follows from, and leads to specific patterns 
of neural activation. (See Stout et al. 2008.) It is simply a way to avoid the 
wrong image of a central neural engine that merely uses the stone and the 
human body to materialize, and thus externalize, pre-formed ideas and 
plans. In an important sense, one could argue, then, that the central execu­
tive for early humans is not to be found at pre-frontal areas of the hominin 
brain, but at the power grip and morphology of the hominin hand. In the 
absence of syntactic language and recursiveness (Corballis 2011), the locus 
of early human thought stays with the body rather than within the body; 
it is handmade. The tool guides the grip, the grip shapes the hand, 4 the 
hand makes the tool, and engaging the tool shapes the mind. When it 
comes to tool making and tool using, it is not appropriate to see the brain 
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Knapping as enactive cognitive prosthesis. The knapper first thinks through, with, 
and about the stone (as in the case of Oldowan tool making) before developing a 
meta.perspective that enables thinking about thinking (as evidenced in the case of 
elaborate late Acheulean technologies and the manufacture of composite tools). 
Image of Oldowan knapping redrawn and modified from figure 1 of Stout and 
Chaminade 2007. 

as the executive controller for embodied activity; rather, it is the other way 
around: Now embodied activity controls the brain. What we call "knap­
ping" (and it remains for us to define the precise ontological and epistemic 
contours of that term) is the chief element or the gravitational center of 
the complex sequence of causes and events that unfold. In a way, then, 
knapping is what causes the movement of the hand, the changing of the 
stone, and the neural activation pattern in the parietal cortex of the 
knapper. Knapping, then, is the true agent and controller-if these con­
cepts make any sense in the context of mediated action. The action of 
knapping binds time as it binds intention. Causality and human agency 
are simply the products-very often illusory-of such an experience. The 
stone, in the hand of the knapper, is not simply a blank surface upon which 
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the knapper's pre-existing mental plan will be realized; it is a tightly 
coupled, transparent, and intrinsic part of knapper's cognition. The force 
and the angle of knapping are parts of a continuous and thoroughly tem­
poral web of interactions that "involve complex feedback between limbs, 
objects, the visual sub-system, and the acoustic sub-system (because there 
are distinctive sounds associated with the successful removal of a flake)" 
(Davidson and McGrew 2005, 812). lf any mental template is active during 
the knapping process, it is to be found in the interactive space between 
the affordances (Gibson 1977, 1979) of the raw material and the senso­
rimotor properties of the hominin hand, not in some sort of fixed "idea" 
stored in the knapper's head. 

This minor shift in perspective has some important implications for our 
discussion of the handaxe problem1 because in this case intention no 
longer comes before action but is in the action; the activity and the inten­
tional.state are now inseparable. Thus, the boundary between the mental 
and the physical collapses. The line between intention and material affor­
dance (Gibson 1979; Knappett 2004) becomes all the more difficult to 
draw. In the dynamic tension that characterizes the process of knapping, 
sometimes the stone becomes the "extension" of the knapper. At other 
times, however/ the knapper becomes the "extension" of the stone. There 
are no fixed agentive roles in this process; instead there is a constant 
struggle toward a "maximum grip" (Merleau-Ponty 1958). The stone proj­
ects toward the knapper as much as the knapper projects toward the stone, 
and together they delineate the cognitive map of what we may call an 
extended intentional state. The knapper first thinks through and with the 
stone before being able to think about the stone and hence about himself 
as a conscious and reflectively aware agent. (See figure 7.4.) In tool making, 
all formative thinking activity happens where the hand meets the stone. 
There is little deliberate planning involved (not, at least, in the sense 
implied in most archaeological interpretations), but there is a great deal of 
approximation, anticipation, guessing, and thus ambiguity about how the 
material will behave. Sometime the material collaborates; sometime it 
resists. In time, out of this evolving tension comes precision and thus 
skillfulness. Knapping, then, is not about externalizing pre-formed ideas 
or imposing form on matter. It is, instead, about learning how to make 
and sustain an idea and developing an explicit "sense of agency." The 
knapper's sense of agency emerges out of his artificial alliance with the 
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material at hand. lt is this hybrid coalition that enabled the directedness 
of knapping. If the knapper's predictions and aims come true, it ls because 
his action was structured in the right way. 

Tools are us: A "cyborg" species 

I have proposed in this chapter that the problem of human intentionality 
that the handaxe "enigma" primarily embodies is grounded on the false 
assumption that intentional states are 11in the head" whereas in fact they 
can, in many cases, be seen to spread out into the world. I have attempted 
instead to describe knapping as an embodied cognitive process that criss­
crosses the boundaries of skin and skull, since its effective implementation 
involves elements that extend beyond the purely mental or neural realm. 
I have argued that the material qualities of the stone make a causal con­
tribution to the spontaneous implementation and realization of the plan 
that brings forth the tool as an artifact. Thus, form is not imposed from the 
outside; it is, rather, brought forth or revealed from the inside. What we 
call "form" exists as a surface property rather than a static mental event. 
It exists where the projective mind meets the material at hand (stone, clay, 
or metal). More important, "form" is always "informed" by the properties 
of the material to which it gives shape. In the words of Andre Leroi­
Gourhan (1993 [1964], 306), "the making of anything is a dialogue between 
the maker and the material employed." 

Perhaps, as Thomas Wynn observed, the handaxe tell us, if notbing else, 
that it does not easily flt into our understanding of what tools are and do, 
and "its makers do not flt easily into our understanding of what humans 
are" (1995, 21). Naturally, in itself the Acheulean handaxe cannot give us 
the answer to the question of how we came to be human. But it certainly 
gives us a good indication about where we should be looking for it. The 
mark left on the core after each directed blow marks the spot for the next 
one. It is upon these marks that "the biological rubber meets the purpose­
built road" (Clark 2001b, 142). In later periods these marks would take 
many different shapes and forms. Produced by different techniques, at 
different times, and in different cultural settings, they would become 
memory, symbol, and number-they would become us. I suggest that we 
should be looking to these marks for an answer to the question of what it 
means to be human. 





8 Thoughtful Marks, Lines, and Signs 

For people inhabit a world that consists, in the first place, not of things but of lines 

-Tim Ingold (2007, 4) 

Mark-making humans 

Much of the discussion in the earlier chapters boils down to the ways we 
are accustomed to drawing lines of an ontological and epistemological 
sort-that is, lines between the "inside" and the "outside.11 I have argued 
that these lines often are misdrawn or misidentified to create rigid artificial 
boundaries where there should be permeable soft interfaces and semi­
permeable membranes. Thus, from the perspective of Material Engagement 
Theory, I questioned the ecological validity of this sort of delimiting lines 
and argued for the need of adopting new ways for marking the mental or 
for identifying the marks of the mental. Sometimes the discourse surround­
ing the metaphysics of marks, signs, and lines may seem too abstract to 
be of any obvious empirical service to archaeology. Yet, as I hope 1 have 
made clear, the ontology of mark making relates directly to the archaeo­
logical record and the material practices associated with both the construc­
tion and the interpretation of this record. In any case, this chapter makes 
mark making the object of its study in a literary sense. Indeed, much 
present-day discussion and debate in the archaeology of mind revolves 
around the making, the dating, and the marking of various edges, surfaces, 
and materials. (See also Davidson forthcoming.) Our understanding of 
what it means to be human seems to be inextricably intertwined with our 
ability to create and make sense of marks of various sorts-particularly, as 
was shown in chapter 5, of the sort we call symbolic or representational. 
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In chapter 7, the discussion of tool making, from the Oldowan chopper 
to the Late Stone Age (LSA) microlithic technologies, presented an oppor­
tunity to follow the effects of precursion on the marking and making of 
surfaces and, through that, on the shaping of hominin minds. The scars 
of flaking on the surface of the stone offer the ftrst archaeologically visible 
trace of human mark making. In this chapter I will continue to explore 
different forms of mark making. In particular, I will focus on what makes 
these markings so special, how they differ, and what they have in common. 
I will also address the relations and transformations of those marks: How 
did the human activity of mark making move from one material medium 
to the other? How are all these different kinds of marks related? ls mark 
making a necessary condition for symboling? Finally, I will look at the 
phenomenology or experience of mark making. 

For most researchers, the understanding of mark making appears to be 
grounded upon conventional ideas of symbolism and representation. I am 
interested, instead, in exploring mark making as an evolving enactive 
cognitive system of material engagement. What does this mean? Two 
things are important to note. First, I will be studying what connec:ts or 
separates different assemblies of mark making (e.g., abstract geometric pat­
terns, iconic depictions, or symbolic representations) in order to under� 
stand what, if anything, they tell us about the changing relationship 
between cognition and material culture. Second, I will be using Material 
Engagement Theory to account for the role of mark making in the long­
term development of human signification rather than treating markings 
as passive markers of cognitive symbolic modernity. This dissociation of 
mark making, symbolic communication, and behavioral modernity is the 
key to my argument in this chapter. I aim to show that early markings and 
lines do not externalize anything but the very process of externalization. I will 
approach mark making not as a passive representational object but as an 
active prosthetic perceptual means of making sense. That is, marks will be 
treated as enactive projections. 

The anthropologist Tim Ingold suggests in his comparative anthropol­
ogy of lines that focusing only on the lines themselves, or on the hands 
that produced them, is not enough. Rather, it is in the changing relations 
between lines, hands, and surfaces that the crucial differences are to be 
found (Ingold 2007, 39). In this chapter, inspired by Ingold's proposal, I 
will attempt a comparative prehistory of mark making, seeking to under-



Thoughtful Marks, Lines, and Signs 181 

stand the cognitive life and ecology of different kinds of marks and sur­
faces, from the Blombos cave engravings to the markings of the La Marche 

antler. 

The prehistory of mark making 

Figure 8.1 presents a sample of some of the oldest widely known and well­
studied Paleolithic markings. They differ in type, in material, and in period, 
ranging from Middle Stone Age (MSA) incised ochre and ostrich egg shells 
to the "notational" objects and images of the Upper Paleolithic. 

The object illustrated in figure 8. la, known as KRM 13, is the oldest 
piece, dating from between 100,000 and 85,000 years ago. It is nothing 
more than a fragment of "ochre" (red pigmentations material) bearing a 
sequence of sub-parallel linear incisions made by single and multiple 
strokes produced by a lithic point (d'Errico et al. 2012; Henshilwood et al. 
2009). KRM 13 is the only engraved piece, among thirteen ochre pieces, 
recovered from Middle Stone Age II levels of Klasies River Cave 1 in South 
Africa. 

The objects shown in figures 8.lb and 8.lc are from Blombos Cave and 
from the Diepkloof Rock Shelter in the Western Cape Province of South 
Africa. The Ml-6 piece (figure 8.lb) is one of fifteen incised ochre pieces 
recovered from the Blombos Cave (Henshilwood et al. 2009, 31-34). The 
fragment of engraved ostrich eggshell shown in figure 8. lc is one of some 
270 ostrich eggshell fragments that have been found in the Howiesons 
Poort of Diepkloof Rock Shelter (Western Cape, South Africa) (Texier et al. 
2010). The engraved pattern of the Ml-6 piece consists of two sets of 
superimposed oblique lines crossed and framed by three horizontal lines 
on the long edge of this relatively large (166.6 grams) reddish-brown rect­
angular piece. Similarly, the ostrich eggshell fragment recovered from 
Howiesons Poort is showing evidence of three separate hatched bands 
motifs. Morphometric analysis has shown that the hatched lines always 
post-date the band (horizontal lines) (Texier et al. 2010). 

In figure 8. ld we see five sets of marks from the well-known La Marche 
antler. Found in a cave in Lussac-les-Chateaux in western France, the antler 
came from an Upper Magdalenian layer. The figure shows only a small 
sample of the various sets of marks engraved on the two faces of this 
unique object, which was interpreted by Alexander Marshack (1972, 1996) 
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(a) Engraved lines on KRM 13 ochre fragment from Klasies River Cave 1, South Africa 
(between 100,000 and 85,000 years ago) (redrawn after d'Errico et al. 2012). (b) The 
Ml-6 engraved ochre from the Blombos Cave MSA layers (redrawn after Henshil­
wood et al. 2009). (c) Fragment of engraved ostrich eggshells found in the Howiesons 
Poort of Diepkioof Rock Shelter (Western Cape, South Africa) showing evidence of 
three separate hatched bands motifs (redrawn after Texier et al. 2010). (d) Part of 
the La Marche antler found at a cave in Lussac-les-Chateaux in western France 
(redrawn after d'Errico 1995). (e) Detail from the "panel of the Horses" of Chauvet 
Cave (Vallon-Pont-d'Arc, France) (redrawn and modified from Fritz and Tosello 
2007). 
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as a lunar calendar. Marshack's interpretation was based on the counting 
of the incisions and the assumption that the various sets of marks were 
engraved by different tools at different times. The archaeologist Francesco 
d'Errico (1995, 1998) challenged Marshack's interpretation. His analysis 
showed that the large majority of morphological changes thought to be 
due to changes of tool instead correspond to the antler's being turned over. 

In figure 8. Je we see a small but, I believe, representative detail of the 
phenomenon we call 11cave art." This example comes from the "panel of 
the Horses" (Clottes 1996, 2001) in the cave of Chauvet (Vallon-Pont-ct' Arc, 
France). Here mark making takes on new significance: It makes the emer­
gence of depiction possible. We no longer see simple patterns of lines; we 
now see 11something11: two rhinoceroses confronting each other. I am 
intentionally not using the word 'representation' here. Although represen­
tation might offer the modern observer a familiar way to approach and 
understand the coming into being of an image as an intricate form of mark 
making, it is also misleading. The reasons for that will become more 
obvious later in this chapter when we examine the role of the image in 
human cognitive evolution. I will argue that although our familiarity with 
pictures is what enables us to identify, experience, and talk about the image 
as a, representational entity, it also constrains how an image should be 
understood. Representation may offer an easy way to answer the question 
of what does a picture do, but it is certainly not the only way either of 
making sense of pictures or of participating in the process of picture 
formation. 

What is so special about these marks? The tyranny of modernity 

There are a number of ways to answer the question posed in this section1s 
heading. Let us look at one way that has been very popular among archae­
ologists and which is also important for our purposes in this chapter: 
Markings are special because they potentially allow the archaeologist to 
infer explicit symbolic intent. Technically simple and aesthetically unim­
pressive as they may seem to the untrained eye, markings matter because, 
for reasons yet to be properly established and explicated in the literature 
of archaeology, they constitute putative evidence for the presence, or the 
origin, of symbolically mediated behavior. Why is that important? It is 
important because symbolism, in the "representational" sense of the word, 
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is generally considered to be one of the few universal markers of cognitive 
modernity and a proxy for language (Davidson and Noble 1989; d'Errico 
et al. 2003; d'Errico and Nowell 2000; d'Errico and Henshilwood 2007, 
2011; Henshilwood and d'Errico 2011; Henshilwood and Dubreuil 2009, 
2011; Henshilwood et al. 2001, 2002, 2004, 2011). It appears as if we have 
come full circle: Markings are special because they mark the symbolic, 
which marks the mental, which marks modernity, which marks what it is · 

to be human. Put simply, early human mark making is important because 
behind the coming into being of a simple pattern of intersecting or parallel 
lines and grooves may lie part of the answer as to when and how we came 
to be human. 

It is fair to say that it has been on the basis of those broad assumptions 
that the mental and symbolic properties of mark making has been used, 
but also abused, in the archaeological quest for the origin of the so-called 
modern symbolically competent human. Archaeology, of course, has yet 
to reach a consensus on how to approach and answer that question, but 
most archaeologists would agree that markings like those described above 
may be our best evidence of the existence of such a well-formed symbolic 
representational mechanism. Naturally, not every marking can be a symbol. 
Thus, from the moment when early markings began to attract archaeologi­
cal attention there was a need for some normative hierarchical scheme that 
could provide some basic means of evaluating the ontology of the different 
kind of markings recovered in the early archaeological record. Such a 
scheme never became explicit and systematic, but it can be presented 
by way of four general conditions or criteria: antiquity, artificiality, 
intentionality/deliberateness, and symbolism. Let us take a closer look at 
these criteria in order to better understand their underlying logic and 
explanatory validity. 

The first criterion, antiquity, is quite straightforward. Archaeology is 
concerned with time and with positioning things in their temporal frame­
works. In the case of the marks and lines under discussion, time is of the 
essence. Take, for instance, the KRM 13 piece from Klasies River Cave 1 
(d'Errico et al. 2012). The linear incisions on its surface may look unimpres­
sive, yet, as has already been mentioned, this fragmented piece of ochre 
furnish us with the oldest occurrence of mark making, dated to between 
100,000 and 85,000 years ago. The incised ochre pieces from Blombos Cave 
date from approximately 75,000-100,000 years ago (Henshilwood et al. 
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2009) and the ostrich eggshell fragments recovered from Howiesons Poort 
levels from about 60,000 years ago (Texier et al. 2010). The La Marche 
antler and the depiction of rhinoceroses from Chauvet date from the Euro­
pean Upper Paleolithic-much later. Clearly, the earlier the strata from 
which the markings derive, the more important the message they may 
carry about human cognitive evolution. That also explains why a Late 
Bronze Age engraved ochre recovered in the Aegean normally would pass 
unnoticed. Even if the incised mark takes the form of a Linear B sign, it 
has very little to tell us. However, an object found in the MSA layers of the 
Blombos cave in Africa is immediately transformed into something entirely 
different. Why? I will return to that question after discussing the other 
criteria. 

I said that providing a secure stratigraphic and chronological context 
for the incised pieces in question is a major concern for archaeology. Still, 
all our efforts to ascertain their antiquity would count for nothing if those 
marks were to be results of a natural process. Marks are important only if 
they can be shown to be anthropogenic-that is, made by humans. For 
markings to have value, they must be artificial. The footprints of an animal 
or the scratch marks made by bears in the Chauvet cave (Clottes 2009) 
have no such value, though they could have been treated as indexical signs 
by humans. 

Still, artificiality in itself is not enough. Any such engraving might be 
a product of accident or might be a non-deliberate by-product or conse­
quence of human action. As a result, an additional quality is needed if 
these marks are to gain more epistemic value. The name of this quality is 
deliberateness. Marks are important when they seem to exhibit intentional­
ity. Accidental marks. or markings produced in the processing of carcasses 
(d'Errico and Villa 1997; Mania and Mania 1988), or absent-mindedly, as 
would be the case for a doodle (Wynn 2000; Balter 2002a), are of lesser 
epistemic status. This raises an important methodological question: How 
do we evaluate the degree of deliberateness behind some engraved parallel 
or converging lines we find on the surface of an MSA ochre? 

From 11deliberateness11 to "symbolic or representational intent" 

The KRM 13 from Klasies River Cave 1 (figure 8. la) is currently considered 
to be one of the earliest examples of deliberate engravings. Why is that? 



186 Chapter 8 

Recent detailed microscopic, x-ray fluorescence, and colorimetric analyses 
of this object (d'Errico et al. 2012) revealed three interesting clues about 
the manufacturing process. The first clue comes from the fact that the 
object's surface was ground until smooth before the act of engraving, 
which provides an indication of deliberate preparation of the blank on 
which the engraving was made. The second clue comes from the compara­
tive analysis of the motion of the scraping process, the depth of the 
grooves, and their degree of intersection. This indicates that the grooves 
of KRM 13  were not consequences of an action intended to extract pigment 
powder, but rather were deliberate marking of the surface (d'Errico et al. 
2012, 949). The third clue concerns the distinct darker brown color and 
heavier manganese-rich composition of the raw material. This contrasts 
with the composition of the other twelve pigment pieces recovered from 
the same level, and may suggest that the specific geochemical type of 
material may have been selected specifically for engraving purposes. Rela­
tively dark and hard pieces of ochre are also used in most of the unambigu­
ous examples of abstract engraved ochre from Blombos Cave (ibid., 949). 

As Henshilwood et al. point out (2009, 41-42), most of the incisions on 
the Blombos ochre can be attributed to deliberate motions. Incising lines 
on ochre requires focused attention, with both hands working together in 
order to stabilize the piece, apply the right pressure, and keep the depth 
of the incision constant. In addition, as we saw in the case of the KRM 13  
piece, incisions were often made after the initial grinding of  the facet. This 
was certainly the case for the Ml-6 piece (figure 8.2), which was flattened 
by grinding and scraping before a cross-hatched pattern was incised. Exam­
ining of the motion and the morphology of the oblique and horizontal 
lines in the engraved pattern revealed that the oblique lines were incised 
in three sets. The first set of incised lines were cut in sequence from top 
right to bottom left, the second set were cut from top left to bottom right, 
and the horizontal lines crossing and framing the sets of oblique lines were 
incised from left to right (ibid., 3 1-34). 

To recap: Microscopic and other analyses can confirm the anthropo­
genic and deliberate nature of the MSA markings. Moreover, in some cases 
they provide valuable information about sequence of actions and choices 
made by the engraver. But if it is granted that the way in which the lines 
that we see juxtaposed and superimposed on the MSA pieces of ochre was 
indeed deliberately selected, what does this really tells us about the epis-
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Figure 8.2 
The Ml-6 engraved ochre from the Blombos Cave MSA layers. Drawing by Odysseus 
Malafouris. 

temic significance of these incised lines and their patterns? I suggest that 
it doesn't tell us much. More than simply being deliberately made or 
selected, it is a special kind of "intent," namely 11symbolic or representa� 
tional intent," that makes marks stand out in the early archaeological 
record and transforms their epistemic status. 

Were they symbols? 

Marks of any sort are truly special only when
. 
they are shown to embody 

symbolic properties and qualities. But how can we establish that? We have 
now come to the last and most difficult question: How do we measure for 
symbolic intent behind the engraved patterns of MSA ochre? 

In the case of KRM 13, d'Errico and his colleagues suggest that, although 
the sub-parallel engravings were made deliberately, they "may not in fact 
have been produced to create. and convey a distinct design or 'message' to 
an audience that could visually distinguish it" (2012, 949). But can the 
more elaborate cross-hatched pieces from Blombos have been made with 
explicit representational intent? According to the Peircean model of semiot­
ics, a symbol can be defined, broadly speaking, as a sign that has only a 
conventional rather than a causal or resembling connection with its refer­
ent. Can the Blombos markings have had such conventionalized meanings? 

Clearly, for Henshilwood et al. (2009) the Blombos markings are not 
11doodles.11 But they are not 11notations,11 like the markings on the La 
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Marche antler. According to d'Errico (1995, 1998, 2001), the word 'nota­
tion' refers to a system of sequential markings (usually produced by differ­
ent tools) specifically conceived to store information outside the physical 
body. In the case of the Blombos engravings, however, individual marks 
cannot be visually identified as discrete signs used for the accumulation of 
information over time (Henshilwood et al. 2009, 41). Were the marks 
symbols, then? 

Henshilwood et al. rightly suggest that the engraved patterns from 
Blombos "certainly do not display the high degree of standardization that 
we generally associate with structured symbolic systems" (2009, 43). None­
theless, they also propose that four basic categories of patterns-cross­
hatched designs, dendritic shapes, parallel lines, and right-angled 
juxtapositions-can be distinguished, and that "a sufficient case can been 
made that some of the engraved pieces were perceived as symbolic" (ibid., 
43). On the basis of that assumption, Henshilwood et al. then ask whether 
there is also evidence to establish that these ochre markings represent 
a tradition in the sense of continuity in technique, style, or symbolic 
practice. How can that be ascertained? Henshilwood et al. consider mor­
phology, surface preparation, engraving techniques, expertise, locations of 
engravings, types of patterns, evidence for additional modification, and 
how the piece may have been curated or disposed (ibid., 43). The main 
findings of their analysis can be summarized as follows: 

Ochre is the only raw material on which engravings were made across all 
three phases at Blombos. 

Grinding before engraving of the same facet is present on eight pieces 
recovered, which can be seen as evidence for prior selection and prepara­
tion of the surfaces. 

Single stroke lines occur in all phases, but multiple stroke lines in only one 
phase. 

A high degree of engraving expertise can be seen in two phases. 

Although there is some variation in the design of the motifs across the 
different phases, almost all of the designs are made up of straight or slightly 
curved lines. 

If the changes in the engraving techniques and the type of design found 
in different phases are put aside, all the other features considered here 
strongly suggest, according to Henshilwood et al., "a continuity in engrav-
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ing practices over a period of at least [25,000 years]" that represents "the 
longest span yet recorded at any one site" (ibid., 43). 

What conclusion can we draw? Somehow paradoxically, Henshilwood 
et al. (ibid., 45) claim to have demonstrated in the case of the Blombos 
engravings the presence of a tradition in the production of a number of 
different patterns of geometric engraved representations in the MSA that 
goes back to at least 100,000 years ago: "The fact that they were created, 
that most of them are deliberate and were made with representational 
intent, strongly suggests they functioned as artefacts within a society 
where behaviour was mediated by symbols." (ibid., 45) I do not wish to 
deny that those marks are special in that they can provide some insight 
into the nature and emergence of early human signification activity. But I 
believe that the efforts to interpret MSA markings symbolically or semanti­
cally have been unconvincing if not altogether misleading. To my mind, 
there is little doubt that there is nothing symbolic-in the arbitrary repre­
sentational Peircean sense of the word-in the Blombos engravings. 

However, the example of the MSA engraved ochre pieces is of particular 
interest to us for two reasons. First, the sense in which those engravings 
have been interpreted conforms quite precisely to the Cartesian concep­
tion (explored and critiqued in earlier chapters) according to which the 
various sorts of incisions were produced to create a deliberate design and 
to convey a 11message11 to an audience. I suggest that to understand what 
is speeial about those early marks we need a different conceptual lens-one 
that breaks away from the representational information-processing models 
of mind. Regarding early human markings and depictions, the main 
problem of representational theory is the assumption that they are consti­
tuted primarily as a symbolic externalization on matter of a preconceived 
mental image. Against this mentalist claim, I maintain, from an enactivist 
point of view,_ that markings and later pictures are emergent products of 
perceptual semiotic dynamics of a non-representational sort that might 
have played an active role in the subsequent development of symbolic 
dynamics of the representational sort. 

The second reason I find the example of MSA engraved ochre particu­
larly interesting is that it nicely reveals the inherent ambiguity in the 
archaeological use of the notions of symbolism and modernity and the 
inconsistent and vague ways in which early engravings appear to be linked 
to these notions. For instance, I think that the prevalent archaeological 
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tendency to treat as symbolic any aspect of the archaeological record that 
has no obvious.pragmatic or utilitarian function is obviously wrong and 
should be abandoned. A more productive and constructive way to look at 
these early engravings as cognitive scaffolds and tools for thinking is 
needed. In this connection, the interesting question to ask first might not 
be "What do the Blombos cave incisions mean as carriers of some symbolic 
message from the past?" but instead "What did the activity of mark making 
do for the ancient mind?" Before turning to that question, however, it is 
important to clarify that I do not dispute in any way the usefulness of 
microscopic analysis as means of gaining valuable information on the act 
of engraving and the thinking of the engraver. The enactive logic of Mate­
rial Engagement Theory does not, in any way, undermine the validity of 
empirical analysis. On the contrary, it enables us to make sense of the 
information microscopic analysis provides about lines, surfaces, grooves, 
patterns, tools, gestures, and their intersections from a ne"v perspective. 
For Material Engagement Theory, to look at the terminations of an incised 
line, at the observed changes in its shape, depth, and direction, and at the 
morphology and chronology of motions is to look at one aspect of the 
chronostratigraphy of the cognitive act. By the same token, information 
gained from actualistic comparative studies provides additional insights 
into the phenomenology of the cognitive act. The material-engagement 
approach departs from most empirical methods for studying engravings, 
however, in how it perceives the epistemic and ontological status of those 
engravings. For the established conception, those lines represent the physi­
cal end product of the engraver's mental template (d'Errico et al. 2012, 
943). For Material Engagement Theory, if such a mental template exists, it 
is those lines that constitute its shape and morphology. Put simply, mark­

making action and thinking are the same. 

What kind of line? Getting outside the engraver's mind 

How should those early markings be understood, and on what aspects or 
properties of the process of making marks should we focus? As I said, the 
dominant way to look at those markings is to see them as the material 
residues of symbolic or representational intent. That, l contend, is the 
wrong way to make sense of early markings, as it deprives them of any real 
significance. Engravings, on that construal, do nothing; they are epiphe-
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nomenal. Products of a symbolic act that takes place in a different mental 
realm, they just happen to manifest on the ochre's surface. Not only does 
that view undermine the agency of those markings; it offers no explanation 
for the emergence of symbolism. As I noted in chapter 5, talk of early 
symbolic material culture (in any form) makes little sense, and is of limited 
use from a long-term evolutionary or developmental perspective, in the 
absence of an account of how this symbolic representational ability might 
have emerged. This is why I suggested that the conventional focus on 
identifying and reading static symbolic objects and structures should be 
replaced with a concern to understand material signification as a process 
of enactive projection and sense making. Such processes, even when they 
incorporate what we may call external representations (e.g., notational 
objects, Linear B tablets, or clay tokens), have their basis in dynamic coali­
tions of networks of material, bodily, and metaphorical signification that 
operate on the basis of a non-representational logic. Indeed, seen from 
the perspective of Material Engagement Theory, markings gain some 
additional phenomenal qualities: More than representational residues of 
human intentionality, they now become thoughts or actions of a sort, or 
what in chapter 6 I called intentions in action. That is, they are not so much 
the trace (and thus the end mark) of a human gesture as they are an actual 
part and thus a continuation of such a gesture in time and space. Thus, it 
can be useful to approach and describe those markings through the notion 
of enactive signification that was discussed in chapter S .  

An example having to do  with the ontology of lines may be  of use here. 
Imagine that you take a pen and draw a rough circle on a sheet of paper 
(Ingold 2008, 1796). What do you see when you look at this shape (figure 
8.3)? How can you interpret and perceive the line you have just produced? 
Ingold suggests that there are two ways. The first is to see the line as the 
end product, of human intention and design abilities. The line then 
becomes a static geometric perimeter that delineates the form of a circle­
that is, a fixed totality. The second way of seeing the line is as the dynamic 
trace of a human gesture rather than as a fixed totality. The line then 
becomes the index of an open process. lt resembles a vector more than a 
static shape, and the trajectory of a movement more than the perimeter 
of a figure. lngold's argument is that each of these two ways of seeing 
emanates from, reiterates, and signifies the operation of a specific logic 
that determines our ways of thinking about human perception and design. 
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In particular, the logic operating behind the seeing of a circle refers to a 
tendency, deeply entrenched in the structure of modern thinking, to "turn 
the pathways along which life is lived into boundaries within which life 
is contained." Ingold calls that tendency the 11logic of inversion" and sug­
gests that it is responsible for transforming our perception of the line from 
that of an active trajectory of movement into a dividing line between 
"what is on the 'inside' and what is on the 'outside'" (2008, 1796). Now 
put this "logic of inversion11 into reverse and you get the second kind of 
logic, one that sees lines and force trajectories instead of boundaries and 
closed circles. This is the "logic of inhabitation," and it characterizes an 
"open" world-that is, a world that is inhabited rather than occupied. 

I think this Heideggerian1 methodological shift from "occupation" to 
"inhabitation" provides a useful and applicable metaphor for the compara­
tive analysis of mark making as a form of enactive signification. It reminds 
us that what might seem to our well-trained eye to be deliberately imposed 
form can be seen from a different angle as an "open" and "formless" 
dynamic assemblage of lines. However, marks and lines of the latter sort 
no longer constitute boundaries of "closed" patterns but now construct 
indexical "surrogate structures" (Clark 2010) that open new possibilities 
for material engagement and signification. If the Blombos engravings, as I 

Figure 8.3 

Is the line the trajectory of a 
movement or the perimeter 
of a figure? 

-Tim Ingold (2008) 

What kind of line? Redrawn after Ingold 2008. 
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suggest, are "formless,'1 that is not necessarily because they lack intent; it 
may be because their 11intent" is not about form but rather is about the 
forming process itself. More simply, I argue that MSA marks and lines 
externalize nothing but the very process of externalization. That is, they are 
enactive projections. It is important that this kind of enactive projection 
not be confused with conventional representational ideas about the 11exter­
nalization" of human thought. There are no pre-formed ideas here, only 
potentialities or possibilities which are being loosely and flexibly objecti­
fied as part of an unfolding creative process. The role of this partial objec­
tification is to enhance and make visible the situational affordances (Gibson 
1977, 1979), freeing up but also restructuring the available cognitive 
resources (e.g., working memory). This constant transformation of what is 
out there to be perceived facilitates further projections. Over time, these 
projections may construct a creative ecology of recursiveness and metacog­
nition. If the markings and engravings of the Middle Stone Age represent 
anything, it is the crafting and exploration of human perception within 
the changing limits and affordances of the new creative ecology. In con­
trast with other prosthetic gestures (e.g., tool use), the activity of mark 
making leaves a permanent perceivable dynamic trace that can be inter­
preted as an index of the crafting gesture. Crafting gestures will build the 
necessary scaffold for making a proper representational sign out of a mark. 
It is only then that the question of what this mark stands for arises. Further 
evidence on that can be found by looking at recent psychological studies 
exploring the effect of "scribbling" actions in the development of chil­
dren's symbolic abilities. Such studies suggest that scribbling leaves perceiv­
able consequences that act to stimulate further actions, which often result 
in self-organized changes in the scribbling action and recursion (Stamato­
poulou 2011, 166). This point has received little attention from archaeolo­
gists who are inclined to dissociate early engravings from seemingly trivial 
non-representational activities such as doodling and scribbling. Yet I 
suggest that by looking at the impact of the constructive structure of scrib­
bling in children we might gain some useful insights into how early mark 
making contributes to symbolic functioning. From an ontogenetic devel­
opmental perspective, young children's scribbling, as an embodied kines­
thetic action, can also be seen as a "self-responding interactive system to 
one's own actions, subsequently imbuing scribbles to contain/express 
meaning" (ibid., 163). 
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Although MSA markings can certainly be seen as having an epistemic 
dimension and potentially also a semiotic one, I do not think they bear 
the right recursive semantic relation to social convention or activity to 
qualify as arbitrary symbols. Markings and mark-making activities are not 
reflective of pre-established traditions and symbolic schemes. Instead, they 
provide a possible and indeed a strong basis for enactive construction and 
establishment of such schemes. Whether, where, and when that happens 
depend on a variety of other reasons that, although associated with the 
mark-making process, are largely external to it. And it is my contention 
that it will take millennia of repeated experimentation and accumulated 
perceptual learning before humans will be able to develop conscious use 
of symbols-that is, meta-representation. This explains, to some extent, 
the far greater antiquity of mark making in comparison to image making 
or the appearance of the first notational marks. Nonetheless, even image 
making is essentially a complex form of mark making and participates in 
the same enactive logic of signification. This also means that the difference 
between the early-MSA markings and the magnificent depictions of the 
Upper Paleolithic is not one of representational ability and symbolic capac­
ity but one of "pictorial skill" and "tectonoetic awareness" (Malafouris 
2008a), which require explicit event-related timing control of the technical 
gesture in ways that we don't see in the case of the Blombos markings. In 
the case of 11notation," mark making undergoes a further important trans­
formation. Once the trace of a continuous gesture, it has now been frag­
mented into a succession of independent points or dots that constitute 
analogous inscriptive traces. Mark-making activities can now be described 
as what Kirsh and Maglio (1994) call "epistemic actions"-that is, as actions 
whose purpose is not simply to alter the world so as to advance physicaJly 
toward some goal, but rather to alter the world so as to help make available 
a new way of thinking about it. 

Learning to see: On being conscious of marks and pictures 

l would like to point out three distinctive features that I found particularly 
striking about the image shown in figure 8.le and again in figure 8.4. I 
will use the term re-presentational economy to refer to the efficiency with 
which this complex binding or combination of lines is presented to us as 
a piece of meaningful information-that is, as a picture. The second feature 



Thoughtful Marks, lines, and Signs 

1 

2 

Figure 8.4 

:!._!! r � ---#" --!' 
3 c:/1 4c:t 

4 ��� 
5 

The making of a rhino. Redrawn and modified after Fritz and Tosello 2007. 
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might be called re-presentational mobility. I know that it may sound strange 
to talk about mobility in reference to "parietal" art, but one of the defining 
characteristics of the sort of things we call pictures is that they are primar­
ily about movement and motion. Pictures are a very efficient way to trans­
fer information from one time to another. Take, for instance, our rhinos 
from Chauvet. They were created more than 30,000 years ago in a very 
specific and isolated locale, yet, thanks to modern representational tech­
nologies, they are with us today in a thousand different locales and forms 
(e.g., printed on paper, stored in jpeg files, and projected on the walls of 
classrooms and museums around the world). And I call the third and final 
feature of picturing that I want to point out re-presentational illusion. Thanks 
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to the picture's cognitive economy, it takes us only a single look to identify, 
without any particular conscious effort, the rhinos. But there is more to 
this than a simple perceptual identification. Not only can we easily identify 
what this is a picture of; more important, we seem to possess some kind 
of intuitive grasp or feeling about the what it is that makes the image an 
image. We seem to have an immediate and genuine perceptual intuition 
that tells us that what we see depicted is not a real living animal, but rather 
a drawing of it-a representation of the animal as depicted on the walls of 
the cave by our Paleolithic ancestors. This may seem to be a trivial observa­
tion ("Of course this is not a real animal"), but only because we live in a 
particular historical situation in which images play a big part in our daily 
activities. The familiarity that enables us to identify, experience, and talk 
about an image as a representational entity also blinds us to the non­
representational aspects of the image's cognitive life. The ease with which 
we "modern" humans process such identifications belies the complexity 
of the cognitive operations behind them and renders some especially 
interesting phenomena invisible. How can we draw out those hidden phe­
nomena and processes? 

A good way to begin would be to try go deeper into the phenomenology 
of human perception by asking some more basic and perhaps slightly more 
difficult questions. For instance, exactly how do we see, and exactly what 
do we see when we look at the picture of the rhinos? What does our expe­
rience of seeing really consist of? For one thing, we can easily identify the 
content of this picture: two rhinos confronting each other. For another, 
we can immediately recognize that these are not real rhinos but simply 
depictions of rhinos originally painted on the walls of the Chauvet cave. 
ls this printed depiction what we really see when we look at the drawing 
of our two rhinos? The answer is probably both Yes and No-Yes because, 
whatever the origin of this drawing, it is certainly a printed version of it 
on a page that we are looking at right now; No because if we turn to neu­
roscience for expert advice on the precise whereabouts and contents of our 
present visual exploration we are probably going to get an answer that goes 
something like this: What you really see when you look at this picture­
what your experience of seeing really consists of-is essentially an internal 
representation of the retinal image of this picture that is automatically 
constructed and processed in the so-called Vl area in the occipital lobe at 
the back of your head. In other words, according to the neurocentric view 
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of reality what you really see is not the picture before your eyes; it is instead 
an internal representation of this picture behind your eyes, in. the visual 
center inside your brain, which is made of neural tissue and electrical 
impulses. It seems, then, that if we were to construct a simple diagram of 
the main representational stages responsible for our current visual experi� 
ence we would end up with a scheme that can be described as, more or 
Jess, a representation (R6 in figure 8.5) of a representation (RS) of a repre­
sentation (R4, R3, RZ, Rl). This chain of representational events is not 
without problems. It might well be, for example, that the so-called Vl area 
at the back of the head plays a crucial role in our visual experience, but I 
think we can all agree that our personal experience of seeing tells us a dif­
ferent story. Looking at the drawing of the rhinos, we do not feel that we 
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are seeing them inside our heads; we see them right where they are, printed 
on the page in front of us. 

I believe that every image one encounters in the world embodies an 
analogous perceptual puzzle. The cognitive efficacy and the affective power 
of this perceptual trick emanate primarily from the creative conflation of 
appearance with reality that every picture is capable of bringing forth . 
However, we are rarely aware of this fact. This crucial property of every 
picture usually escapes our conscious attention. The reason is not difficult 
to imagine. We are immersed in a predominantly visual epistemic environ­
ment, and we are well trained from early childhood to create and make 
sense of visual phenomena of this "pictorial" sort. They often appear so 
familiar to us as "sense data" that we rarely find it necessary to stop and 
think about images as entities. We don't ask "What is this thing?" or "What 
does this thing do?" Rather, we immediately assume that we are dealing 
with some sort of visual representation and move on to more important 
questions about pictorial content, style, aesthetics, or possible symbolic 
meaning and intent. 

This is the problem that I want to tackle in this section. The moment 
we look at the drawing of the rhinoceroses from Chauvet we have already 
identified it as an image. It is already a picture of something-that is, a 
representation of something. Of course, I do not deny the representational 
character of pictures altogether. Representation is part of what a picture 
does. However, I wish to object to the idea that representation is the only 
way, or the best way, to understand what images do. From a Peircian (1955, 
1991) semiotic perspective, the representational character of the picture 
can be understood either in the sense of an icon (that is, a umotivated" 
sign that operates through some sort of visual resemblance) or in the 
11arbitrary11 sense of a symbol (that is, a signifier that operates via convenw 
tion). It is not the iconicity of those images that I am disputing here. No 
doubt the rhinos from Chauvet "look like" the real animals. But does this 
also imply symbolic intent or what Lewis-Williams refers to as an "already­
existing mental symbology" (2002, 2003)? Contrary to what many research­
ers think, I believe that the answer to this question should be No. I think 
that to say that a painting from Chauvet "resembles'' or "looks like" a 
rhinoceros does not necessarily imply that the painting also represents a 
rhinoceros in a concept-mediated manner. lconicity does not, in itself, 
imply the existence of consciously manipulable content-bearing tokens, 
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though it certainly sets up a visually stimulating channel of influence for 
their creation. It is one thing to ask what it means to see a rhino on the 
wall of Chauveti it is another thing to ask what it means to see a rhino as 
a representation of a rhino. In other words, I am not questioning that the 
picture can be taken as evidence of seeing a rhino; I am1 rather, questioning 
that it can be taken as evidence of a consciousness that represents or stands 

for something to be found beyond the depicted thing itself. The experience 
of pictures and the awareness of pictures as representations are not the same, 
and it would be a mistake to confuse them. 

Upon that point, I suggest, instructive lessons can be derived from 
developmental studies of how young children of various ages interact with 
pictures. Such studies also suggest that having identified the pictorial 
content of an image does not necessary mean that one has also identified 
the relation of this image with the world (Costall 1997, 56; DeLoache 2004; 
DeLoache et al. 2003, 1998). It is interesting to note in this connection 
that even in a pictorially rich society such as ours the manual investigation 
of pictures (e.g., grasping) is routinely displayed by the majority of young 
infants, although it becomes increasingly less common as they grow older. 
According to DeLoache et al. (2003, 1998), manual exploration of pictures 
should be interpreted to reflect a conceptual deficit, not a perceptual 
deficit. For one thing, their research has ruled out the possibility that 
infants cannot distinguish depictions from real obj.eels: 

[I}nfants do not know what kind of thing a picture is. Not understanding the signifi­
cance of two-dimensionality, they respond to realistic pictures as if they were three­
dimensional objects. (2003, 117) 

It takes several months of pictorial experience to appreciate the fact that 
a picture shares only a few of the qualities of its referent. By the time 
children are 19 months of age, they understand the difference between 
real objects and depicted objects and have fully adopted the convention 
that a picture is to be looked at in a particular orientation. Thus, instead 
of trying to interact directly with depicted objects, they seem to have a 
substantial amount of pragmatic knowledge about how pictures are used 
to recognize the pictures as means 1'of contemplation and communication" 
(ibid., 1 17). From an anthropological perspective, it is important to note 
that, as one would expect, this developmental pattern will be different in 
societies in which children receive substantially less exposure to pictures. 
We should also recall that even in today's educational environment it takes 
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a child nearly a year to '1realize that the word 'three' is a number without 
knowing the precise value it refers to" (Dehaene 1997, 107). 

Though with present-day habits of seeing and perceiving it probably 
makes good sense to interpret the Paleolithic image as a representation o( 
something, to assume uncritically that this was also how the image was 
experienced in its original context-which was to a large extent uniniti­
ated, untrained, and naive about the psychological power of the image-is 
to take as our starting point what should have been the end of our analysis. 
I am not saying that the light projected from such an image in the past 
would have followed a different path than the physiology of our present 
visual system would allow. What I am saying is that if we cOLtld compare 
our perceptual experience of this image in the present with that of our Paleo­
lithic ancestors in the past, I doubt that we would find much in common. 

If the chief property that defines the picture as an object, and "picturing" 
as a process, is not that of representation, what else can it be? Again an 
interesting suggestion comes from Tim Ingold (1998, 183): In a non-modern 
context, activities whose products a modern observer might unproblemati­
cally identify as representational art might well be "understood as ways not 
of representing the world of immediate experience on a higher, more 'sym­
bolic' plane, but of probing more deeply into it and of discovering the sig­
nificance that lies therein." But to exactly what would this "probing" or 
"discovering" amount in the case of early Paleolithic pictures? 

The liberation of sight 

From the perspective of Material Engagement Theory, I have already gone 
some way toward showing how to answer that question: Instead of think­
ing in terms of static and closed pre-designed representational "objects1// 
we should be thinking in terms of open enactive "processes." What does 
this mean, more specifically? Let us focus on the depiction of rhinos from 
Chauvet. What do we see when we look at that drawing? Recall also the 
reference to Ingold's example of the circular line in the preceding section, 
where it was suggested that, instead of the "closed," "delimiting" lines of 
modern 11occupational11 design, we need to discover something alive and 
"inhabitable" in the act of mark making (depictional or not). How can that 
be done? What could be our escape route from the representational 
predicament? 
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A good empirical starting point can be found in the recent work of Carole 
Fritz and Gilles Tosello, from which I borrowed the picture of the rhinos. 
Earlier in this chapter, discussing the Ml-6 engraved ochre piece from the 
Blombos Cave, l said that microscopic analysis of the incised lines and their 
motion made it possible to discern the sequence of their manufacture (Hen­
shilwood et al. 2009, 31-34). I argued that by focusing on the temporal 
unfolding of action we can transform what initially appears to be a static 
pattern (designed or not) into a dynamic process. What Fritz and Tosello 
(2007, 61-64) tried to do is very similar but on a different scale. In particu­
lar, they attempted to decipher the engraved or painted walls of Chauvet by 
focusing on the most basic visual element: the individual stroke. The forms 
and contours of the depicted animals are made of lines-a combination of 
charcoal drawing (modified using the fingers to. blur or smudge the lines) 
and fine engraving-and the lines, in turn, are made of successive strokes. 
Taking the stroke as the guiding principle, Fritz and Tosello undertook a 
precise examination of each line by locating where the mark of a tool (e.g., 
flint, pigment, brush, or finger) begins and ends on the surface of the cave 
wall. This procedure, combined with overlays of a reli!ve of the images and 
careful examination of the final movements of the tool on the basis of 
technical marks, enabled Fritz and Tosello to identify the direction of the 
execution of the layout and to reconstruct the actual sequences of the 
hand's movements and gestures. Since the order of execution of the various 
graphic elements (head, antlers, limbs, chest, and so on) necessary to make 
up the contour of an animal figure is usually not random, reconstructing 
the chronological sequences by examining the superpositions of tool marks 
reveals the temporality of gestures, which suggests, as I will explain below, 
the inseparability of hand and mind in the construction and perception of 
form. Tosello and Fritz's gestural reconstruction of forms and contours 
can be used to illustrate the proposed shift from "occupation" to "inhabita­
tion." By identifying the whole sequence of movements or gestures, we can 
see what was initially a 11closed11 and 11delimited11 contour of two rhinos 
facing each other as an "open" process. On the basis of such a reconstruc­
tion, it becomes easier to adopt the perspective of the material-engagement 
approach and to follow the enactive thread it embodies. Seen from this 
angle, lines are no longer solid boundaries that separate domains of experi­
ence; instead they are enactive signs that can help us visualize the constitu­
tive intertwining of cognition with material culture. 



202 Chapter 8 

In this regard, it can be argued that in constructing images the Paleo­
lithic person was not simply externalizing the contents of his or her mind 
but was exercising what Paleolithic people could do better than any other 
species: construct external patterns for sensorimotor engagement and let 
the resulting dense and reciprocal mind/world interaction construct their 
perceptual and experiential content. Early depictions are not material resi­
dues of human consciousness; instead they are open interactive possibili­
ties or techniques through which a new consciousness of the physical 
world was attained. 

Recall that in chapter 5, in discussing the emergence of symbolism in 
the context of numerical thinking, I argued for a similar enactive develop­
mental process. I suggested that counting with the fingers or with clay tokens 
was an integrative projection between a mental domain of experience­
the basic biological approximate "number sense" (Dehaene 1997)-and 
physical domains-e.g., fingers or clay tokens. Moreover, I suggested that 
it was the resulting structural coupling or blend that brought about the 
possibility of the meaningful cognitive operation we know as counting, 
and not some innate biological capacity of the human brain. At these early 
developmental stages (and this applies both from an ontogenetic and 
phylogenetic perspective), the use of body parts (e.g. fingers) or other avail­
able forms of external scaffolding had a dynamic and constitutive role for 
the emergence of arithmetic competence. The fingers did not stand for 
numbers, as it may seem; the fingers brought forth the numbers and made 
the manipulation of their properties visible and tangible. To illustrate this 
point from an archaeological perspective, I have used the case of the small 
clay tokens found all over the Near East from about 8000 B.C. According 
to Denise Schmandt-Besserat (1992, 161), these can be linked according to 
their shapes (cylinders, cones, spheres, etc.) with specific quantities of 
particular agricultural commodities-for example, the ovoid stood for a jar 
of oil. I argued that the partial counterpart projection that links (for 
example) an assemblage of five ovoids with five jars of oil did not necessary 
imply or presuppose the abstract notion of fiveness. At this early stage in 
the development of mathematical thinking, the concept of fiveness had 
not yet been separated from what was actually being counted. In fact, I 
proposed, the concept of fiveness could not have arisen as a meaningful 
notion if not preceded by such concrete integrative projections between 
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experiential dornains, such as that of an oil jar and that of an ovoid clay 
token. 

I suggest that it is precisely such an enactive logic that characterizes, 
above anything else, the cognitive life of the Paleolithic image. In other 
words, those early pictures bring forth a new process of acting within this 
world and, at the same time, thinking about it. This thinking, however, 
should not be understood as thinking of the "higher-level" abstract or 
symbolic type. Rather, it should be understood in the more basic "lower­
level" sense: as a new form of what Kevin O'Regan and Alva Noe call 
"active sensorimotor engagement" (O'Regan 1992; O'Regan and Noe 2001; 
Noe 2004). This enactive sensorimotor account has two major implica­
tions. The first is that it enables us to understand seeing and perceiving as 
a form of "skillful interactive engagement";-as a form of acting in the 
world rather than as a form of representing the world: 

[U]nder the present theory, visual experience does not arise because an internal 
representation of the world is activated in some brain area. On the contrary, visual 
experience is a mode of activity involving practical knowledge about currently pos­
sible behaviors and associated sensory consequences. Visual experience rests on 
know-how, the possessions of skills. Indeed, there is no "re"-presentation of the 
worid inside the brain: the only pictorial or 3D version required is the real outside 
version. What is required, however, are methods for probing the outside world-and 
visual perception constitutes one mode via which it can be probed. (O'Regan and 
Noe 2001, 946) 

The second implication, correlated with the first, is that once we recognize 
visual perception as a mode of probing the outside world rather than rep­
resenting it, we may well also conceive the role of the Paleolithic image as 
a continuous prosthetic part of this probing mechanism, and thus a cul­
tural extension of the visual brain. Although no symbolic cognitive require­
ment is needed, the emergence of the image made possible a new special 
kind of perception of the world that was not previously available. To 
understand the meaning of this statement, we have to understand the 
Paleolithic image as a perceptual device. This means that we have to 
account for how lines of pigment depict anything, rather than taking for 
granted that they do so. 

To this end, an analogy may be useful: Whereas the toolmaker brings 
forth the possibility of a new form of tactile thinking, the image maker 
brings forth the possibility of a new form of visual thinking. As the liberation 
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of the prehensile hand from the requirements of locomotion allowed it 
to become a privileged interface between the organism and its physical 
environment, so, it seems to me, the liberation of sight from its ordinary 
experiential requirements, in the case of the Paleolithic image, allowed the 
eye to gradually become the privileged interface of human perceiving. To 
appreciate this point better, one should bear in mind that our visual system 
has arms and legs, and that it has evolved so as to visually engage the 
world, not pictures (a remark originally made by the father of ecological 
psychology, James Gibson) (Costall 1997, 50). In other words, the effected 
"liberation of sight" emanates from the unique ability of the image to 
disrupt or question how the world is experienced under normal conditions. 
By that I do not mean that the image impinges upon the retina of the 
visual system differently than the rest of the world does. What I mean is 
that the image makes it possible for the visual apparatus to interrogate 
itself and thus acquire a previously unavailable sense of perceptual aware­
ness. More simply, the image provides a scaffolding device that enables 
human perception to become aware of itself. The materialization of such 
basic perceptual gestalten as those manifested in the use of occluding 
contours, in the use of canonical perspectives, or in the changes of 
component scale that characterize the Paleolithic image (Clottes 1996; 
Deregowski 1989, 1995; Halverson 1992a,b) testifies to this process of cre­
ative engagement and of sensory learning. Those features offer us some of 
the earliest examples of moments in the engagement of mind with the 
world in which structures of mind meet and identify with structures 
imposed on materiality. Through the process of "picturing," the underlying 
mechanisms of human perception were transformed into an object for 

perception and contemplation. Those invisible mechanisms became per­
ceivable visual patterns arrayed and combined in real time and space. In 
this sense, the image offered a new mode of epistemic access to the world 
of visual experience. The Paleolithic image maker constructed an external 
scaffold that made it possible to see and experience the world in ways that 
the physiology of the naked eye by itself did not allow. This scaffolding 
also made possible a new direct understanding of the human perceptual 
system and thus offered the Paleolithic person the opportunity to become, 
in some sense, maybe for the first time, the engineer of his or her own 
perception. The image, as is also the case with language, enabled humans 
to think about thinking. 
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Becoming symbol-minded 

My aim in this chapter was to attempt a comparative prehistory of mark 
making, starting with the first engravings from the Blombos Cave and 
ending with the magnificent cave paintings of Chauvet. The discussion 
focused primarily on questions that so far have received little if any atten­
tion in the archaeological literature. The first question concerns hovv we 
understand the intentional link between the self and the engraving. The 
second concerns our understanding of the putative referential link between 
the engravings and their referents. The analysis revealed that a common 
feature of mark making is that it is able to transform humans' direct and 
immediate perceptual relation to the world. Such a shift in perception 
affords and stimulates new opportunities for enactive thinking. An inter­
esting feature of this cognitive ecology of mark making is that it can leave 
persistent and visible material traces that alter the epistemic landscape of 
actiyity and thinking. Mark making can transform a thing into an object 
of one's attention. It can also turn such an object or surface into a sign. It 
is through the transformation of objects into signs, I argue, that symbols 
are brought into being. Whether the people who made and perceived 
prehistoric marks possessed a modem symbolic mind seems of less signifi­
cance in this particular connection than the fact that they came to possess 
such a freeing device. 





9 Becoming One with the Clay 

Thrown on the wheel 

Two questions that emerged repeatedly in different forms in the earlier 
chapters were a question about the intentional link between the self and 
material culture and a question about the nature of creative material 
engagement between persons and things. Underlying those questions is 
the theme or problem of agency, which 1 addressed in chapter 6 when 
presenting the hypothesis of material agency. For the purposes of this 
chapter, I find it useful to revisit agency in order to explore in depth the 
kinds of projections, relations, and bodily skills that are needed for trans­
forming a collection of things and materials into something new. Of 
course, to explore those issues fully will require a different method and a 
different level of description than are afforded by long-term archaeological 
analysis. Thus, in this chapter I will be drawing primarily on ethnographic 
material I have been collecting while conducting fieldwork in pottery 
workshops in Greece in the last three years. 

I have two aims in this chapter: to present a cognitive ecology of pottery 
making and to situate and explore the issues of self, agency, intentionality, 
and creativity 1 have identified above in an ethnographic setting in which 
the process of material engagement can be observed directly and thus can 
be used to illustrate the phenomenological requirements of some of the 
principal assertions I have made. 

The phenomenological and ecological traditions in philosophy (e.g., 
Merleau-Ponty 1958; Polanyi 1958) and anthropology (e.g., Bateson 1973; 
Ingold 2000, 2007, 2008, 2010; Hutchins 1995, 2008, 2010a,c) have offered 
rich descriptive characterizations of embodied and situated action that 
provide a good starting point for approaching some of those issues. (See 
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also Mauss [1934] 1973; Rogoff 1990; Rogoff and Lave 1984; Lave 1988; 
Lave and Wenger 1991 . )  However, phenomenology in itself generally lacks 
the contextual and historical specificity needed for a rigorous comparative 
anthropological approach to decomposing the unfolding of human creativ­
ity in action. Current theoretical and experimental paradigms in the cogni­
tive sciences have approached and explored the experience and meaning 
of agency either at the level of the isolated individual or at the level of 
joint attention and cooperation between individuals. (See, e.g., Knoblich 
and Sebanz 2008.) No doubt this methodological decision is to a certain 
extent both sensible and productive, in view of its great potential for 
experimental implementation. Nonetheless, this decision also has limita­
tions that threaten to obscure many important aspects of embodied experi­
ence and material engagement. Besides the usual problems of "ecological" 
and "cross-cultural" validity, the failure of most experimental designs 
to capture the relational character of creative agency threatens any con­
ceptual, functional, or phenomenological account of expressive bodily 
action that fails to consider the analytical implications of context and 
interaction. The body, as Andy Clark's notion of "profound embodiment" 
nicely expresses, is "just one element in a kind of equal-partners dance 
between brain, body, and world, with the nature of the mind fixed by the 
overall balance achieved" (2008b, 56-57). Consequently, my approach to 
creative agency as a property of material engagement and mediated action 
avoids mistaking the properties of the system for the properties of the 
isolated body. Recall also that cognitive science, as Edwin Hutchins pointed 
out in Cognition in the Wild and as I have discussed extensively using dif­
ferent examples in the earlier chapters, has made a similar "fundamental 
category error." We are condemned to repeat this old "category mistake11 

each time we think that minds, bodies, and things can be understood in 
isolation or confuse their artificial analytic distinction for ontological 
reality. We also risk losing sight of some aspects of mind, agency, and action 
that archaeology and anthropology were meant to explain. The categorical 
separations mentioned above are popular and are somewhat useful for 
heuristic purposes. They become, nonetheless, badly misleading each time 
they become the natural measure of what counts as cognitive and blind 
us to the complex dynamic interactions between humans and things. 

In this chapter, I attempt to marry cognitive ethnography and ecology 
with neurophenomenology in order to provide an integrative account of 



Becoming One with the Clay 209 

human creative agency. In particular, I seek to identify some of the empiri­
cal and conceptual challenges associated with the study of agency and to 
see how they can be understood if placed against the background of real­
world practice and situated action1 or if thrown on the wheel. 

At the potter's wheel: Agency in action 

Imagine a potter throwing a vessel on a wheel. (See also Malafouris 2008c.) 
Try to follow the complex orchestration of action throughout the stages 
of the creative process. Consider, for instance, the moment the potter's 
intention to act is formed. The potter's hands are skillfully sensing and 
grasping the wet clay so that the potter can decide precisely how much 
forward or downward pressure is needed to center the lump of clay on the 
wheel. What is it that guides the dexterous positioning of the potter's 
body? How do the potter's fingers come to know and control the precise 
force and position of the appropriate grip for the shaping of the vessel? 
The ease with which the potter seems to accomplish the task makes these 
questions even more fascinating. An experienced potter does not have to 
attend to the movements of his or her hands. Most embodied motor 
control is non-conscious and automatic. Moreover, the potter seems to 
possess the tacit knowledge needed to do what is necessary to construct a 
vessel without necessarily being able to communicate or explicitly reflect 
upon what this know-how consists of. In the case of embodied skill, 
explicit representational thinking and verbal description are not needed 
and can hardly capture the phenomenological perturbations of real activity 
or the reciprocality between the crafted and the crafter. This observation 
becomes particularly visible in the context of learning and skill acquisition, 
where the affordances of the technique of throwing a lump of clay on a 
wheel must be discovered each time, in real time and space, through 
extensive apprenticeship. Someone may object here that all these ques­
tions have little to do with agency, action, and creativity as such, and that 
instead they relate primarily to embodied sensorimotor control, tacit 
knowledge, and practical skill. But this is precisely the assumption that 1 
want to question in this book by collapsing the divisions between percep­
tion, cognition, and action and rejecting the methodological separation 
between individual creative experience and the material mediational 
means and collective structures through which it becomes realized. I will 



Figure 9.1 

A potter's wheel. Photo by author. 

Figure 9.2 
An expert potter at work. Photo by author. 
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Figure 9.3 
Stages of creative material engagement. Photo by author. 

show that underlying the effortless ma11ner in which the potter's hand 
reaches for and gradually shapes the wet clay is a set of conceptual chal­
lenges to the embodied nature of action and the meaning of agency that 
go well beyond mere motor control processes. 

But let us return to the question that was raised at the beginning of this 
chapter: What kinds of projections, relations, mental, or physical represen­
tations are needed for the enaction of the creative performance by which 
an amorphous mass of clay is being transformed into a new object? Tradi­
tionally there are two major ways of answering questions of this sort. 
According to the first approach, which might be called "extemalist," the 
focus of analysis would be the final end of the creative process-that is, 
the products of creativity. According to the second approach, which might 
be called "intemalist," we should be looking at the beginning of the 



212  Chapter 9 

creative process. To put it more simply, we should be searching for the 
origins of creativity inside the mind/brain. Creative experience is now a 
quality of mind rather than a perceivable property of things, materials, and 
techniques. Similarly to my discussions of tool making and mark making 
in chapters 7 and 81 the "internalist'' approach sees the creative process as 
something that exists entirely inside the potter's head. Whether one speaks 
of "combinational,'1 "exploratory," or "transformational" creativity (Boden 
2010), understanding the nature of the creative processes is based on infor­
mation processing and computation. 

On the analytical level, each of the two approaches has its merits. The 
"externalist" approach has the advantage of bypassing the uncertainty and 
the fluidity of the creative process The products of creativity stand still 
long enough to be treated as "objects," and objects can be perceived with 
sufficient clarity to be named, classified, compared, and interpreted. 
However, simply looking at the products of human creativity as static enti­
ties not only fails to accommodate the temporal dynamics and the embod­
ied aspects of the creative process; it also fails to accommodate the cognitive, 
social, and cultural effects of the products themselves. Similar problems 
appear in the case of the "internalist" perspective. From the perspective of 
neuroscience, the only way to deal with the inextricable intertwining of 
the fmgers, the body, and the task environment is to erroneously assume 
that the potter's fingers do nothing but to execute the orders of the potter's 
brain. (For a more detailed argument see Malafouris 2008c.) It is within 
the brain that the ultimate source of the creative agency that guides the 
effortless movement of the potter's hand as it reaches for and gradually 
shapes the wet clay is to be found. 

,In contrast to the above "internalist" or 11€xternalist11 ways of looking 
at human creativity, I want to explore a number of different conjectures 
about the emergence and locus of creative agency. I start with a very simple 
observation that comes naturally from the perspective of Material Engage­
ment Theory but which most studies of human creativity fail to consider, 
or are unable to consider: The problem of creative agency in mediated 
action is that the purity of action and causality is lost. The potter's think­
ing, enmeshed in the mediated practice that we call pottery making, cannot 
be as rigidly defined and circumscribed as traditional cognitive theories of 
creativity might prefer. The being of the potter is co-dependent and inter­
weaved with the becoming of the pot. This also means that the constituents 
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of the creative process are not to be found before or outside the throwing 
or the shaping of the pot. The constituents of creativity are in the throwing, 

in the shaping. The creative process becomes, then, a binding of materials-a 
dynamic flow of the organic into the inorganic that can be understood as 
a new or "surprising" blend of ingredients that can act or be acted upon. 

How should we proceed, then? First, I propose, we should get rid of any 
a priori assumption about causal or agentive hierarchy of potter's brain/ 
body/wheel/clay. Similarly, in terms of cognitive topology-that is, the 
question of where those cognitive processes reside-we should begin from 
a locationally uncommitted position. We should assume, instead, that 
every mental recourse needed to grow a vessel out of clay may well be 
extended and distributed across the neurons of the potter's brain, the 
muscles of the potter's body, the motions of the potter's sense organs, the 
affordances of the wheel, the material properties of the clay, the morpho­
logical and typological prototypes of existing vessels, and the general social 
context in which the activity occurs. The components mentioned above 
can be broken down further, but none of them should be allowed to deter­
mine the contours of activity in isolation. 

Based on that foundation, we can then attempt to build a chrono­

architecture of creative action. In particular, 1 suggest that in order to under­
stand creative agency we have to understand the temporality of creative 
action, and in order to do that we have to understand its constitutive web 
of causal antecedents. This temporal stratigraphy of creative action will 
enable us to understand what causes the potter's intention to grow a vessel 
out of clay. It will also give us an opportunity to test our suspicion that 
this growing may involve or demand a number of 11neural activations" or 
'1presentations11 but few if any "internal representations11 in the computa­
tional sense of the word. Our working hypothesis would be that first the 
hand grasps the clay in the way the clay affords to be grasped, then the 
action becomes skill, skill selects and effects results, and creative agency 
emerges from the results that matter. 

But first some further clarifications about the concept of agency are in order. 

Agency and "sense" of agency 

To start with it, would be useful to differentiate from the outset between 
agency and "sense" of agency (Tsakiris et al. 2007a,b; Tsakiris and Haggard 
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2005a,b; Gallagher 2005). Agency, or the agentive capacity, is something 
we share with other animals. In contrast, '1sense" of agency-that is, con­
scious agency-is distinctively human. Although a nut-eating chimpanzee, 
for example, can certainly cause the nut-cracking act, like any other tool­
using animal it Jacks a sense of agency or authorship, and it may Jack any 
true understanding of causality. (For good discussions of causal cognition 
in non-human animals, see Visalberghi and Tomasello 1998 and Penn and 
Povinelli 2007.) To the extent that the sense of agency involves not only 
generation and awareness of voluntary behaviors but also conscious per­
ception of the effects of such behaviors and a sense of responsibility, I 
consider such a sense of agency to be uniquely human. Similarly simple 
inanimate material things and artifacts can be argued to have agency 
although they certainly lack any "sense" of it. As was discussed in chapter 
6, the notion of material agency is somewhat artificial, or even a misnomer, 
but it helps us to get on with our question and to avoid the well-entrenched 
anthropocentric biases. 

This distinction between agency and 11 sense11 of agency may seern trivial 
from the perspective of psychology and neuroscience, which are preoc­
cupied with dissociating the bodily and intentional aspects of agency and 
discerning their neural correlates. In fact, many cognitive neuroscientists 
and psychologists think of agency more as an illusion or a confabulation 
than as a bona fide mental state (see Wegner 2002, 2003, 2004), and there­
fore much of the empirical research has focused on the unconscious initia­
tion of voluntary behavior rather than on the subjective experience of 
agency. But differentiating between agency and "sense" of agency may 
make a huge difference in the context of real-world experience and situated 
action, where "much of what matters about human intelligence is hidden 
not in the brain, nor in the technology, but in the complex and iterated 
interactions and collaborations between the two" (Clark 2001a, 154). lt is 
one thing to say that only humans have a sense of agency (that is, an 
ability to refer to oneself as the author of one's own actions); it is another 
to say that only humans are agents or have agency in the sense of being 
able to initiate causal events with intentional character. In the context of 
material engagement and situated action, to ask whether we can account 
for the sense of agency either by looking at the realm of voluntary body 
movement and motor control or at the realm of intentionality is to ask 
the wrong question. The above distinctions are important for the brain's 
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time, not for an activity's time, and thus can be misleading when applied 
in the natural setting of mediated and situated human activity.· 

Thus, what differentiates the agency of the potter from the agency of 
the clay or the wheel through which agency is enacted is not the fact that 
it is the potter, rather than the clay or the wheel, that is actually the cause 
of the sequence of actions that produces the vessel-in fact, many resources 
(physical, mental, or biological) are needed for the enaction of this creative 
process. What makes the potter an experiencing enactive agent is the fact 
that, in contrast to the clay and the wheel, the potter possesses a "sense" 
or an 11experience" of agency. In other words, it is not causality but con� 
sciousness that differentiates the human sense of agency from agency 
proper. 

A further distinction is that between the feeling of agency in the sense 
of being conscious of causing something to happen and the feeling of 
agency as being conscious of being in control of one's own actions. Being 
in control does not necessarily makes you the cause of a happening. Thus, 
we may also differentiate between the feeling of agency (the experience of 
being in control) and judgment of agency (the explicit conceptual attribu­
tions of whether one produced an action or caused an effect) (Synofzik 
et al. 2008a,b). 

These are important distinctions not only from a philosophical and 
phenomenal perspective but also from an evolutionary and developmental 
perspective. If we accept that agency is a basic and evolutionary primitive 
capacity that we share with other species, and we acknowledge the inex­
tricable linking of agency, action, and embodiment, then understanding 
how human conscious agency emerges may be the key to understanding 
the origins of human consciousness and self-awareness. To this end, our 
starting point cannot be that of conscious agency as an innate property of 
humans. The feeling of agency should be seen as an emergent property of 
action rather than as an a priori possession of the embodied biological 
organism. From this perspective, achieving agency is a process inseparable 
from becoming human. 

"I did it": The problem of agency 

If we accept the unity of agency, embodiment, and mediated action, 
we can reduce the problem of agency to two major questions. The first 
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concerns the authorship and causality of the doing. It is the question about 
who or what is causing the act (in this case, the making of the pot). That 
is different from asking who or what feels as, or believes to be, the cause, 
or author, of the doing. For example, a potter might well think of himself 
as the author of and the main cause behind the production of a pot, but 
a careful analysis of the operational sequence might reveal a far more 
complicated picture of the causal chain and of the nature of causes and 
agents involved in the act. The second question concerns causality, time, 
and sense of agency. It is a question about how we go about delineating 
the appropriate time scale and thus the portion of phenomenal time 
against which the causal contributions (human or non-human) will be 
evaluated. Depending on the scale of analysis, there are two major ways 
to approach these questions. 

From a macro-level perspective (characteristic of anthropology, archae­
ology, social sciences, and other disciplines that seek to define agency at 
the point of intersection between individual and society), one could focus 
on describing the activity chain in material procurement and manufacture, 
identify the technical choices responsible for the making of the pot, then 
ask who or what is responsible for those choices. The archaeologist Sander 
van der Leeuw writes: 

Suppose the potter has in mind to make a jar to pour water from. That imposes 
certain minimal constraints both on the shape of the vessel (a high centre of gravity, 
a handle, a spout) and on the characteristics of the vessel wall (it has to be water· 
proof). The tools he or she uses impose other constraints: on a potter's wheel, ceteris 
paribus, there is more potential variation in shape than when the potter is using a 
mould, for example. Other constraints derive from the nature of the kiln and fuel: 
if the kiln can be fired above 1050°C, the potter c�n usually ensure impermeability 
of the vessel wall by vitrification, but if that is not the case, the vessel either has to 
be glazed or impregnated with another substance to make it impermeable. Yet other 
constraints derive from the availability of raw materials: if the clay is fine and plastic, 
and the potter is working on a wheel, the clay may be used as is, but if it is found 
with larger non-plastic admixtures, it will have to be purified. On the other hand, 
if the potter is working in a mould, the "rougher" paste may be used, and a fine 
clay will have to be mixed with some form of temper, etc. (2008, 237) 

At first sight, according to the above observations, it may appear that it 
must be the potter to whom we should attribute responsibility for the 
activity, but a closer look in the sequence of events will reveal that discern­
ing the causal links and determining the direction of causality is not as 
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direct and straightforward as we might initially think The wheel may seem 
to serve as a passive means or instrument for the potter's mariufacturing 
purposes, but in any stage of the dynamic operational sequence it can also 
subsume the plans of the potter and itself define the contours of activity. 

From a micro-level perspective (characteristic of psychology, neurosci­
ence, philosophy, and other disciplines that seek to define agency as the 
universal and strictly mental property of human action), one could instead 
attempt to break down the activity of manufacturing pottery into the 
greatest possible number of component voluntary acts (e.g., squeezing, 
supporting, and controlling the shape of the vessel while it is plastic, 
turning the pot in the hands, cutting, scraping, smoothing, and so on) and 
look inside the potter's brain for the "internal" mental mechanism and/or 
neural network responsible for "executive processing/' planning, ordering, 
and behavioral execution. 

Despite differences in the temporal and the spatial scale of the activities 
the micro-level approach and the macro-level approach attempt to describe, 
they seem to share a commitment to the potter's potentiality of being a 
causal agent. Let us call this deeply rooted agency judgment the "I did it" 
stance. It is important to note, as I mentioned in the preceding section, 
that this agency judgment should not be confused with the feeling or sense 
of agency, and that the potter seems to be committed to this "agency judg­
ment" early in the sequence of events, long before. the vessel is actually 
produced. By that I mean, on the one hand, that the potter knows that he 
possesses the requisite knowledge, skills, and technical means before the 
action itself, and, on the other hand, that the potter is ready to project or 
otherwise use this self-as-agent knowledge or component of his acquired 
personal identity to fill in or interpret the gray zones in the phenomenal 
experience of action. An example from Gregory Bateson (1973, 318) should 
serve to bring all this into better view: 

Consider a man felling a tree with an axe. Each stroke of the axe is modified or 
corrected, according to the shape of the cut face of the tree left by the previous 
stroke. This self-corrective (i.e., mental) process is brought about by a total system, 
trees-eyes-brain-muscles-axe-stroke-tree; and it is this total system that has the char­
acteristics of immanent mind . . . .  But this is not how the average Occidental sees 
the event sequence of tree felling. He says, "I cut down the tree" and he even believes 
that there is a delimited agent, the "self,11 which performed a delimited "purposive" 
action upon a delimited object. 
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By the same token, although the potter may again be entirely unaware of 
how or when his brain and body are making all these fine small decisions, 
when confronted with his final product he is, in most cases, going to 
answer the agency question1 with ease and certainty, as follows: "I did it.11 

In fact, this tendency or "proclivity for constructing self-referential narra­
tives" (Graham and Stephens 1994, 101) is a common feature not only of 
our experience of action (allowing us to explain our behavior retrospec­
tively) but also of our agency judgments in contexts in which we are 
"participant observers" rather than the subjects of the action. 

However, the fact that common sense rarely demands that we question 
our sense of agency does not mean or warrant that it should be treated as 
an innate and homogeneous universal human attribute. Clearly the idea 
of the isolated human agent that acts upon the inert world can hardly be 
accommodated, or even make any sense, in a number of ethnographic 
contexts in which the categories of persons and things are inseparably 
interlinked (Gell 1998; Bird-David 1999) and in which notions of "agency" 
and "causality" lose their traditional meanings. The case of Melanesia 
offers an excellent example of how action and doing, although associated 
with a basic sense of body ownership, may not necessarily be associated 
with a sense of authorship. In Melanesia, as the anthropologist Marilyn 
Strathern observes in her ethnography of the "Melanesian person" (1988, 
273), "agents do not cause their own actions; they are not the authors of 
their own acts. They simply do them. Agency and cause are split." (See also 
Busby 1997; Ramsey 2000.) 

These considerations can become clearer if we attempt to look more closely 
at what lies behind the agency judgment and, more precisely, where the 
macro-level and micro-level approaches differ in respect to this judgment. 

At the macro level, the agency judgment seems to be a product of many 
cultural and social factors that involve a great deal of higher-level cogni­
tion. For instance, elaborate capacities for planning, decision making, 
behavioral control, and memory are activated and contribute to the experi­
ence of agency. All these capacities become realized in specific cultural and 
social contexts and thus are situated and mediated processes. Although a 
macro-level approach is much better equipped to capture the totality of 
practice and thus the possible respective contributions of these various 
elements to the experience and constitution of agency, the complexity of 
the event so revealed presents serious analytic obstacles. 
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At the micro level, the agency judgment is sensed like a feeling, or rather 
the aggregate of feelings, experienced during the long sequence of activity. 
The question is no longer about who made the pot; now it breaks down 
to a series of micro events (voluntary or non-voluntary, self-generated or 
externally generated, and so on) that constitute the operational sequence 
of the pot's production. Though we are now dealing with scales of time 
and activity that are more easily controllable and that may be experimen­
tally replicable, we still cannot escape the complexities of action. Method­
ologically, the only way to deal with the inextricable dynamic coupling 
between the potter's fingers and body and the task environment is to 
assume, wrongly in this case, that the potter's fingers and body do nothing 
but execute the orders of the potter's brain-more simply, to assume that 
it is inside the head that we should be looking for the true source of agency. 
The above inevitably shifts the locus of agency from the realm of embodied 
action to the realm of motor control and/or intentionality. That is a shift 
from the performative realm of situated action to the representational realm 
of brain processes and mental action. Thus the question of agency ceases 
to be a question about the phenomenology of action and becomes a ques­
tion about the neural correlates of action. Agency is no longer an 11enac­
tive11 problem; it is transformed into a "  computational'' or 11representational" 
problem. I do not mean to deny that an intricate computational problem 
may well arise for the brain the moment the potter touches or is touched 
by the clay; I simply mean to emphasize that part of the problem's solution 
is offered by the clay itself, without any need for mental representation 
(Brooks 1991). As the enactive perspective on mind and action reminds 
us, "cognition is not the representation of a pregiven world by a pregiven 
mind but is rather the enactment of a world and a mind on the basis of a 
history of the variety of actions that a being in the world performs" (Varela 
et al. 1991, 9). Unfortunately, this part of the cognitive equation is left out 
each time we decide to reduce the coexistence of the active and receptive 
elements of practice to a mental process inside the head. 

How do we account for this agency-attribution problem in the context 
of situated action? One way to answer this question is by following Daniel 
Wegner's formulation about "apparent mental causation" (2004, 654) and 
seeing the problem of agency as an "illusion" whereby people tend to 
experience conscious will, and thus agency, quite independent of any 
actual causal connection between their thoughts and actions. This is not, 
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however, because, as one would have expected from an embodied perspec­
tive, the potter's hand often has reasons of which the potter's mind is not 
aware and which the clay may resist or accommodate. According to 
Wegner, it is instead the potter's brain that has the reasons, in the form of 
a "readiness potential" (RP), at least 350 milliseconds before the potter's 
conscious awareness of the wish to act. (See Libet 1985, 1999.) There is 
much we do not yet know about the nature of agency, but I doubt that 
the way to tackle the question of agency is simply by looking deeper inside 
the brain. 

Another way to answer the question about 11agency attribution" is to 
adopt a phenomenological enactive approach. This m_ay allow us to under­
stand the dynamic coupling between the potter and the task environment 
as a dance between equal partners, the potter leading the dance at some 
times and the potter's "situation" leading it at other times (Malafouris 
2008c; Pickering 1995). Unfortunately, although a good phenomenological 
description can pull us inside this seamless flow of activity and agency, 
when we cut the flow and press the question of agency our inner Cartesian 
self or "interpreter" wakes up to take control of the situation. To be sure, 
many external factors (from the texture of the clay and its physical proper­
ties to the material affordances of the tools available to the potter) may be 
allowed to influence or determine some parts of the action. But final 
responsibility rests with the potter. It is the potter who "really" decides 
what sort of vessel to produce, and thus it is the potter who is to blame if 
the vessel produced is of low quality or if it explodes during firing-a price 
that not only potters but people in general are willing to pay for the sake 
of free will or the "illusion" thereof (Wegner 2002, 2004). 

The question of agency may seem innocent enough in the context of 
pottery making, but it carries some major ethical and social implications 
of which we should be constantly aware. Consider, for instance, the ques­
tion whether people or guns kill, as expressed by Bruno Latour (1999, 177): 

What does the gun add to the shooting? In the materialist account, everything: an 
innocent citizen becomes a criminal by virtue of the gun in her hand. The gun 
enables, of course, but also instructs, directs, even pulls the trigger . .  , . Each artifact 
has its script, its potential to take hold of passerby and force them to play a role in 
its story. By contrast, the sociological version . . .  renders the gun a neutral carrier 
of will that adds nothing to the action, playing the role of a passive conductor, 
through which good and evil are equally able to flow. 
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Both the rnaterialist account and the sociological account fail to recognize 
that agency "resides in the blind spot in which society and matter exchange 
properties" (ibid., 190). It was precisely that conviction that led Latour to 
rediscover the notion of "mediation" originally developed by Lev Vygotsky 
(1978, 1986) and the Russian activity-theory school. Neither the isolated 
gun nor the isolated individual can bear the responsibility for the act of 
killing. The. responsibility lies, on the one hand, in the way those two 
agents come together to construct a new hybrid agent-the gunman-and, 
on the other, in the socio-technical network that supports and makes pos­
sible such a meeting. Action involves a coalescence of human and non� 
human elements, and thus the responsibility for action must be shared 
among those elements (ibid., 180-182). No distinctions between human 
and nonhuman entities can be sustained in terms of agency. 

In the remainder of this chapter 1 will argue that neither the micro-level 
approach nor the macro-level approach is sufficient to capture the phe­
nomenon of agency in its totality and thus to answer our question of 
agency attribution. To understand agency we need to understand the 
meaning of mediation and recognize the priority of action and material 
engagement. 

Agency in pottery making 

As the sociologists John Law and Annemarie Mol (2008, 5 7) are careful to 
observe, questions about agency "are usually asked as part of a search for 
explanation. What is the origin of an event?" The problem with agency in 
mediated action is that the purity of action has been lost. The potter, by 
being a potter, possesses a different body. The common distinction between 
an internally driven biologically constituted physical body and an exter­
nally imposed technologically enhanced enculturated body collapses. The 
potter's body, being messy and leaky (Clark 1997), cannot be as rigidly 
circumscribed as a body observed in a controlled experimental setting 
would have been. Entering into the cultural realm of skill and practice that 
we call pottery making, the potter's body becomes more than a body; it 
becomes a situated body. 

However, "being situated" does not simply mean that the potter is 
located somewhere, for the same reason that "being embodied" does not 
simply mean that the potter has a body. Instead, "being situated" means 



222 Chapter 9 

that "situatedness" rnatters. It means, in other words, that the situation 
(environmental, technological, cultural, or social) can shape and/or become 
part of the embodied thinking process. By the same token, "being embod­
ied11 means that 11embodiment11 matters. It means, in other words, that the 
body shapes and/or becomes part of the process (Gallagher 2005; Chemero 
2009). Two major premises follow the claims made about the meaning of 
"situatedness" and "embodiment": that different bodies think differently 
and that situatedness presupposes embodiment. In other words, the way 
our brains and bodies are put together and are situated in different activity 
contexts is not irrelevant either to how the mind works or to how agency 
is experienced and constituted. There are significant physiological and 
experiential differences involved in being a potter, and those differences 
differentiate the experience and thus the agency of the potter. More simply, 
the phenomenology of a simple bodily movement in the context of pottery 
making may differ a great deal from an identical bodily movement that 
happens in a different context. There are very few points of resemblance­
although kinematically they may seem identical-between the potter's 
hand touching the clay and the experimenter's hand engaged in an vol­
untary or involuntary key press in the context of a neuroimaging study. 
What in the latter case seems to be a controlled hierarchical sequence of 
causal events is in the former case more a motivated sequencing of relaw 
tional events that often take on a life of their own. By the same token, the 
meaning of situated agency is that of an agency extended, mediated, and 
thus shaped by the instruments, tools, media, and technologies that char­
acterize a particular situation. This also means that a great deal of ordinary 
experiences and thoughts-thoughts about who is the cause of what, who 
is controlling what, and who owns what-become seriously enmeshed. 
Indeed, "trying to separate cause from effect inside the loop of pottery making 

is like trying to constnict a pot keeping your hands clean from the mud" (Mala­
fouris 2008c, 25). ls there any way out of this? 

Time, agency, and material engagement 

One way to proceed is to take time as our starting point and, by cutting 
across the scales of time, try to develop a detailed temporal anatomy or 
chrono-architecture of the act. Constructing such a chrono-architecture 
would be essential for understanding how the sense of agency is generated. 
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A precondition of that is that we carefully define the portion of time 
encapsulating the event we want to describe and then decide whether this 
portion of time constitutes a meaningful event in the larger enchainment 
of events constituting the activity we seek to explain. This is necessary if 
we want our account of the causal hierarchy of events not to trivialize the 
complexities of their cognitive ecology. 

Now not only does time become important but the experience of time 
has changed. As the "intentional binding effect" (Haggard et al. 2002a,b) 
suggests, the experience of agency links actions and effects across time, 
producing a temporal attraction between them. In other words, time is 
shorter-or at least is experienced as such-during the enaction of the 
operational sequence that will bring about the pot. Simple judgments of 
whether or not an action caused a specific sensory effect are now distrib­
uted among a number of participating elements and resources that extend 
and mediate the prosthetic body. Higher-order thinking and memory must 
now come into play in order to disambiguate the situation. 

To see that better, let us focus on the basic distinction between the sense 
of agency and the sense of ownership (Gallagher 2005; Tsakiris and Haggard 
2005a,b). "Sense of agency" refers to the potter's feeling that it is he who 
is moving his hands and spreading, pounding, and shaping the clay. "Sense 
of ownership" refers to the potter's feeling that it is his hand that is 
moving. Many recent studies have shown that the sense of agency ("! am 
the author of the act") and the sense of ownership ("This is my body") 
dissociate. For instance, experiments by Tsakiris, Prabhu, and Haggard 
(2006) and by Tsakiris and Haggard (2005a,b) provided empirical evidence 
that our sense of ownership might be generated by afferent sens01y feed­
back (as in involuntary acts, passive movements, or sensory stimulation) 
and that the sense of agency might be generated by efferent signals (as in 
voluntary acts). Comparisons of active and passive movement define 
agency as an additional component over and above the normal experience 
of one's own body. Recent evidence suggests that agency transforms the 
experience of the body. A number of studies have compared the effects of 
voluntary action and passive movement on proprioceptive awareness of 
one's body. Agency generally enhances both spatial and temporal process­
ing of proprioceptive information (Tsakiris et al. 2005) and modulates time 
perception (Haggard et al. 2002), and voluntary action appears to integrate 
distinct body parts into a unified awareness of the body (Tsakiris, Prabhu, 



224 Chapter 9 

and Haggard 2006). While this approach treats the sense of agency as an 
addition to the sense of body ownership, it also predicts a two-way interac­
tion between the two, such that the addition agency will change the 
experience of ownership and, at the same time, this altered sense of owner­
ship can change the very experience of agency. 

But how do these experimental observations figure in the real-world 
setting of mediated action and pottery making? On the one hand, pottery 
making, when seen from what previously was called a macro-level perspec­
tive, can certainly be classified as a voluntary rather than a passive act-the 
potter certainly intends to perform a sequence of goal-directed bodily 
movements aimed at producing a pot. On the other hand, when seen from 
a micro-level perspective, pottery making, as a demanding skilled action, 
can be described as a dynamic chain of voluntary, passive, and reflexive 
action elements. One implication of that for the above-mentioned distinc­
tion between agency and ownership is that, in the case of mediated action, 
the way our sense of agency and the way our sense of ownership correlate 
or dissociate during the course of action are not fixed and stable but vary 
depending on different temporal scales and stages of action (before action, 
during action, after action, and on the degree of expertise in performing 
that action, novice or skilled). For example, although an experienced potter 
immersed in the shaping of a vessel will often report that the sense of 
ownership (that is, the sense that it is his hands that touch and move the 
clay) is experienced throughout the activity, the sense of agency (that is, 
the feeling that it is he that is causing the movement) is often disrupted. 
In other words, it is one thing for the potter to feel that it is his body that 
moves and thus to have a sense of ownership for it; it is indeed another 
thing to say that the potter is always conscious that it is he that moves his 
hand, as in the case of skilled action. 

Meanwhile, the acquisition of a new skill is generally associated with a 
decrease in the need for attention leading to the development of automa­
ticity. However, automaticity in the sense of effortless performance of a 
task is usually associated with a sense of loss of agency or loss of self-a 
feeling of being immersed in, rather than causing, the act. The opposite 
phenomenon can be observed in novices at the early stages of skill acquisi­
tion. Practice effects (reorganization, redistribution, scaffolding-see Kelly 
and Garavan 2005) can affect or contribute to the sense and feeling of 
agency. A similar observation about the effects of practice and time can be 
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made for the distinction between the feeling of agency (the experience of 
being in control) and judgment of agency (the explicit conceptual attribu­
tions of whether one did produce an action or cause an effect) (Synofzik 
et al. 2008a,b). The sense of agency (feeling and judgment) will differ 
between, say, time ta and time tb1 where ta refers to the first minutes of 
action, when the potter attempts to center the lump of clay on the wheel, 
and tb to the final minutes, when the pot has almost been shaped and the 
potter adds the final touches. The above observations suggest that the 
potential contributions of the different stages of the action sequence to 
our sense of agency would be different. 

Jn the time and space of pottery making, afferent sensory feedback 
(visual and proprioceptive/kinesthetic information that tells that potter 
that he is moving) and efferent motor commands conflate and operate 
synergistical!y. The potter's sense of agency may be generated by efferent 
signals that send motor commands to the muscle system, but we should 
keep in mind that these efferent signals derive from the potter's sense of 
the clay (Malafouris 2008c). 

Situated bodies and the feeling of clay 

The ongoing controversies about agency in psychology, anthropology, and 
social science derive in part from the fact that agency has many different 
manifestations and that those manifestations cannot be captured in their 
totality at any single analytic level or in any single experimental setting. 
It is customary that an attempt to explore the nature of human bodily 
experiences will use the Western skin-bounded individual as the principal 
analytic unit. In other words, the basic assumption is that any bodily 
dimension on which one may choose to focus can and should be accounted 
for entirely by physiological processes occurring within the organismic 
skin bag. As a consequence, on the one hand, some of the most interesting 
aspects of our bodily physical, social, and technological constitution 
remain neglected; on the other hand, important new findings about the 
neural correlates of human embodiment and the nature of agency as a 
bodily experience fail to influence and engage with the anthropological 
perspective. No doubt the fluid nature of these extra-organismic factors 
and forces means that they cannot be easily accommodated by conven­
tional experimental protocols (imaging, clinical, or behavioral). By the 
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same token, localizing the experience of agency in the brain fails to account 
for real-world action. However, I have argued in this chapter that some of 
the most interesting questions about agency in the context of embodied 
mediated action (Wertsch 1998) can be found only "in the wild." Using 
the example of the potter's wheel as an illustration of such a bio-interface, 
I have reviewed some important findings about the different facets of 
agency, placing them against a natural and ecologically valid context of 
mediated action. My aim has been to contribute toward the grounding in 
action and the cultural embedding and possible cross-cultural evaluation 
of current findings on agency. I have argued that the important question 
is not how to separate the pre-reflective aspect of bodily experience from 
the reflective aspect (Legrand 2006), or how to separate the active element 
of action from the passive element, but how to put them back together 
and account for their ongoing and irreducible causal coupling. It remains 
to be seen whether agency can offer a way to bridge the neural and cultural 
correlates of our bodily selves. 



1 0  Epilogue: How Do Things Shape the Mind? 

In this book I have sought to expose some of the prejudices, and have 
questioned some of the preconceptions, that are prevalent in our ways of 
thinking and in our ways of doing cognitive archaeology. In a radical and 
perhaps for some a puzzling manner, I have tried to reformulate the ques­
tion of human cognition in a manner that will challenge us to reassess our 
intuitions about what counts as a cognitive process. Drawing on the general 
hypothesis of the extended mind, I have depicted human cognitive pro­
cessing as a hylonoetic field-a mindscape quite literally extending into the 
extra�organismic environment and material culture. This is not simply the 
view-much more compatible with common sense-of a cognitive agent 
that depends heavily on external props and tools, as when we use pencil 
and paper to do a large multiplication. Such a view would simply recognize 
the importance of mediation in human thinking-a proposal already put 
forward, most famously by the psychologist Lev Vygotsky, in so-called 
cultural-historical activity theory, decades before the cognitive revolution 
of the 1960s began.' Nor was it simply my intention to rehearse the well­
known criticisms of the computational ideal of mind as an algorithmic, 
rule-governed, and sequential representational engine (an ideal that is 
characteristic of "good old-fashioned artificial intelligence"). Instead, the 
chief innovation of this book lies in the more radical idea that human 
cognitive and emotional states or processes literally comprise elements in 
their surrounding material environment. According to the hypothesis of 
the constitutive intertwining of mind with the material world that I set 
out in chapter 4, our ways of thinking are not merely causally dependent 
upon but constituted by extracranial bodily processes and material artifacts. 
Some people may find this stronger version of extended-mind theory hard 
to defend and difficult to embrace fully. Such a reaction is, of course, to 
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be anticipated, because once the conventional demarcations of skin and 
skull are removed it appears that conventional cognitive science loses the 
analytical purity of its object of study. More important, as the philosopher 
Alva Noe points out (2009, 185), in view of the influential if not founda­
tional role that the classical "internalist" plays in cognitive sciences, "whole 
research programs have to be set aside." But what may appear to be a loss 
from one point of view may be an important gain from another. In any 
case, it is important to remember that, radical as it may be, the approach 
to the study of mind that I have set forth in this book emerges as a legiti­
mate and natural ontological possibility once we "rid ourselves of the idea 
that our brains are somehow touched with the magic dust that makes them 
suitable to act as the physical machinery of mind and self, while the non­
biological stuff must forever remain mere slave and tool" (Clark 2007b, 
1 18). 

But why does it matter, for archaeology, where the boundaries of mind 
are drawn? Why should we abandon the well-entrenched view of human 
cognition as a strictly or primarily intracranial affair? How far are we 
willing to go with the idea of extended cognition? Precisely how does 
extended-mind theory relate to the study of material culture? In this epi­
logue, I will offer a few summary remarks on some obvious and some less 
obvious ramifications that Material Engagement Theory has for the archae­
ology of mind and for the study of material culture. 

Methodological ramifications 

What do cognitive archaeology and anthropology gain by adopting the 
perspective of Material Engagement Theory? Starting at the level of method, 
one immediately obvious consequence, and one potential payoff, is nothing 
less than a reconfiguration of the intellectual landscape inhabited by the 
archaeology of mind. (See also Wheeler 2010b; Knappett 2005.) The spread­
ing of mind transforms material culture into an important cognitive exten­
sion, not in some symbolic or secondary representational sense, but in a 
more immediate and direct way. As a result of this shift, we need no longer 
divorce thought from embodied activity, as we need no longer adopt the 
stance of methodological individualism and thus reduce the complexity 
of an extended and distributed cognitive system to the isolated brain of a 
delimited human agent. Embracing the relational ontology of Material 
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Engagement Theory means that archaeology no longer condemr:s material 
culture to a life outside of cognition proper. Past ways of thought are not 
just expressed in material culture; now they can also be seen as partly 
constituted by material culture. Ben Jeff ares makes a similar argument about 
the role of early stone tools in shaping human thinking. Turning around 
the traditional view of archaeological evidence as the secondary visible 
product of some pre-existing invisible cognitive skill, Jeffares (2010, S04) 
proposes that we view this evidence as "one half of a feedback loop" 
between cognition and material culture, so that the archaeological record 
no longer looks like a black box but "rather like a clock with some of the 
mechanisms available for inspection, even while some elements remain 
hidden" (ibid., SOS). The archaeologist, thus, is freed from the "unhappy 
state of being a frustrated mentalist condemned to materialism" (Knappett 
ZOOS, 169). Mind and matter are one and can be approached and studied 
as such. This puts material engagement at center stage in the study of mind 
and cognitive evolution. 

At the same time, a cognitive archaeology that is no longer committed 
to an "in-the-head" representational ontology of mind is better protected 
from the Darwinian-inspired intellectual syndromes of 11Darwinitis" and 
"neuromania,'1 or from "Darwinized neuromania." The latter terms have 
been recently employed by Raymond Tallis (2011; for a full review of the 
argument see Malafouris 2012) to criticize the currently dominant ten­
dency to explain everything about human life in terms of biological evolu­
tion and the brain. Taking proper measures to avoid the trap of neurocentrism 
is particularly important in the developing field of neuroarchaeology, in 
which there is a strong temptation to locate all that really matters in 
human cognitive evolution inside the head. (See Malafouris and Renfrew 
2008; Malafouris 2008, 2009; Renfrew et al. 2008.) Material Engagement 
Theory and the Extended Mind Hypothesis remind us that brain imaging, 
no matter how convincing and enchanting a statement about the inner 
workings of the human brain it might be, should under no circumstances 
be confused with a technology able to delimit the realm of the "truly 
cognitive.'' The notion that we are (rather than simply have) a brain is 
mistaken and should be abandoned. We are more than a brain. The mind 

is more than a brain. 

One could even argue that the excavation trench objectifies and brings 
to light-at a different temporal and spatial scale-what functional 
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magnetic-resonance imaging (fMRJ) fails to capture and visualize about 
human cognition. 

Focusing on the cognitive life of things also fosters a new concern with 
the way boundaries (ontological and epistemological) are drawn within 
archaeology and beyond. Boundaries have a great effect on our under­
standing of who we (as cognizers) are, and thus on our conceptions of 
agency and persons. Collapsing the boundaries between the "inner" and 
the "outer" offers archaeology and anthropology a new window onto the 
human mind, but it also leave us with the important epistemological chal­
lenge of taking material culture seriously and developing common rela­
tional ways of thinking about the complex interactions among brain, body, 
and world. Of course, this challenge extends beyond the field of cognitive 
archaeology and qualifies material culture as an analytic object for the 
sciences of mind: The study of things matters not simply because things 
can spread the properties of mind to the external world (and possibly vice 
versa), but also because things are capable of changing the established 
ways in which these cognitive properties are approached and defined. This 
implies that traditional ways of doing cognitive science must change. 

Obviously, rethinking the boundaries of the mind has major implica­
tions for our understanding of the role of things far beyond the context 
of cognitive archaeology and human evolution-in technology, in design, 
in critical theory, even in ethics. (See, e.g., Verbeek 2011; Bennet 2010, 
2004; Brown 2001, 2003.) As minds and persons spread, so does freedom 
and moral agency. As the philosopher of technology Peter-Paul Verbeek 
points out in his book Moralizing Technology, 

Just as intentionality appeared to be distributed among the human and nonhuman 
elements in human�technology associations, so is freedom. Technologies 11in them� 
selves" cannot be free, but neither can human beings. (2011, 60) 

What are we, then? Exactly how might Material Engagement Theory 
help us to rethink the traits that mark the origin of our species? Exactly 
how might it advance the ongoing debate over the making of modern 
humans? 

What is it to be human? 

Think of Darwinian evolution. So far as its basic biological endowment is 
concerned, Homo sapiens, like any other species, came into being over time 
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through a process of adaptation and natural selection. Yet, in contrast with 
all other species, Homo sapiens did not stop there. It became the only 
species to transform its biology by manufacturing a distinctive, collective, 
self-aware cognitive realm of social interaction and material engagement. 
Does this rnean that some of Darwin's insights into the cognitive continu­
ity between humans and animals, and their modern re-instantiations in 
neo-evolutionary theo1ies, might be wrong? So far as the hybrid bio­
cultural realm of human mind and consciousness is concerned, the answer 
is probably Yes. Darwinian accounts are far from being the last word on 
what we are. In many important ways, as Tallis rightly points out, "we are 
as remote from animals when we queue for tickets for a pop concert as 
when we write a sublime symphony" (20 1 1, 1 5 1). The question, however, 
remains: How did Homo sapiens get to be so different from other species? 
Above all, what is the difference that makes the difference? 

The image of human intelligence that emerges from the discussion in 
this book is clear enough: The human mind is a product of biological 
evolution as much as it is an artifact of our own making. Humans, Jona­
than Kingdom has argued, became different by becoming "artefacts of their 
own artefacts" (1993, 3). Nicole Boivin (2008, 192-193), discussing King­
dom's hypothesis, agrees that "human technological achievements have 
not only defined but also shaped our species." More recently, John Hof­
fecker has set out to explore how humans' effective use of ever more refined 
forms of artifacts and technologies provided a medium for externalizing 
their minds and redesigning themselves. Although his approach is firmly 
grounded on the "internalist" computational ideal of cognition that I have 
criticized heavily in this book, Hoffecker explicitly acknowledges the con­
flicting character of human lives in that they are rooted in the natural 
world and yet quite different from it (2011, 171) .  In particular, he proposes 
that humans have "redesigned the environment, both abiotic and biotic, 
in ways that have completely altered their relationship to it as organic 
beings" (ibid., 7). For Hoffecker, the distinctive feature of human cognitive 
evolution is the unprecedented complexity of the human "super-brain," 
which he sees as a product of the gradual externalization of thought and 
symbolic expression and as exhibiting "properties that are unknown or 
had not been evident in organic evolution" (ibid., 77). Clearly, then, the 
idea of becoming human by way of self-engineering and transformation is 
not something new or strange. (See also Gamble 2007.) Nor, as has been 
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noted many times in this book, is this idea peculiar or restricted to the 
fields of archaeology and anthropology.'· 

Not only, then, does the idea of humans as a "cyborg" and "self-made" 
species come very naturally from the perspective of Material Engagement 
Theory; in addition, it must be rather important. Yet the same idea can be 
extremely puzzling if seen against the background of many taken-for­
granted evolutionary ideas in archaeology. Why is that? One part of the 
answer comes from Tallis' criticism of Darwinitis: "We are held captive by 
a picture of ourselves from which we cannot escape because it is written 
into the very language in which we think about our nature." (2011,  184) 
The other part of the answer can be found in my discussion in earlier 
chapters of how prevalent conceptions about mind's location, together 
with a flawed ontology of material culture, have largely undermined 
archaeology's contribution to the debate over the causes of human unique­
ness. As I have described, if one accepts the current orthodoxy about the 
epistemological status of the archaeological record, especially insofar as it 
is relevant to questions of human cognition, there is little direct material 
evidence that an archaeologist could use to substantiate any suspicion or 
intuition he or she might have against the dominant 11computational11 and 
"neo-Darwinian" trends and ideas, which, as Tallis points out (2011,  182), 
"are now woven into the very language in which we are invited to think 
about ourselves. /1 

How can human nature best be understood, then? What might be a 
good archaeological example to focus upon in order to better illustrate "our 
fundamental cyborg humanity" (Clark 2003)? Two notions with long tradi­
tions in archaeology and human evolution can be used to that end: Homo 

faber and Homo symbolicus. 

Homo faber 

As I discussed briefly in chapter 7, nee-evolutionary accounts in compara­
tive cognition tend to discard tool use as a hallmark of human cognition. 
On that construal, any argument for cognitive discontinuity that contra­
dicts the long-held evolutionary ideal according to which the cognitive 
abilities of human and nonhuman animals exist along a "continuum" is 
ill-conceived and anti-Darwinian. But I hope I have made it clear that if 
the notion of Homo faber became obsolete in archaeology and comparative 
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cognition it was because of three common erroneous prejudices: that mind 
and body are fundamentally separable, that the mind has executive control 
over the bodv, and that our interactions with the world don't affect or 
transform the presumed ontological separation and asymmetry of mind 
over matter in any significant sense. Given these deflciencies, and the way 
they seem to encapsulate both Descartes' dualism and "Darwin's mistake" 
(Penn et al. 2008), one can explain the recent neo-evolutionary trends. 

To remedy these deficiencies, I suggest, we should look at the making 
and the using of tools as means of understanding the nature and the scope 
of embodiment in our species' development. Tool use offers new possibili­
ties for cognitive extension. It affords new forms of embodied praxis, and 
thus opportunities for the development of the experience of agency and 
self-awareness. 

I am not saying that only humans make and use tools. Other animals 
seem capable of doing so to some degree. What I am saying is that there 
is more to the notion of Homo faber than the sheer variety and sophistica­
tion of human technologies. What truly stands out is the profound com­
plexity of our engagement with tools and technologies. There simply is no 
ontological offense or epistemological mistake involved in saying that we 
humans "alone" define and shape ourselves by the tools we make and use. 
In the words of Andy Clark (2003, 136-137), we are just "shifting coalitions 
of tools." But why is that? What does that co-dependency imply for our 
species? Should we perceive early stone tools as capable of transforming 
and extending the cognitive architecture of our hominin ancestors? Would 
it be· safer, instead, to continue looking at them as merely passive "exter­
nal" mechanical aids for cutting meat, with no real cognitive bearing on 
the developmental trajectories of our species? 

I hope to have demonstrated that the former view emerges as plausible. 
Even the skeptical reader, who may still find the pill of extended-mind 
theory too bitter to swallow, must admit that recent studies exploring the 
effects of the temporary or permanent incorporation of inanimate objects 
and tools into the "body schema" (Cardinali et al. 2009a,b; Fame et al. 
2007; Fame and Lactavas 2000; Iriki et al. 1996; Berti and Frassinetti 2000; 
Maravita et al. 2001; Holmes and Spence 2006; Holmes et al. 2004; Mara­
vita and lriki 2004) offer plenty of evidence as to how even the simplest 
acts of material engagement can change the way the human brain per­
ceives the size and the configuration of body parts. Also relevant here is a 
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comment by Carl Ratner (1991,  50) on the importance of material media­
tion in human action: 

[Tool use] fosters consciousness by imparting a sense of mastery of things. The tool 
user develops an attitude that he can use things to serve himself. To use objects is 
to impart a use to them, to make them do what they don't do naturally, to make 
them "for�oneself" rather than "inMthemselves." This stimulates purposiveness and 
intentionality. 

Comparative archaeological study of tool use can help us answer ques­
tions about the primacy of embodiment and about how basic capacities 
for embodied action relate to our capacities for reflective reasoning and 
abstraction. This brings us to symbolism. 

Homo symbolicus: When is a symbol? 

There seems to be little doubt that humans are the "symbolic species." 
(See, e.g., Deacon 1997.) The human ability for signification and symbol­
ization expands and reshapes the "cognitive ecology" of thought and 
communication, liberating them from the immediate experiential con­
straints of time and space. But when is a symbol? When does a simple mark 
become an arbitrary sign for people to think with? I touched on these 
questions in chapters 5 and 8, where I said that there are two principal 
ways in which the above questions can be understood. According to the 
first (common among archaeologists), 'when' refers to a point in time. That 
is, it relates to the origin and development of human symbolic behavior, 
which remains contentious. (For recent reviews see Henshilwood and 
d'Errico 2011; Henshilwood and Dubreuil 2011; Wynn and Coolidge 
2010.) The second way to understand our questions has a deeper ontologi­
cal sense; 'when' now refers to what it is that transforms some�thing (for 
example, an engraved mark or a shell bead) into a symbol. I have argued 
that archaeology has made much progress with the first question. Yet it 
still struggles with the second. Why is that? I have discussed several major 
shortcomings. Here I will summarize those that truly stand out. 

Intentionality 

One particular weakness, stemming from the Cartesian way of thinking 
about how minds relate to things and bearing directly on the issue of 
symbolism, concerns "intentionality," 11causality11

1 and 11action.11 The main 
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assumption behind this drawback amounts to the following: Intentional 
states are of or about things, whereas things in themselves may not be of 

or about anything. Things, on this view, may constrain or become the 
objects of human thought and action, but they do not actively participate 
or shape it in any real sense. Things, in other words, are simply 11products" 
or 11passive recipients1' of human intention and creativity. They may "stand 
for" something, but in themselves they can 11do11 nothing; they have no 
life of their own. 

For Material Engagement Theory this is the wrong way to approach the 
question of artifact metaphysics. It implies what Tim Ingold (2010, 97) 
calls the "hylomorphic ontology" of mind over matter, which mislead us 
to read creativity 11backward.11 What this backward reading means, to use 
the example of tool making, is that we start with tools in the material 
world and then trace their origin in the knapper's intracranial mental 
world. A characteristic example of this tendency can be seen in the way 
many archaeologists continue to interpret the form of bifacial tools as 
exhibiting "a mental template imposed on rock." (For a recent example 
see Hoffecker 2011, 4.) On that view, tools reflect arbitrary preconceived 
designs that were imposed on materials to produce standardized forms 
(e.g., a handaxe). Ingold (2010, 92), drawing upon the work of the philoso­
phers Gilles Deleuze and Felix Guattari, rightly suggests that we replace 
this hylomorphic ontology with "an ontology that assigns primacy to the 
processes of formation as against their final products, and to the flows and 
transformations of materials as against states of matter." But how can that 
be done in practice? How can we best approach intentionality, and infer 
the direction of motion and causality among the various ingredients of 
action (brains, bodies, materials, tools, surfaces, markings)? Ingold pro­
posed two simple rules of thumb that might offer a useful starting point: 
to follow the materials (2010, 94) and to look between lines and the 
surfaces on which they are drawn (2007, 2). More remains to be done, 
however. Trying to sketch Material Engagement Theory's conception of 
11 action as thinking11 and "thinking as action/' I argued that in order to 
break away from this dominant "hylomorphic" trend we need to replace 
it with an 11enactive11 one. I proposed enactive signification as a model akin 
to the underlying principles of Material Engagement Theory and able to 
highlight the relational properties of human creativity. Thus, instead of 
seeing in the shaping of the handaxe the execution of a preconceived 
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"internal" mental plan, we should see an "act of embodying." In  tool 
making, most of the thinking happens where the hand meets the stone. 
There is little deliberate planning, but there is a great deal of approxima­
tion, anticipation, and guessing about how the material will behave. Some­
times the material collaborates; sometimes it resists. In time1 out of this 
evolving tension comes precision and thus skillfulness. Knapping, then, 
should be seen more as an active 11exploration11 than as a passive "exter­
nalization" or "imposition of form.11 The knapping intention is essentially 
constituted through an act of collaboration between human and material 
agency, one of the earliest manifestations of human 11tectonoetic aware­
ness" (Malafouris 2008a,b). This argues against the "hylomorphic" ontol­
ogy of "imposing form" on matter and supports a "hylonoetic" (from the 
Greek hyle for matter and nous for mind) ontology of thinking through and 
with matter. 

Choosing the right boundaries for our unit of analysis is important. As 
Edwin Hutchins (inspired by Gregory Bateson) points out, "every boundary 
placement makes some things easy to see, and others impossible to see" 
(2010b, 706). Then what constitutes a meaningful boundary in the prehis­
tory of human signification? One way to tackle questions of this relational 
sort-a way 1 have employed repeatedly in this book-is to extend and 
expand the conventional demarcation lines of skin and skull into the 
world. A more radical way, also employed often in this book, is to abandon 
the logic of "boundaries" and "delimiting lines." Things may not think 
and feel, but neither do brains. Instead, it is humans that do the thinking, 
and humans, we should not forget, are the product of "worlds ambiguously 
natural and crafted" (Haraway 1991, 149). The latter also means that the 
human brain1 with its properties, is an artifact of culture as much as it is 
a product of human biology. The 11inner11 mental domain,, far from neutral 
and pure, is already shaped by and inseparably linked with the "external" 
domain. As the philosopher Anthony Chemero suggests from the stand­
point of a radical embodied cognitive science, 11It is only for convenience 
(and from habit) that we think of the organism and environment as sepa­
rate; in fact, they are best thought of as forming just one nondecomposable 
system." (2009, 36) One major postulate that Material Engagement Theory 
shares with the view of "enactivism111 besides that of "sense making111 
relates precisely to a point made by Evan Thompson and Mag Stapleton 
(2008, 26): 
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The spatial containment language of internal/external or inside/outside (which 
frames the internalist/externalist debate) is inappropriate and misleading' for under­
standing the peculiar sort of relationality belonging to intentionality, the lived body, 
or being-in-the world. 

Human beings, as living organisms, constantly enact the world they live 
in. Thompson and Stapleton, citing Martin Heidegger, also remind us that 
"a Jiving being is 'in' its world in a completely different sense from that 
of water being in a glass" (ibid., 26). Nonetheless, it is also the case that 
often the problem we face in archaeology is not about if or where we 
should draw a line but instead about how to make sense of the different 
kinds of lines that people have drawn. This brings us to the second major 
shortcoming of the archaeology of material signification: the fallacy of 
representation. 

The representational fallacy 

A common fallacy in the way archaeology usually makes sense of significa­
tion and symbolism is what I have called the representational fallacy. It 
can take different forms, and can operate at different levels, but essentially 
it involves an attempt to account for the relationship between cognition 
and material culture by way of some representational mechanism. I have 
argued that the representational approach to mind-world interaction 
simply leaves out many phenomena that are of great value to the study of 
cognition and material culture. 

There is, however, an alternative. Instead of approaching material culture 
as a mere vessel or 1'external storage medium," we should look at things as 
a fundamental cognitive resource in their own right. Although we may well 
be able to construct a mental representation of anything in the world, the 
efficacy of material culture in the cognitive system lies primarily in the fact 
that it makes it possible for the mind to operate without having to construct 
a mental representation-that is, to think through things, in action, without the 

need of mental representation. For Material Engagement Theory the world of 
material things can be seen as its own best representation (Brooks 1991). 
The brain need not waste its time producing internal replications of what 
is directly available in the world. The artist's sketchpad isn't just a storage 
vehicle for externalizing pre-existing visual images; it is a tightly coupled 
and intrinsic part of artistic cognition itself (Clark ZOOla, 147-150). 
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In this book I have set forth a vision of the cognitive life of things that 
encompasses much more than a sin1ple reconfiguration or spreading of our 
modes of mental encodings (from in the head to in the world). It is a vision 
inspired more by the distributed and compositionally plastic image of the 
potter skillfully engaging the clay to produce a pot than by the linear 
architecture of a Turing machine. In the former case, "it may make little 
sense to speak of one system's representing the other" (Clark 1997, 98). 
Although the function of extra-neural recourses may well be a representa­
tional one, such recourses can also take on a radically enactive, and thus 
non-representational, cognitive function. We have seen some good exam­
ples of this in technologies and artifacts-for example, a Linear B tablet­
that seem to fall under the category of "external symbolic storage" and 
therefore can be approached from a representational stance. Even in those 
cases, an important type of cognitive event should not be neglected: A 
cognitive system does not make use of external representations only for 
what they stand for, but also for what they are. I demonstrated in chapter 
4, using the case of the Linear B tablets, that thinking is not simply a matter 
of reading a series of meaningful linguistic signs inscribed on the surface 
of a tablet, but also a matter of meaningfully engaging with the tablet itself 
as a material sign. As Hutchins remarks, many people wrongly assume that 
"the status of external representations qua representations11 is unproblem­
atic. "But what makes a material pattern into a representation, 11 Hutchins 
asks, "and further, what makes it into the particular representation it is? 
The answer in both cases is enactment. To apprehend a material pattern 
as a representation of something is to engage in specific culturally shaped 
perceptual processes." (2010c, 429-430) As 1 said in my discussion of the 
origin of symbolic numerical thinking in chapter 5, the concept of number 
does not have initially to be stored in a verbal format, or to activate the 
brain regions we traditionally associate with language; it can be grasped 
directly by engaging the material world. This is possible because of the 
basic property that constitutes above anything else the cognitive efficacy 
of material culture: A thing can act as its own best representation. Even if 
we agree that the understanding of "external representations11 and the 
origins of symbolism are what really matters in the archaeology of mind 
(something I seriously doubt), the question we should ask is not about 
when humans begun to represent one thing with another but rather about 
when and how they became fully aware of their doing so. In other words, 
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we should be focusing on meta-representation or on meta-cognition (that 
is, thinking about thinking). 

A particularly telling example was considered in chapter 8: How do 
ochre engravings or lines of pigment come to depict anything? Answering 
a question of this sort did not help to advance our knowledge about what 
those engravings or cave images might have meant, but it certainly helped 
us to understand how they meant. The attempted comparative prehistory 
of mark making proposed a shift in perspective from the usual question 
("What kind of mind was needed to made those marks?") to "What kinds 
of minds are constructed by making and perceiving those marks?" The 
crucial question, I suggested, was "To what extent could the human ability 
for external representation and meta-representation have emerged or 
developed in the absence of those marks?" I proposed that the principal 
role of early mark making, and later of imagery, was to provide a scaffold­
ing device that enabled human perception gradually to become aware of 
itself. That is, it enabled humans to think about thinking. 

Unlearning modernity 

How is all this relevant to the question of the origin of so-called modern 
human cognition?' Despite many archaeologists' confidence in the notion 
of a "modern mind," one could question the existence of such an identifi­
able human core that is sufficiently stable and enduring to be used as a 
single universal designation for the cognitive status of our species. Jn par­
ticular, I think the concept of 11modernity11 is too vague, underdetermining, 
and potentially question-begging to serve as a justification for such a tran­
sition in the mental profile of our species. I do not wish to question or 
deny the existence of a distinctly human mind; I only deny that such a 
mind exists as an essence-that is, as a set of fixed and biologically deter­
mined capacities whose origins can be explained by appeal to some fortu­
itous genetic mutation and whose products can be seen reflected in the 
archaeological record in a series of preconceived fixed behavioral traits, as 
the notions of cognitive or behavioral modernity seem to imply. Against 
that view, I hope, I have demonstrated in this book that the human mind 
exists as a historically situated actuality-that is, an emergent product of 
complex ecological relationships and flexible incorporative forms of mate­
rial engagement. 
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Whichever list of early modern human behavioral traits one chooses, 
Eurocentric or not (see Henshilwood and Marean 2003), and whichever 
precise model of change one subscribes to, gradualistic or sudden (see 
d'Errico and Stringer 2011), there are two major and deeply entrenched 
implicit assumptions behind the debate over the origin of modern human 
intelligence. The first is that the brain's anatomy and structure stayed the 
same after the main speciation event, whenever and wherever we decide 
to situate that. The second is that material culture, though it can be seen 
to express possible changes (genetic or other) in human cognition, has no 
causal efficacy with respect to these changes and no direct relationship 
with the mechanisms that underlie these changes, which should be sought 
in the domain of human biology. This means that the role of objects and 
things in the overall evolutionary scheme remains instrumental and their 
status remains epiphenomena!. Things are treated as a difference that 
doesn't make a difference. For instance, changes in technology and innova­
tions in materials such as those discussed in chapters 7 and 8 may suggest 
cognitive changes, such as enhanced working memory, inventiveness, 
recursion, and creativity, but ultimately they depend on, and must have 
originated because of, some sudden genetic mutation, such as the FOXP2 
gene associated with the development of human ability for speech and 
language (Enard et al. 2002). This attitude, as I have pointed out, is symp­
tomatic of a more general tendency in the mainstream cognitive sciences 
to leave material culture outside the cognitive equation proper. I consider 
this epistemic neglect of the object one of the most pressing problems in 
the study of mind. 

From the perspective of Material Engagement Theory, none of the 
assurnptions mentioned above can be sustained. For one thing1 what is it 
about the human brain that remains the same? Although recent DNA 
studies (Mellars 2006a,b) suggest that the human genetic structure doesn't 
seem to have changed much, the human brain almost certainly has. As 
was discussed extensively in chapter 3, cognitive development is no longer 
seen as the progressive unfolding of information laid out in the genome. 
The traditional view of a one-directional flow of cause and effect from 
genes (DNA) to RNA to the structure of proteins which they encode gives 
way to a subtler picture in which physical, social, and cultural aspects of 
environment and behavior can trigger the expression of genes (Wester­
mann et al. 2007, 76; Quartz and Sejnowski 1997; Gottlieb 2003, 2007). If 



Epilogue 241 

the intrinsically plastic human brain undergoes constant change subject 
to various developmental, environmental, and cultural factor$, it cannot 
simply be assumed that "anatomically modern human intelligence" 
refers to a fixed and stable speciation event. As we saw in chapter 3, for 
Material Engagement Theory the hallmark of human cognitive evolution 
is metaplasticity-that is, ever-increasing extra-neural projective flexibility 
that allows for environmentally and culturally derived changes in the 
structure and functional architecture of our brain. 

This brings us to the second of the previously stated assumptions con­
cerning the epiphenomena! role of material culture in human cognition. 
As I said above, a major methodological implication of Material Engage­
ment Theory is that the observed changes in the material record should 
also be seen as indicative of possible plastic transformations and reorgani­
zations in the human cognitive architecture, rather than as simply express­
ing pre-existing cognitive changes or magical genetic mutations. The 
direction of inferred causation must change. I am not assuming that the 
possession (or lack thereof) of a certain technology or material innovation 
correlates directly or causally with the possession (or lack thereof) of a 
certain capacity or ability. The proposed inversion and complication in the 
direction of a causal arrow is not meant to imply a new form of simplistic 
determinism. Material culture is not a cause in the linear mechanistic 
sensei it is a cause in a dynamic ontological sense. It does not replace one 
efficient cause with another; rather, it redirects efficient causes relevant to 
one another. This redirection does not necessarily mean that any change 
in the material record coincided precisely with fundamental changes in 
human biology. On the contrary, it is meant to remind us that not only 
does it require intelligence to make and use a tool, but "a tool confers intel­
ligence" on those (human or nonhuman) "lucky enough to be given one" 
(Dennett 1996, 99-100). 

The real challenge for cognitive archaeology is not to establish the mate­
rial correlates of human "modern" cognitive capacities by way of some 
pre-fixed behavioral trait list. The objective should be to discover the tra­
jectories of co-constitution and explore the types of information flows that 
each coupling enables in any particular time and space. This also means 
that not just any 11 coupling" or "link" will do. Any instance of tool use 
and manufacture may share a number of elements in common, so far as 
this dense coupling is concerned, but it also has important differences. 
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One challenge for the archaeology of mind is to try to understand when 
the coupling takes just the right form. It is at this point that cognitive, 
social, demographic, and technological components become interlinked 
in such a way that one component defines and is defined by the others. I 
propose, then, that moving beyond grand narratives about the origin of 
human modernity should be the first step toward a convincing explanation 
of human cognitive becoming. This unleaming of human modernity will 
clear the field of study of many unnecessary assumptions and free us from 
many unproductive dichotomies and strong asymmetrical biases. 

Although separating biology from culture sometimes makes good ana­
lytic sense when one is approaching some archaeological problems, it 
should not be confused with an ontological statement about the way 
things are. Nor should this artificial separation be allowed to obscure the 
question of how cognition and material culture are combined and bring 
each other into being (Renfrew et al. 2008; Gibson 1996; Knappett 2005; 
Gamble 2007). Human cognitive lives are "bio-psycho-social totalities" 
(Knappett 2005, 169) rooted in the natural world and yet quite different 
from it, which is also why I think Tallis (2011) is right to insist that humans 
cannot be seen as parts of nature in the same way that other animals are 
parts of nature, and that Darwinian natural selection cannot explain how 
human consciousness could have come into being. 

The need arises to come up with new explanations about the making 
of the human mind that are not based on clean delimiting lines and clear­
cut evolutionary stages but instead are sensitive to the complexity and the 
emergent character of the phenomena they seek to account for. Clearly the 
notions of cognitive and behavioral modernity, which still dominate much 
of current archaeological thinking, are not able to serve the above purpose. 
Not only is the concept of cognitive modernity poorly equipped to capture 
the embodied, collective, and situated character of human cognition and 
consciousness; it often forms a pervasive epistemological barrier. As a 
result, I believe that the notion of "modernity" has long outlived its useful­
ness and should be abandoned. (See also Shea 2011.) 

In this book I have tried to show that new things, and new ways of 
making and relating to things, are not simply products of cognitive change 
but also constitutive aspects of the constantly changing and extended 
anatomy of human intelligence. (See also Jordan 2008.) In a way, then, 
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one could argue that innovations in early material culture are important 
not as evidence of human modernity but as evidence against it. Material 
innovations-from the Oldowan chopper to the Acheulean handaxe to 
the Blombos engravings and shell beads to depictional cave art to the 
more recent symbolic or "exographic" (Donald 1991) technologies, such 
as calendars, writing, and numerals-are neither accomplishments of the 
hominin brain nor symbolic statements about the presence of a new 
human representational capacity and thus the origins of human moder­
nity. Instead, they are opportunities for the hominin brain. New forms of 
material engagement have given us a window onto a whole new set 
of skills and ways of thinking that afford great variation and flexibility. 
Of course, only some of those potential skills and ways of thinking may 
have actually been realized, and even fewer may have survived in the 
visible archaeological record. The important challenges for cognitive 
archaeology and philosophical anthropology are to look at people and 
things as dynamical interfaces and to try to understand their cognitive life 
in terms of mutual permeability, binding, and structural coupling rather 
than separation. 

At the tip of the blind man's stick: "We have never been modern" 

To pave the way for the main thesis of this book, I used the classical phe­
nomenological thought experiment of the blind man with a stick (Merleau­
Ponty 1958; Polanyi 1958, 1962; Bateson 1973) to raise an old but fairly 
intractable and timely question: Where does the blind man's self end and 
the world begin? Where do we draw, and on what basis can we draw, a 
delimiting line across the extended system that determines the blind man's 
perception and locomotion? 

I said that I had chosen the example of the blind man's stick as my 
point of entrance to the realm of material engagement mainly for two 
reasons. The first was that it provides a good analogy for the profound 
plasticity of the human mind. The example of the blind man's stick 
reminds us that it is in the nature of human intelligence to remain always 
amenable to drastic deep reorganization and thus, potentially, to a con­
stant pre-modern or non-modern state of change and ongoing cognitive 
evolution. As I mentioned in the preceding section, it strikes me as plausible, 
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if  not likely, that to an important extent, if  I may borrow the words of 
Bruno Latour (1993), "we have never been modern." The human mind 
remains an incomplete and unfinished project, in some sense blind and 
yet "profoundly embodied" (Clark 2007, 279-280)4-that is, capable of 
flexible deep incorporation of new sensory and cognitive structure. 

At the same time, the ontological unity of the blind man and the stick 
offers a powerful metaphor that enables us to conceptualize minds and 
things as syneches (continuous). It is especially in the latter sense that the 
example of the blind man's stick encapsulates the spirit of Material Engage­
ment Theory and thus can be used to summarize my overarching thesis in 
this book. The summary goes as follows: 

The functional anatomy of the human mind (which includes the whole organism, 
that is, brain/CNS and body) is a dynamic bio-cultural construct subject to continu­
ous ontogenetic and phylogenetic transformation by behaviorally important and 
socially embedded experiences. These experiences are mediated and sometimes 
constituted by the use of material objects and artifacts (e.g., the blind man's stick) 
which for that reason should be seen as continuous, integral, and active parts of the 
human cognitive architecture.5 

To make better sense of this assertion, it is important to keep in mind that, 
whatever actual form the "stick" might have taken in the history of our 
species, its primary function was that of a pathway instead of a boundary, 

or else a thing instead of an object. Through the "stick," the person feels, 
discovers, and makes sense of the environment but also enacts the way 
forward. And it is in that capacity that it can be seen as an exemplar of 
what in this book I have called the process of material engagement. 6 Think 
of the way the stick shapes the mind of the blind man. It is not simply a 
matter of expanding the boundaries of his "peripersonal space" (that is, 
the space surrounding the body). Neither is it simply a matter of delimiting 
a new range of action possibilities, dependencies, or sensory hierarchies 
(for example, substituting vision for touch). The stick does more than that. 
It becomes an interface of a peculiar transformative sort-what might be 
called a brain-artifact interface. 

Generally, the word 'interface' is used to denote any mediation (natural 
or artificial) that enables, constrains, and in general specifies communica­
tion, flow, and interaction between entities or processes. The human body 
(or parts of it), language, and gesture are some obvious examples of such 
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an interface, but one could think also of more distinctive comparative 
examples-for example, a rake used by a monkey in captiVity to retrieve 
distant food rewards, or a Stiel< used by a chimpanzee to dig for food in 
the wild (chapter 7 above; lriki 2005; lriki and Sakura 2008). Howeve1; in 
the context of Material Engagement Theory the notion of the brain-artifact 
interface has a more specific meaning-a meaning closely associated with 
the concept of metaplasticity that was discussed in chapter 3. In particular, 
it is introduced to denote the kind of material assemblies or enactive cogni­
tive prostheses that enable the configuration of a dynamic alignment or 
tuning among brain, body, and culture. This sort of bidirectional dynamic 
coalitions can take many different forms-e.g., hard-assembled (stable) or 
soft-assembled (reconfigurable), epistemic or pragmatic, invasive or non­
invasive, representational or performative1 transparent or nonMtransparent1 
constitutive or instrumental-and can be empirically observed through 
diverse examples, including early Paleolithic stone tools, the most recent 
brain-machine interfaces that enable a monkey or a human to operate 
remote devices directly via neural activity (Nicolelis 2001, 2003; Donoghue 
2008), and the QWERTY keyboard of the laptop computer I used to write 
this book. Yet, despite the multiplicity and variation in form of those 
ontological coalitions of brains, bodies, and things, they delineate and 
occupy the hybrid "lived" space at the intersection of "personal, ,, "perip­
ersonal," and "extrapersonal" space. (See Cardinali et al. 2009a.) I propose 
that, when seen in this broader context of metaplasticity, where mediated 
action takes place and where neural and cultural plasticity meet and 
exchange properties, the main transformative effects of things in human 
cognitive life and evolution can be, very broadly, put in three major and 
closely interrelated categories: mediational, temporal, and plastic. 

Mediational effects 
I start with the most obvious way things shape our minds. Things, as 
dynamic perturbatory mediational means, drastically change and reconfig­
ure the relationships between humans and those between humans and 
their environments. More simply, they reconfigure our cognitive ecologies 
or assemblies. As we know, an immediate implication of that is a change 
in evolutionary dynamics and selective pressures. The presence of things 
means that people no longer react or passively adapt to their environment; 
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instead they actively engage and interact with it. That is, things become 
agents of change and culturally orchestrated interventions, generating 
their own unusual evolutionary dynamics. This idea resonates with, and 
to a certain extent emanates from, the theory of niche construction 
(Laland et al. 2000; Day et al. 2003), but my emphasis on human environ­
mental exploitation is not restricted to the sort of cumulative "epistemic 
engineering" (Sterelny 2004) that such a view might imply. (See also 
Wheeler and Clark 2008.) Things do much more than enable the mind 
to make maximal use of and/or transform the structure of information in 
the environment in ways that the naked organism wouldn't have been 
able to achieve. Things are more than simple adaptive moments within 
our cumulatively constructed cognitive niche serving to promote more 
efficient problem solving. Rather, they impose their own dynamics, con­
sciousness, and temporality on our bio-cultural evolutionary continuum. 
Things affect the flow of time, our emotions, and the boundaries of our 
cognitive systems. 

Temporal effects 
It is apparent that time is of the essence for cognitive archaeology. A big 
part of archaeological practice is concerned with distinguishing what came 
"before" and /1 after" in the archaeological record, and with constructing a 
sequence of events over the long term. However, time is also one of the 
defining features of human phenomenal experience and thinking. This 
point is brought into high relief in the following quotation from Chris 
Gosden (1994, 17): 

All action is timed action, which uses the imprint of the past to create an anticipa� 
tion of the future. Together the body and material things form the flow of the past 
into the future. Human time flows on a number of levels. Each level represents a 
different aspect of the framework of reference. 

But if, as Gosden implies, time flows on a number of different levels, .how 
does the unity of human phenomenal consciousness emerge? I argue that 
things play an important part in the integration and coordination of pro­
cesses that operate on radically different time scales (e.g., neural, bodily, 
cultural, and evolutionary). 

Time, and thus consciousness, operates at different speeds, ranging from 
the millisecond of neural activity to the slower rates of muscular time to 
the millennia of human evolution. Things effect temporal anchoring and 
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binding. They help us to move across the scales of tin1e and to construct 
bridges between temporal phenomena that operate at different experiential 
levels. Through their physical persistence, they also help us to better under· 
stand the qualities of time and the complex ways in which these qualities 
become embodied in different cultural processes. They also work best over 
the Jong term, accumulating biographies and capturing time, through joint 
participation in cultural practices, in ways that often escape the temporal 
limits and rhythms of individual human life and experience. Of course the 
kind of duration encapsulated in things differs from the kind of duration 
encapsulated in human bodies and brains. Yet the phenomenal stability of 
the temporality of things relevant to the temporality of the human body 
is precisely what makes possible their ontological union in action. However, 
this temporal stability of things need not be interpreted as a "slowing down 
time" argument of the sort that is prevalent in many archaeological theo­
ries. (See, e.g., Hodder 201la; Olsen 2010.) What may appear to be a 
slowing down of time is more of a fine tuning. Things act as dynamic 
attractors, operating in feedback circles that bind the different scales of 
time together. 

Plastic effects 
Finally, things change the brain. They effect extensive structural rewiring 
by fine tuning existing brain pathways, by generating new connections 
within brain regions, or by transforming what was a useful brain function 
in one context into another function that is more useful in another 
coritext.7 More than that, things extend the functional architecture of 
the human cognitive system, either by adding new processing nodes to 
the system or by changing the connections among existing nodes. More 
important, they are capable of transforming and rearranging the structure 
of a cognitive task, either by reordering the steps of a task or by delegating 
part of a cognitive process to another agent (human or artifact).' This 
process of extended reorganization does not simply refer to an activity­
dependent change in the neural architecture (either the addition of 
new processing nodes or the changing of connections among existing 
nodes). It refers to an outward expansion of the cognitive system in order 
to forge extra-neural connections objectified through material culture, 
bodily action, and learning. (Recall the example of numerical thinking in 
chapter 5.) 
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The spike of culture 

I end by briefly outlining some future challenges. 
Explaining how things shape the mind entails close reexamination of 

the basic ontological ingredients of human thought and of the embodied 
cultural practices that turn those ingredients into cognitive processes 
across the scales of time. The challenge ahead demands reconnecting the 
brain with the body and beyond, breaking with reductionistic explanations 
and the cognitivist past. Exactly how this can be done remains an open 
empirical question for the sciences of mind. 

I hope to have demonstrated in this book that archaeology might have 
a clear and distinctive contribution to make to the interdisciplinary study 
of mind. As a research field preoccupied with the study of change and able 
to compare and follow transformations of things and their assemblies over 
time and across geographical space, archaeology can give us a particular 
awareness of the effects of things on human cognitive life. Material Engage­
ment Theory's focus on "vital materiality" enables us to ponder what 
makes us all human and at the same time so different. 

However, what I am trying to emphasize here is not simply that it would 
be in the interest of cognitive archaeology to adopt Material Engagement 
Theory and "active externalism" for the purpose of mapping the prehistory 
of the human mindscape. It is more than that. I argue that cognitive 
archaeology has an epistemological obligation to investigate in depth the 
whereabouts of mind and to explore the cognitive terrain of material 
engagement. I believe that it is the burden of those who are dealing with 
material culture per se to investigate the kind of life it leads. For many years 
now, archaeologists have emphasized the active nature of material culture 
and have recognized that things, like persons, have social lives (Appadurai 
1986). The Extended Mind Hypothesis, I want to suggest, opens the way 
to discovering the cognitive life of things. I believe that Material Engage­
ment Theory, by focusing on the dense reciprocal causation and on the 
inseparable affective linkages that characterize the ontological compound 
of cognition and material culture, may offer the optimal point from which 
to perceive what for many years remained blurred or invisible: the image 
of a mind not limited by the skin (Bateson 1973). 

Obviously, the major question no longer concerns only the hemody­
namic couplings of blood flow, metabolism, and behavior; it also concerns 
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the dynamic structural couplings of brains, bodies, and the material world. 
Admittedly, none of the usual radionuclide tracers used in brain imaging 
would be of any help here. The question is not about the changes in cere­
bral blood flow; it is about the "leaks" (Clark 1997) of this flow into the 
world. The challenge, in other words, lies in figuring out how our plastic 
brains can be understood within the wider networks of non-biological 
scaffolds and enculturated social practices that delineate the spatial and 
temporal boundaries of the human cognitive system as a cultural artifact. 
To visualize that, a different kind of tracer-an 11epistemic" kind-is needed. 
Adopting a long-term and rather object-oriented archaeological perspec­
tive, I propose Material Engagement Theory as a useful method and con­
ceptual apparatus for integrating the different temporalities of cultural, 
evolutionary, and neuronal time and for bridging the gap between neural 
and cultural plasticity. 

I cannot claim that we have the answers. I hope I have demonstrated 
that we can at least begin to ask the questions. 





Notes 

Chapter 1 

1. For a good review of available imaging methods and their problems, see Miller 
2008. 

2. Merlin Donald (19981 186) was one of the first to point out that 1'we cannot have 
a science of mind that disregards material culture as we cannot have an adequate 
science of material culture that leaves out cognition." 

Chapter 2 

1. Throughout this book the terms 'cognitivism'1 'computationalism', 'representa­
tionalism11 and 'internalism' will be used interchangeably to refer to the same "all­
in-the-head" view of human cognition. 

Chapter 3 

1 .  An alternate "selectional" interpretation could interpret the findings mentioned 
above as meaning that people with increased hippocampal gray-matter volume are 
innately better navigators and thus may be more likely to become taxi drivers. 
However, a follow-up study of navigation expertise among non-taxiwdrivers found 
no differences in gray-matter volume (Maguire et al. 2003), indicating that plastic 
change was actually effected by experience and practice rather than by innate 
factors. Another study comparing taxi drivers with bus drivers (Maguire et al. 2006) 
lent further support to the aforementioned findings. 

Chapter 4 

I. Another concrete example of this process can be seen in the case of "the 'land· 
tenure' tablets from Pylos, where a large set of small, individual tablets (as the Eb 
series) have been recopied in groups on large tablets (Ep) to form a long continuous 
document" (Chadwick 1976, 26). 
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2. The numerous examples of words or even cornplete lines of writing subsequently 
added over the main text-an annotation or continuation of the text for \.Vhich 
there was not enough space (Chadwick 1987, 16)-clearly indicate that in the case 
of Linear B, as with many other activity contexts, Suchman's law-Le., that internal 
plans and models are always too vague to accommodate in advance the manifold 
contingencies of real-world activity (Suchman 1987)-is confirmed. 

3. The concept of affordances was coined by the psychologist J. J. Gibson (1979) to 
denote "the action possibilities of a thing." The term underlines the dense interac­
tion between the physical properties of things and the experiential properties of an 
observer. According to Gibson, affordances can be conceptualized in terms of two 
fundamental properties: that an affordance exists relative to the action capabilities 
of a particular agent (human or nonhuman) and that the existence of an affordance 
is independent of the agent's ability or capacity to recognize, perceive, or actualize 
it. In Gibson's words (1979, 137), "the observer may or may not perceive or attend 
to the affordance, according to his needs, but the affordance, being invariant, is 
always there to be perceived." In other words, the affordances of an artifact are 
objective (as they exist independent of any valuation or interpretation-being or 
not being perceived), but at the same time they are subjective (as they necessitate 
a point of reference). An affordance is always an affordance in relation to the action 
capabilities of something. It is simultaneously objective and relational. In that sense 
the concept of affordance cuts across traditional subject-object dualities and proves 
useful in our attempt to draw out the interactive properties of the extended mind­
an endeavor that, as Daniel Miller has observed (1987, 109), requires 1'the transcen­
dence of cultural relativism in order to discuss objects in terms of their general 
potential" but "demands the recognition that these potential attributes need not 
necessarily be realized or acknowledged in any particular context." 

4. Evaluating the evidence on engrams from fruit flies, Bertram Gerber, 1-liromu 
Tanimoto, and Martin Heisenberg (2004, 737) summarize an important point about 
biological memory that also applies to humans: "Unlike technical storage devices, 
biological memory does not seem primarily designed to replay the past, but to 
integrate selected aspects of it into present behavior." 

5. Although his perspective was essentially a dialectical one, Miller (20081 287) 
argued that "objects create subjects much more than the other way around." 

Chapter 5 

1. The choice of the term 'material semiosis' in this context stems from rr1y concern 
to emphasize the important differences between the semiotics of matter and of 
language. By using the term 'material sign' instead of 'material symbol', I aim to 
avoid the Saussurian connotations of this term. 

2. A similar proposal can be found in a series of articles in which Byers (1992, 
1999a,b) discusses what he calls "the referential fallacy": the common tendency in 
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archaeology to reduce "the pragmatic force of things to social referent.ial commu­
nication" (1992, 414). 

3. It can be objected here that the above considerations don't necessarily mean that 
we should abandon our linguistic analogies. After all, there are various linguistic 
theories emphasizing the performative action-speech capacities of language that 
could be used as a model for the communicative properties of material signs. This 
may be true; however, the issue is not whether "words 'do1 as much as they 'say'" 
(Hodder 1993, 255), but whether material things do much more than what they say 
and whether their physical affordances and material consequences are an insepa­
rable dimension and are in most cases the important parameter of their semiotic 
significance. That is why their doings usually surpass, in social effects and in semi­
otic force, their ability to operate as the conduit of a message or a verbal substitute. 
Most important, when and if they speak, they do so in an enigmatic language of 
their own-a language substantially different from human language systems both 
in grammar and in syntax (if to speak about grammar and syntax in the case of 
material things makes any sense). 

4. This differentiation should not be understood in a firm ontological sense, since 
a sign can be simultaneously an icon, an index, and a symbol. A characteristic 
example of the above can be found in central Australian art, in which people and 
animals are often visually depicted on the basis of the marks they leave in the sand 
(Munn 1973, 132-145). 

Chapter 7 

1. The production of adhesives, in particular, demands the irreversible combination 
of different ingredients, such as plant gum and ochre. It also demands practical 
knowledge of the physical and heating properties of the different ingredients which 
demollstrates the ability for recursive combinatory thought (Wadley 2010, 1 11). 

2. Following the same methods, this second study of expert Early Stone Age tool 
making was based on a limited sample of three professional archaeologists, each 
with more than 10 years of tool-making experience. Despite the small size of the 
sample, the FDG"PET procedure yielded a high signal"to"noise ratio sufficient for 
statistical analysis. Brain-activation data from two tool-making tasks-Oldowan 
flake production and Acheulean handaxe making-were compared against data 
from a control task consisting of bimanual percussion without flake production and 
against the results of the previous study with inexperienced subjects (Stout et al. 
2008, 1941). 

3. For further evidence of this important link between complex tool use and lan­
guage, see Frey 2008. Frey's research combining data from brain"injured patients 
and data from functional neuroirnaging studies suggests the possibility that a 
brain network participates in the representation of both familiar tool-use skills and 
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comrnunicative gestures. Although from an evolutionary perspective these correla­
tions cannot demonstrate the direction of causality, they constitute a significant 
development in the Jong-standing issue of the possible relations between language 
and tool use in human evolution. 

4. For detailed discussions of precision grips, hand morphology, and tools, see 
Marzke 1997 and Marzke 2002. 

Chapter 8 

1. As Ingold points out, this relates to what the philosopher Martin Heidegger 
(1971) identified as the foundational sense of dwelling: not the occupation of a 
world already built, but the very process of inhabiting the earth. 

Chapter 1 0  

1. See Vygotsky 1978, 1986. Indeed, Vygotsky was one of  the first psychologists to 
study systematically the transformative effects of material mediational means and 
psychological tools on the way we think. Though principally concerned with the 
study of language, Vygotsky offered important insights into how various cognitive 
artifacts, including systems of counting:. -mnemonic devices, maps, works of art, 
diagrams, and material signs in general, affect the human cognitive system and its 
development. 

2. For instance, niche-construction theory (Laland et al. 2000; Sterelny 2004; Stotz 
2010), autopoietic theory, embodied cognitive science (Clark, 1997, 2003; van 
Gelder 1995; Chemero 2009; Menary 2007; Wheeler 2005; Wheeler and Clark 2008; 
Hutchins 2010), actor-network theory, artificial intelligence, and robotics. 

3. For reviews of "modern human cognition," see Balter 2002b; Henshilwood and 
Marean 2003; d'Errico 2003; d'Errico and Stringer 2011; Nowell 2010; McBrearty 
and Brooks 2000; Shea 2011; Mellars 1989, 1991; Powell et al. 2009; Zilhao 2007; 
Conard 2010; Wadley 2001. 

4.  "Humans," Andy Clark points out, "are profoundly embodied agents: creatures for 
whom body, sensing, world, and technology are resources apt for recruitment in ways 
that yield a permeable and repeatedly reconfigurable agent/\-vorld boundary . . . .  
They are not helpless bystanders watching the passing show from behind a fixed 
veil of sensing, acting, and representing, but the active architects of their own 
bounds and capacities." (2007a, 279-280) 

5. For a more detailed exposition of this hypothesis, see Malafouris 2008b. 

6. "The blind man's stick," Merleau.Ponty writes, "has ceased to be an object for 
him and is no longer perceived for itself; its point has become an area of sensitivity, 
extending the scope and active radius of touch and providing a parallel to sight. In 



Notes to chapter 1 0  255 

the exploration of things, the length of the stick does not enter expr�ssive!y as a 
middle term: the blind man is rather aware of it through the position of object than 
of the position of objects through it. The position of things is immediately given 
through the extent of the reach that carries him to it, which comprises, besides the 
arin's reach, the stick's range of action." (1962, 143) 

7. The latter is also known as cultural reconversion or neuronal recycling (Dehaene 

zoos, 147). 

8. Neurobiologically, this shift in the cognitive processes underlying the perfor­
mance of a task can be seen as a change in the actual location of brain activations 
(Kelly and Garavan 2005). 
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